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Entity-fishing: A DARIAH Entity Recognition and
Disambiguation Service!
Luca FoppiandandLaurent Romary

Abstract

This paper presents an attempt to provide a generic nentiy recognition and
disambiguation module (NERD) called entiishing as a stable online service that
demonstrates the possible delivery of sustainable technical services within DARIAH, the
European digital research infrastructure for the arts and humanities. Deployed as part of the
national infrastructure Humldum in France, this service provides an efficient sbéte

art implementation coupled with standardised interfaces allowing an easy deployment on a
variety of potential digital humanities contextsitially developed in the context of the FP9

EU project CENDARI, the softwamgas well received by the user community and continued

to be further developed within the H2020 HIRMEOS projebeme several open access
publishers have integrated the service to their collections of published monographs as a
means to enhance retrieval and access. drglting implements entity extraction as well as
disambiguation against Wikipedia and Wikidata entries. The service is accessible through a
REST API which allows easier and seamless integration, language independent and stable
convention and a widely used servar@ented architecture (SOA) design. Input and output
data are carried out over a query data model with a defined structure providing flexibility to
support the processing of partially annotated text or the repartition of text over several queries.
The interface implements a variety of functionalities, like language recognition, sentence
segmetation and modules for accessing and looking up concepts in the knowledge base. The
API itself integrates more advanced contextual parametrisation or ranked outputs, allowing
for the resilient integration in various possible use cases. The fsiityg API has been

1 This research has received funding from the European Union’s Horizon 2020 (H2020) research and
innovation programme under grant agreement No 731102 (HIRMEOS).
2 ALMAnaCH, Inria Paris, Inria

Journal of the Japanese Association for Digital Humanitied. 5, No. 1, p. 22



Entity-fishing: A DARIAH Entity Recognition and Disambiguation Service

used as a concrete use case to draft the experimentalo$tammdposal, which has been
submitted for integration into the TEI guidelines. The representation is also compliant with
the Web Annotation Data Model (WADM). In this paper we aim at describing the
functionalities of the service as a reference contribution to the subject dfased NERD
servicesln this paperwe detail the workflow from input to output and unpack each building
box in the processing flow. Beside@th a more acadeimapproach, we provide a transversal
schema of the different components taking into accounfunactional requirements in order

to facilitate the discovery of bottlenecks, hotspots and weaknessealst\describe the
underlyingknowledge baseavhich is set up on the basis of Wikipedia and Wikidata content
We conclude the paper by presenting our solution for the service deployment: how and which
the resources where allocated. The service has been in production since Q3 of 2017, and
extensively used by the H2020 HIRMEOS partners during the integration with the publishing
platforms.

Keywords: named entity recognition and disambiguationjnfrastructure , conditional
random fields, service

1 Introduction

This paper describes an attempt to provide a generic nameghtity recognition and
disambiguation module (NERD) called entityfishing as a stable online service. The
work intends to demonstrate the possible delivery of sustainable technical services as
part of the development of research infrastructures for the humanities in Europe. In
particular, the developments described here contribute not only to DARIAHthe
European Digital ResearchlInfrastructure for the Arts and Humanities3, but also to
OPERASthe European research infrastructure for the development of open scholarly
communication in the social sciences and humanitigs Deployed as part of the French
national infrastructure Huma-Num5, the service provides an efficient stat®f-the-art

3 Accessed July 7, 2020, https://www.dariah.eu/
4 Accessed July 7, 2020, https://operas.hypotheses.org/.
5 Accessed July 7, 2020, https://www.humanum.fr/.
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implementation coupled with standardized interfaces allowing easy deployment in a
variety of potential digital humanities contexts. In this paper we focus on the
integration of entity-fishing within the European HIRMEO®roject6, where several
open-access publishers have integrated the seiee into their collections of published
monographs as a means to enhance retrieval and access. In the following sections, we
give a quick overview of the accessibility and sustainability issues we want to address
through our experiment, explain the generatontext of the HIRMEOS projecand then
provide a comprehensive description of various facets of entitfishing: its architecture,
interfaces, and deployment.

2 Providing Accesdan Service of Sustainability

As already alluded to byRomary and Edmond 2017), the sustainability of digital
services is strongly related to reusability, in that the actual deployment of tools and
services in workable research scenarios and environments is key to ensuring their
further maintenance, updatng, and longterm availability. This relation to users is also
tied to the capacity of the service to facilitate the research activity without putting
constraints on the way the research itself shabhe carried out, followingthe analysis by
Edwards (2003) in the specific context of research infrastructures.

In the context of online services such as entHfyshing, which aims at enriching
digital documents by means of staneff annotations, we have listened tadhe users’
needs and therefore have driven our aatribution to sustainability along the following
axes:

The definition of an open and flexible architecturdbased upon opesource
components, so that the software maintenance can belpatitdtaly transferedto a third
party at any time

The provision of standardied interfaceswhich cover various use cases ranging
from the direct provision of standardd annotations (e.,gcompliant with the TEI

6 High Integration of Research Monographs in the European Open Science infrastructure, accessed July 7,

2020, https://www.hir meos.eu.
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Guidelines seeTEIl Consortium 2020) to the integration of the service in more complex
technicalenvironments

The deployment of the service adedicated professional environmentvithin the
public sphere ensumg a reliable and scalable usage right from the beginning of the
integration phase in concrete use cases

Finally, and most importantly, thenehorage on real use case=flecting situations
where the service provides a distinct added value to the existing digital resources made
available to humanities scholars

In this paper, wehowhow we have addressed these different aspects, but we would
first like to provide some background on the genesis of the-&ahtgg project and how it
has reached the stage of becoming a generic online service for DARIAH and OPERAS.

3 From Cendari-NERD to entity-fishing in HIRMEOS

The development ofentity-fishing beganin the context of the EU FP7 Cendari project
from 2013 to 2016 (Lopez, Meyer, andRomary 2014), which aimed at setting up a
digital research environment for historians specialing in the medieval andrirst World
War periods that would facilitate their access to archival content (Vanden Daelen et al.
2015) and enable them to acquire information about the various assets, or entities,
involved in their research scenarios. At an early stage in the project, it was deteined
that the provision of automatically extracted entities from the various sources (primary
or secondary) that the historians are working with would boost the selection of
appropriate material for the research at hand. Initially deployed in the technical
framework of Inria’, the entity-fishing service gained considerable interest from a
variety of users, not just historians, who continued to use it on a regular basis long after
the project had ended, which in turn put pressure on us to further maintain and
enhance it.

7 Institut national de recherche en sciences et technologies du numérique, accessed July 24, 2020,

https://www.inria.fr/en.
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We thus took the opportunity of the EU Horizon 2020 H2020) HIRMEOS
project to further consolidate and expand the service. Indeed, HIRMEQOS addresses the
peculiarities of academic monographs as a specific support for scientific
communication in the cial sciences and lmmanities. It aims to prototypeinnovative
services for monographs by providing additional data, linkgo, and interactions with
the documents, at the same time paving the way to new potential tools for research
assessmen which is still a major challenge in the imanities andsocial sciences.

In particular, HIRMEQOS sets up a common layer of services on top of several existing e-
publishing platforms for openaccess monographs. The goal of the entity extractitesk
was to deploy the service and process gen access monographs provided by the
HIRMEOS partners. The documents available were the following:

4,000 books in English and French from Open Edition Books

2,000 titles in English and German from OAPERN

162 books in English from Ubiquity Press

765 books (606 in German, 159 in English) from the University of Gottingen Préés

The introduction of entity-fishing has undergone different levels of integration. The
majority of the participating publishers provided additional features in their user
interface, using the data generated by entitfishing, for exampk, as search facets for
persons and locations to help users narrow down their searches and obtain more
precise results.

8 High Integration of Research Monographs in the European Open Science infrastructure, accessed July
24, 2020, http://www.h irmeos.eu.

9 Accessed July 10, 2020, https://books.openedition.org/.

10 OAPEN (Open Access Publishing in European Networks), accessed July 10, 2020,
http://www.oapen.org/.

11 Accessed July 10, 2020, https://www.ubiquitypress.com/.

12 Universitatsverlag Gottingen, accessed July 10, 2020, https://www.univerlag.urgoettingen.de/.
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4 Entity Extraction

Identifying entities is a central task in the analysis of secondary scholarly literature
(Brando, Frontini, and Ganacia 2016). Such entities may range from simple key terms
to very specific scientific, nomenclaturebased expressions (chemical formulas,
astronomical objects, expressions of quantities, etc.). It also covers regular named
entities such as persomames or locations, which correspond to core tasks in thsocial
sciences and humanities (Smith and Crane 2001).

From the applicability point of view, entity extraction is a task that is also
suitable for small quantities of data at document levelfor instance, in the case of the
Amazon XRay functionality of the Kindle (Wright 2012), proposing a list of people
appearing in a book. Extracting varieties of data allosthe system to answer questions
related to the document itself before it has been read.

On a larger scale, with an increasing number of documents, the resulting graph
of interlinked connections allows the computing of aggregated information such as
trends, semantic searchor document similarity.

Authors making the choice of pen-access publshing may also have a particular
interest in having their work more frequently discovered, read, used, and reused to get
credit and recognition. Therefore, it is the duty of the corresponding infrastructure to
provide the means to accomplish these objectes. HIRMEOSs a great opportunity to
improve the current open access technical infrastructure at the European scale.

In following subsections we describe the entityfishing service. Sectios 4.1 and 4.2
provide background information; then we describe the architecture and data flow in
section 4.3. Section4.4 presents details on the standard interfacesand sections4.4 and
4.5 conclude with theknowledge base (KB) organzation and the external data source.

4.1 Disambiguation: Fom Mentionsto Entities

In this paper, we define mentioras a textual segment, one or a combination of words,
that can be identified in the text. Mentions usually are strongly dependent on the
domain: for example,analyzing the same text from biology and chemistry pespectives
would output different mentions. We defineentity (following Wikipedia) as ‘something
that exists as itself, as a subject or as an object, actually or potentially, concretely or
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abstractly, physically or not”13 Therefore,linking is the task of finding a KB reference
that a particular mention may refer to within the current context. Finally, a mention
linked to a concept in the KB is an entity

We have defined entities and mentionseparatelybecause their identification is
decoupled in two different subsequent processes. The mention extractisperformed
by means of generic parsers (known as NER, Named Entity Recognition) or by plugging
in specialized parserswhen dealing for instance, with dates, ancient namesor
chemical formulas.

The entity disambiguation task (also called entity linking named entity
disambiguation named entity recognition and disambiguation) consists determining
the actual identity of the entity which is referred to by expressions appearing in a
document. There is a longstanding body of research that aims to improveefficiency
and completeness of the extraction of relevant information and senses depending on
the context provided by the text, as well as the referae background provided by large-
scale entity databases such as Wikipedia (Cucerzan 2007).

In fact, entity disambiguationrequires a knowledge base that contains all the
entities to which each mention may be linked. With its open licems Wikipedia has
became the reference knowledge base (Milne, Witten, and Nichols 2007) for such a task.
Ratinov et al. 011) formally define Wikification as the task of identifying and linking
expressions in text to their referent Wikipedia pages. In order to be more generic,
mentions can be recognied using several techniques (based on Machine Learningl],
lexicons, or rules), extended to any kind of expression beyond the narrow notion of
“namedentities.” However, since Wikipedia—although comprehensive—has some sort
of physical limitations, it could happen that certain entities identifiedin a text are not
found at all in the knowledge base. More details about Wikipedia and Wikidata will be
discussed insection 4.5.

To illustrate this phenomenon we can take the following text as an example:

President Obama is living in Washington
There are two mentions, President ObaanaWashington, in the sentence. If we consider
our approach based on Wikipedia, the ertgkiing knowledgebase terms lookup will say
that there are respectively 10 possible candidates for Obach&15 for Washington. A

13 DBpedia page, accessed July 24, 2020, http://dbpedia.org/page/Entity.
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correct disambiguation will be the link of the mention Washingtorthe entity titled
Washington D.C.described asWashington, D.C., formallthe District of Columbia and
commonly referred to as Washington or D.C., is the capital of the United States of
America™*. and identified by Wikipedia page ID 1089aAd Wikidata IDQ61. Moreover,

the mention Obamahould be correctly disambiguated to Barack Obavith Wikipedia

page ID 53436@nd Wikidata ID Q76

4.2 Entity-fishing

Entity-fishing is a service implementing the task of entity recognition and
disambiguation using both Wikipedia and Wikidata. It is designed to be domain
agnostic, thus giving the flexibility to be upgraded to support disambiguation of
specialized entities with minimal effort. It currently supports five languages: English,
French, German, Italianand Spanish.

Entity-fishing can process raw text with optional preidentified mentions or
entities which are used to help resolve ambiguities. It supports search queriesshort
text with very minimal context—and PDFs. PDF support is provided by theR®BID
library (Lopez 2009).

The service provides a web interfacef(g. 1) and a REST APN(4) for third -party
service integration.

14 https://en.wikipedia.org/wiki/Washington._D.C ., accessedugust 31, 2020.
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Service to call  disambiguate - text |
wwi Reuters_1
{
“text": "Austria invaded and fought the Serbian army at the Battle of Cer and Battle of Kolubara beginning on PubMed_1  Reuters_2
12 August. \m\nThe army, led by general Paul von Hindenburg defeated Russia in a series of battles collectively PubMed 2  French_1
known as the First Battle of Tannenberg (17 August - 2 September). But the failed Russian invasion, causingthe | Al 1 German_1
fresh German troops to move to the east, allowed the tactical Allied victory at the First Battle of the Marne. o L
Italiano_1 Spanish_1
Submit
Annotations  Response

invadied and fought the (ESEITEIE) a the CXSIEITEE) and beginning on (TS,

The army, led by general defeated in a series of battles collectively known as the First

(17 AuGusT -2 sepTEmBER NETRUTS CTEC] invasion, causing the fresh to move to the
east, allowed the tactical (ITI=3) victory at the

Unfortunately for the ITI=, the pro-(SETIINY 1 dismissed the pro-(I= e =nI=0) of before the
could arrive. Beginning in {5, the ([ZI under mounted eleven offensives on the (S

front along the (SRR, northeast of (RS-

Atthe about () EENe) soldiers surrendered, at the Russians took about (-
ST captives, at the: about to BHE) EE) and surrendered to eSS, at the
surrendered.

After marching through (CEIEIND, and the (EEEND), the advanced, in the latter half of (I3, into
northern (EZIIE3 where they met both the (EEIEIg. under (ESERIEEE. and the initial six divisions of the
oL, under ERETIIEEIT) A series of engagements known as the ensued. Key
battles included the and the (T, In the former battle the (RENEE) GG was almost destroyed by
the (CEIIE) €53 and EGE) Armies and the latter delayed the (EZIIN) advance by a day. A general retreat followed, resulting in

BATTLE OF TANNENBERG

Type: EVENT
Normalized: Battle of Tannenberg
Domains: Administration, Military

conf: 0.9437

The Battle of Tannenberg was fought between Russia and Germany from 26-30
August 1914, during the first month of World War I. The battle resulted in the
almost complete destruction of the Russian Second Army and the suicide of its
commanding general, Alexander Samsonov. A series of follow-up battles (First
Masurian Lakes) destroyed most of the First Army as well and kept the Russians
off balance until the spring of 1915. The battle is particularly notable for fast rail
movements by the Germans, enabling them to concentrate against each of the
two Russian armies in turn, and also for the failure of the Russians to encode their
radio messages. It brought considerable prestige to Field Marshal Paul von
Hindenburg and his rising staff-officer Erich Ludendorff.

more clashes such s the (EEIETIZIETY, the andthe (Guise).
The T came within G km @) m) of (5D, but a the (RSN (=D, GEED and

troops were able to force a (EEEIIN] retreat by exploiting a gap which appeared between the GEJ and X[ Armies, ending the

Battle of Tannenberg (1914)
latitude: 53.495833333333, longitude: 20.134444444444

Commons category
coordinate location

Figure 1.Example of text about World War | as anagzn the entitffishingweb interface

4.3 Architecture

In this section we describe the system architecture from two orthogonal viewpoints:
first, we show how the system works from a datdlow perspective, to understand the
functional aspects of the system from input to output. Second, we focus on non-
functional requirements in order to identify bottlenecks and critical components, thus
allowing a correct definition of requirements.

4.3.1 Datadriven Architecture

We describe here in detail the main steps occurring between input and output as
outlined in figure 2, ignoring how input and output are actually representedgec. 4.4.1).
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Language
recognition

Wikipedia labels

Acronyms

Mention
recognition

Candidate generation

Entity resolution

Disambiguation Gradient Tree Boost

Selection (pruning) Random Forest

Figure 2.The datadriven architecture ofrdity-fishing

The service can be divided into three steps: language identification, mention
recognition, and entity resolution.

4.3.1.1 Language Identification

Languageis an important variable in the entity-fishing process: it is used to select the
appropriate utilities for processing text, such as the tokener and the sentence
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segmenter,and, most importantly, to select the specific Wikipedia (as of July 2020ere
are 300 active Wikipedias™) from the knowledge base $ec. 4.5). This step is ignored
when the information is provided by the user.

4.3.1.2 Mention Recognition

This component is responsible for extracting mentions4.1) from the input. The idea is
to have a generic set of recognizers bundled with the siem and offer users theoption
to extend to specific domains by plugging in additional ones.

Entity-fishing ships three traditional mention extractors:

Named Entity Recognition

The term Named Entity was coined during the MB&@valuation campaign (Nadeau
and Sekine 2007) and was specifically referring to entity name expressions(sans,
locations and orgargations) and numerical expressions (engeasures). The Named
Entity Recognition in entitfishing usesGROBID-NER™ (initially written by Patrice
Lopez we have contributed to improving it), a library for processing text and extracting
Named Entities classifiethto 27 classe¥ using a Conditional Random Field (CRF)

statistical model. The extracted mentions are not limited to those observed in the training

data thanks to the genewmiion properties of the ML processbswever they are not
guaranteed to be systematically tged in Wikipedia/Wikidata.
Wikipedia lookup

This method is complementary to the ML NER approach. It offers more stable results,
which are constrained by Wikipedia coverage: entities that are not in Wikipedia cannot

be found. The lookup attempts to findrakentions that correspond to either a title or an
anchor (and variants thereof) in Wikipedia using agrambased matching approach
(with n =6).

Acronyms extraction

15 List of Wikipedias, accessed July 24, 2020, https://en.wikipedia.org/wiki/List_of Wikipedias.
16 GitHub repository, accessed July 8, 2020, http://github.com/kermitt2/grobid-ner.
17 “Classes and Senses,” GROBID NER User Manual, accessed July 8, 2020, Inttipid/g

ner.readthedocs.io/en/latest/class-and-senses/.
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An acronymis a word (usually a name) composed as an abbreviation from the initial
components in a phrase, usually from individual letters (as in NATO or laser) but
sometimes also from syllables (as in Benelux). Acrongnasinitialisms (abbreviations
formed like acronymsut pronounced letteby-letter) are widely used in research
articles in order to optime& space and to communicate concepts and methods more
effectively (e.g. humoristic acronyms are usually easier to remember). The lexical
structure of an acronynor initialism can be approximated as a mapping pair
(acronyntinitialism, base). For exampld)lY can be represented as|{) Do It
Yourself). In scientific articles such mappings are presented once at the beginning of
the paper or in the abstractntiy-fishing treats the acronymand initialismsas
mentions and uses their bdsedisambiguation label. The resolved entity is then further
propagated in the text for each occurrence of the acronym.

The resulfrom this step is st of Mentionobjects, containing raw value from the original
text, positions (offsets or coordinateahdNER type (within the 27 classes extracted from
GROBID-NER (4.3.1.9).

4.3.1.3 Entity Resolution

Entity resolution is the procesf linking each mention to the authority recordgVikipedia
and Wikidata through theidentifiers.

The resolution process consistdlufee further phasefid. 2):

Candidategeneration
In this phase, each mention is linked to a list of concepts (possible candidates for the
disambiguation) matching—entirely or with some variatighe original raw name.
Candidate ranking
Each candidate is assigned a confidence score calculated as regression probability from
an ML model based on gradignéeboosing using features from local (related to the
concept itself) and remote (related to the concept and its relationship with other
concepts) information. The features used in our candidate ranking process are:

> Milne & Witten relatedness measure (Witten and Milne 2008) between the

candidate and the context (list of mentions appearing in the text)
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Entity centroid score calculated using entity and word embeddorgbining

the entity representation and the context withimicl the entity occurs (using a
window of 10 words)

Prior probability, or commonness: the probability that mentions in Wikipedia
correspond to an effective link to the candidate. Lower scores are assigned to
more ambiguous concepts

Context quality: an evahtion of how the concepts composing the context are
related to each othewith higherscoresassigned for &éarger number of related
concepts.

Candidate selector

The candidate list is pruned comparing a calculated selection sathreqinimal values
selected manually, for each language. The selection score is calculatedwpuhef
an ML regression model computing the following features:

>

>

Rankerscore, the score calculated by the candidate ranker

Link probability, which returns the probability that the label associated with the
candidate is used as a link in Wikipedia (calculated as the number of articles that
contain links with this label used as an ancHosided by the number of articles

that mention this label)

Prior probability or commonness: the probability that mentions in Wikipedia
correspond to an effective link to the candidate

Milne & Witten relatedness measure (Witten and Milne 2008)

TF-IDF, Term KFequencylnverse Document Frequency (Salton and Michael
1983), which reflects how important a term (here, the mention) is to a document
in a collection or corpus

Namedentity, a Boolean value set to true if the mention to be disambiguated is
also a nameentity (meaning that it has been classified as such in the mention
recognition process)

Generalzed Sgrenser-Dicecoefficient of a term (candidate nornzald name)
given global Wikipedia frequencies used to capture lexical cohesion

The final output consists oflest of entities. In some cases is possible that no entry in the
knowledge base is retrievefbr example a PERSONmentioned in the textnly by first
name.Similarly, namedentities of class MEASUREre not disambiguated all.
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4.3.2 Service ©mponentArchitecture

Most of the work carried out in the HIRMEOS project aims to measure and improve the
robustness and scalability of the service. In particular we envisioned, right from the
onset, that the service wuld reach out toa large group of potential users.

We present three layers into which the service can be decomposed, each of them
being characterzed by different requirements and constraints: the web interface, the
engine and the data storagef{g. 3).

REST API

& F R R E R R R R R E R R R R R R E R R R R R E R R R R R R R R R R R R R R R E R R R R

R R R R R R R R E R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R

Knowledge base

Language
independent

Language dependent

Figure 3.Architecture of atity-fishingarchitecture

4.3.2.1 Web hterface

The web interface provides a REST API presenting services as HTTP entry points.(sec
4.4.1). Themain responsibility of the service is to understand, validateand process
requests (e.g.avoiding malformed or incomplete queriesand verifying the correctness
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of the input data) and to yield, when applicable, the right error code and message (e.g.
returning 406 when the language is not provided, 400 if the query is malformed}his
component does not pose any performance threat.

4.3.2.2 Data $rage

The data storage layelis responsible for maintaining the large amount of data which
cannot be kept in menory. The service is handling the entireontents of the Wikipedias
(seesec.4.6) for our different languages (each consisting ofeveral gigabytes of raw
data) and precomputed data (such as the number of links per artee source and
destination, or the number of documents).

During normal service operations, entityfishing reads only from data storage,
which “simplifies” the requirements (e.qg, no risk of dirty reads and/or performance
issues). We evaluated different stage technologies: NOSQL Databases such as
MongoDB were discarded because of their complexity. We selected a light kelue
database with memorymapped files: Lightning MemoryMapped Database (LMDB).
Developed by Syma¥, it is fast storage for the OpenLDAP project thdully supports
ACID semantics, concurrent multithread read/write access, transactions, azero-copy
lookup and interaction, and is available with binding for several languages (Java,
Python, etc.). Btity-fishing uses a Java library called Imdbjndf to implement it. The
data storage layercurrently consists of one database with the languagmdependent
information (Wikidata metamodel) and five languagespecific databases containing
Wikipedia information, each of which holds 23 collectiondor a total of about 80GB of
required disk space. This is indeed the most critical part of the system.

4.3.2.3 Engine

The engine is the main component of the application, as it orchestrates the various steps
(mention recognition, entity resolution, etc.) originating from a query (and possibly a
file) provided as input. The engine interacts heavily with the data storage laydo
compute the features and retrieve all the information.

18 Accessed July 8, 2020, https://symas.com/Imdb/.
191 MDB JNI GitHub repository, accessed July 8, 2020, https://github.com/deephacks/Imdbjni.
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4.4 Standard Interface

4.4.1 REST API

The REST API provides a standard entry point interface. The REST protocol is the
standard means of communication for service and microservice integration. The API
has three main access points: the disambiguation process, the KB acc¢essl a set of
secondary utilities. The disambiguation entry point takes as input a JSON query like:
{

"text": "The text to be processed.",

"shortText": "terml term2 ...",

"language": {

"lang": "en"

2

"entities": [],

"mentions": ["'ner","wikipedia"],

"nbest": 0,

"sentence": false,

"customisation™: "generic",

"processSentence”: []

}

Note that the first two elements in the input are mandatory and mutually exclusive. While

textis used for long text (pagraphs)short textis used for search query disambiguation
(fewer than 5 words)which require a different approach becausetbé& smallamount of
informationavailablein a query

Everything else is optional:

"language": the language provided by the user, which otherwise will be

automatically recogred

"mentions": indicates the modules to be applied to the text, as described in section

4.3.1. The value “ner” corresponds to the Named Entities Recognition module, while

“Wikipedia” indicates the lookup on thwkipedia knowledge base. Acronyms are
always applied.
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"nbest": return the n best disambiguated results (by default only the first one)
"entities": represents a list of entities already known by the user

"sentence": a B oolean value which, when set, results in segmenting the text in
sentences (value truehere will return an additional property callesehtences"
containing a list of offsets identifying each sentence)

"processSentence": a list index (referring to the " sentences" propertiessee
above) of sentences to be processed (for long texts, it is good practice to proceed
paragraph by paragraph)

The service returns a structurased on the query, with the output results.&S@enple (the
listing has been simplified)

{
"text": "Austria invaded and fought the Serbian
army at the Battle of Cer and the Battle of Kolubara
beginning on 12 August.",
"language": {

"lang": "en
I3
"entities": [

{
"rawName™: " Serbian Army",
"offsetStart": 31,

"offsetEnd"; 43,
"nerd_selection_score™: 0.6148,
"wikipediaExternalRef": 10072531,
"wikidatald": " Q1209256

[.]

"rawName": "Austria",
"offsetStart™: 0,
"offsetEnd"; 7,
"type": "LOCATION"
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[..]

}

This approach simpl#siterative processing workflowsyhich arerequired for processing
long texs over several queries.

TheKB REST interface allows full access to:

concepts, to fetch a single concept using their Wikidata or Wikipedia identifier
term lookup, verifying whether a label can be found in the knowledge base and how
ambiguous it is

The secondary utilities are:

text segmentation
language recognition

A detailed description of these functionalitieghich is beyond the scope of this pajpm
be found in the official entitfishingdocumentatioff.

4.4.2 TEI Representation

The work carried out in the HIRMEQOS project also provided the opportunity to specify a
TEI-compliant output for the entifygshingservice that would be easy to integrate within the
ongoing stanaff proposal under discussion within the TEbU®cil (Banskiet al. 2016).

This proposal is based upon the concept of embedded dffaenotation, where a
<standOff> element gathers all the annotations related to the corresposntdixtg
element of a TEI document and is positioned betweerttideader> and the<text>
elements, as illustrated below.

<TEI>
<teiHeader>...</teiHeader>

20 “entity-fishing — Entity Recognition and Disambiguation,” ecessed July 10, 2020,
http://nerd.readthedocs.io/ .
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<standOff>
<teiHeader>...</teiHeader>
<listAnnotation type="individuals"> ... </listAnnotation>
<listAnnotation type="places">...</listAnnotation>
<listAnnotation type="organizations">...</listAnnotation>
<listAnnotation type="dateTimes"/>
<listAnnotation type="events"/> ...

</standOff>

<text>...</text>

<[TEI>

We can see how it is possible, for instance, to orgagmnotatias in various groups: in our
case, we have gathered entities by types.

In this framework, elementary annotations are structuredkaasotationBlock> S
containing three components:

a<span> element that introduces a character interval within a numbered cemipo
the text (mainlyp> elements)

a specific element describing the entity (esgperson>) that has been recogized
an<interp> element that links the interval with the entity

This representation is intended to be compliant with the target/body/annotation triptych of
theWeb Annotation Data Mod€l. It is illustrated below for the annotation of a person entity.

<annotationBlock>
<person xml:id= "_6117323d2cabbc17d44c2b44587f682c">
<persName type="rawName">John Smith</persName>
</person>
<interp ana="#_6117323d2cabbc17d44c2b44587f682c"
inst="#_b02f28110aa52495b3ec386d171bc20f"/>
<span from="#string - range(//p[@xml:id="

21 W3C Recommendation 23 February 2017, accessed July 8, 2020,

https://www.w3.org/TR/annotation -model/.
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_899607cd21ce83fb3a8e 35652ace2479,259,269)"
xml:id="_b02f28110aa52495b3ec386d171bc20f"/>
</annotationBlock>

The difficulty associated with thgeneration of TEbased standff annotations is twofold:

a) the risk of a deviation between the textual content and the character offsets which have
been computed and b) the necessity to number the various elements that serve as anchors for
the annotations (paragraphs, etc.). Tdifficulty is exactly what is behind the notion of
embedded standff, whichrelies on the assnption that annotations and the corresponding
reference version of the textual content represented in TEl are delivered together as one
single coherent document instance. This is theauagervice has been implemented that

the output willbe the onend only version of record for any further processing within the
clientthat called the entitfishingservice.

4.5 External Data Sources

In this section we set out to provide a definition of our conceghowledge base and then
discuss in greater depthe origin of the various data sources we used. A knowledge base is
defined as the set of information describing a certain domain of interest. It usually covers a
specific area of knowledge (e.ghemistry, biology, oastronomy). On the other hand, there

are also generic knowledge bases such as Wikidata, DBPedtegatyase which are not
bound to any specific domai&ntity-fishing being a generic tool, essentially anchors its
knowledge base upon Wikipedia and Wikaldt is constructed by an offline process taking

the dumps from Wikipedia and Wikidata as input, and aggregating the data in an appropriate
structure and format which can be used efficiently by the service.

4.5.1 Wikipedia

Wikipedia is a multilingual, welbased, freeontent encyclopedia, and is currently the
largest and most popular general reference work omteenet. Owned and supported by
the Wikimedia Foundation, a ngmefit organkzation supported bydonations, it was
launched on January 15, 200¢,Jimmy Wales and Larry Sanger and initially only supported
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the English languagé Other languages were quickly developed in the months following the
launch. With over 6 million articles as of this writirthe English Wikipedia is the largest of
the Wikipedia encyclopedid$ Wikipedia has reached a high level of completeness and
popularity, with more than 50 million articles aver 300 different languages. Statistié¢s
from the Wikimedia Foundation show popularity in the order of billp@ageview and
million of unique visitors each month. Its level of coverage and reliability has made
Wikipedia a reference database for many information extraction processes.

4.5.2 Wikidata

As stated on its web sité\Vikidata is a free, collaborative, muiligual, secondary database,
collecting structured data to provide support for Wikipedia, Wikimedia Commons, the other
wikis of the Wikimedia movement, and to anyone in the wofid.

Wikidata is a collaboratively edited knowledge base hosted by the Wikimedia
Foundation 9 U D Q G H p.ltis intended to provide a common source of data which can
be used by Wikimedia projects such as Wikipedia, and by anyone else, under a public domain
license(CC-0). Wikidata has becomeidely usedfor example Googledecided to migrate
its knowledge base Freebase into Wikipe@dtellissier Tanon et al. 2018)ikidata is the
largest collaborative database in the woattininistered by only sigtaff members wh more
than 18000 human collaborators and several (sgutomatic bots(Steiner 2014) In
addition, it has increasingly become raference knowledge base for many scientific
disciplines: in 2014 Wikimediannounced the storage of the whole human geffome

22 hittps://en.wikipedia.org/wiki/Wikipedia:Abo ut

23 Wikipedia language index, https://en.wikipedia.org/wiki/Special:SiteMatrix

24 https://stats.wikimedia.org

25Wikidata:Introduction , accessed July 9, 2020, https://www.wikidata.org/wiki/Wikidata:Introduction .

26 Jens Ohlig,“Establishing Wikidata as the Central Hub for Linked Open Life Science Data” (blog post),
October 22, 2014, https://blog.wikimedia.de/2014/10/22/establishing -wikidata -as-the-central-hub-

for-linked-opentlife-sciencedata/ .
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Douglas Adams

English writer and humaorist

identifier

» In more languages

Statements

educated at

StJohn's College

end time
academic major

1974
English literature

academic degree Bachelor of Arts
start time 1871
v 2 references
stated in Encyclopzedia Britannica Online
reference URL Fttp:ifwwew nndb comipeoplel 73 1000023662/
original language of work English references
statement retrieved 7 December 2013
publisher MHDE
title Douglas Adams (English)
+ add reference
Brentwood School

end time
start time

» 0 references

1970
1959

collapsed
reference

+ add (statement)

Figure 4.Data model in Wikidata

Wikidata provides a generic representation model where the elementary unit is a specific
entity, identified by a unique ID starting with: @r example Douglas Adamsas the ID

Q42 (ig. 4). Each entity is modeledccording to various properties: labels, aliases,
translations and their characteristics identified as statements. Statements avalkey
information structures: the key is called propetgiquely identified by IDs starting with

(and reused throughout the whole database), such as educgé@)at

Wikidatds motto is ‘verifiability, not truth” which means that each statement is supported
by optional ‘feferences providing verifiable sources of information. For examplee
population of Berlin can be different depending on the source and other varsalulesaé

the date of the measuremertg(5). This approach is differentdm the Semantic Web
which assumes there is no contradictory information (axiomatic logic), and is actually much
more powerful and appropriate given the way knowleatgpscience is produced.
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Figure 5.Example of how the references provide sources to support the statement

More information about the Wikidata metamodel can be found in the official
documentatiof.

4.5.3 Motivation and Rationale

The decision to use Wikipedia and Wikidata as data sources is justified by the fact that both
are generic and provide a basic, staleg fairly complete knowledge set that can be
systematically enriched by specialist domain data. Compared with otheresoaf
information, they are the most complete availdblase, reuseand redistribute. Wikipedia

is released under a C&Y (attribution) licerse while Wikidata has chosen @ (full
copyright waiver). We would like to stress here the importance oicdesing choice in the

long term, particularly when dealing with scientific knowledge.

Many people have shown concern about the fact that Wikipedia, being a collaborative
source of information, could be biased by the contributors’ opinions. This concern has a real

27 “Wikidata:Introduction,” accessed July 10, 2020,

https://www.wikidata.org/wiki/Wikidata:Introduction
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foundation,without any relevanimpact on theesultsfrom the entityfishing process. The
way entity-fishingexploits Wikipedia relies on the graph networlcohcepts rather than the
deep meanings of the articles themselves.

Finally, the use of externally managed data sources is strongly motivated and well
advocated in software engineering best practicestaintainability and independent
management, respectively. Firstetamount of information managed is too big to be handled
internally by theentity-fishing project itself Second, having an independent botye(
WikimediaFoundation) administering the sources assures the relevant competences will be
available fomanagement, engineerirend content.

4.5.3.1 Multi-languageSupport

As of July 2020, the system supports English, Italian, French, GeamdrSpanish. The
ability to support a language #rictly related to the number of articles available in the
localized Wikipedi&®. Languages with less thamne million Wikipedia articlesare not
guaranteed provide consistent results.

4.6 Knowledge Base @anization and Access

4.6.1 Basic @ganization

In this section, we examine how the data hbeen orgamed and integrated intthe
knowledge base

Earlier in this paperséc.4.3.2andfig. 3) we mentioned that the knowledge base is
divided into two main areas corresponding to langugendenandlanguagendependent
information,respectively The language independent part, corresponding to the generic data
provided by Wikidata, contains metadata across all languages and is accessed through the

28 “List of Wikipedias,” subsection “1 000 000+ articles,” accessed July 9, 2020,
https://meta.wikimedia.org/wiki/List_of Wikipedias#1 000_000+_articles.
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UpperKnowledgeBase  object. Language dependent information, espnting a
Wikipedia in a specific language, is offered via the LowerKnowledgeBasebject(fig.
6).

The data areaccessedby means of the languagedependent component
(UpperKnowledgeBase) to get the general concephd furtherdrawing on available
specific language resourcdbrough the LowerKnowledgeBase. This component
provides convenient access to all of Wikipedia content through the programmatic API.

Figure 6.Schema of the knowledge base
4.6.2 API

Efficient access to the knowledge base is a crucial aspélcé disambiguation proceas
well as for additional developments and complementary integrations. Thetbfeervice
provides two means of access: through a Java API or a simpler REST API.
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The REST API can be used to fetch the JSON representation of a concept, when
provided with either a Wikipedia page ID, Wikidateam (Q123) or Wikidata property
(P356, doi).The Java API provides direct access to the Java data model, which is not limited
to concept retrieval but also covers precalculated information such as the number of entities,
lookups, anchors, atisambiguation pages.

5 Entity-fishing as aService

In this section we describe the process and the outcome of providingfishtitg as a
standalone service within the DARIAH infrastructurem the technical requirements to the
implemented solution. The main challenge here was twofold: a) providing a resilient service
across the whole DARIAH infrastructure and b) selecting a subtaisalution with the
available resources provided by the service provider, o,

5.1 HumaNum

HumaNum is a Very Large Research Infrastructure (Frent®IR, Trés Grande
Infrastructure de Recherche) led by the Frenchistfin of Higher Education and Research

and operated by the CNRS (the French National Centre for Scientific Research). It provides
services to the entire Humanities and Social Sciences (HSS) academic community
particularly digital services focused on research data management that delpto
researchers manage the lifecycle of their data.

Through consortia of actors in scientific communities, HidNoan supportsthe
coordination of the collective production of corpora of sources vathientific
recommendatianand technological best practices. It also provides research teams with a
range of utilities to facilitate the processing, access, stosageinteroperability of various
types of digital data. This set of shared services comprises a grid of services, a ftatform
unified access to data{IDORE?%), and longterm archival facilities. Hum&lum also

29 Accessed July 9, 2020, http://rechercheisidore.fr/
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produces technical guides to goprhctice for researchers and, on occasion, conducts
expertise and traing initiatives.

Technically, the infrastructure itself is hosted in a large computing centre irf%.yon
A long-term preservation facility hosted at the CINES data c&rbvased in Montgéer is
also used. In addition, a group of correspondents in the *%(Maison des Sciences de
’'Homme) network all over France is in charge of relaying information about HNumas
services and tools.

5.2 Technical Requirements

Moving from a working prototype that demonstrates an idea &ngmeered servics a
complex processWe refer to engineering as implementing best practices to make the
software ready to use without any previous knowleddps implies tackling the following
tasks:

license checking (for opeseurce projects)

consolidation of the project life cycle (build, test, and deployment)

publication of the documentation (for users, developersyrandtainers)

definition and measurement of nonfunctional requirements, performances, scalability
publication of metrics evaluating the Miased system, using known corpora in order

to provide measureomparabldo the statef theart

definition and measurement of functional requirements, such as expected behaviors and
API responses via unit and igtation tests

30 Centre de Calcul de I'IN2P3 (CGIDI2P3), accessed July 9, 2020, https://cc.in2p3.fr/
31 C.ILN.E.S. (Centre Informatique National de I'Enseignement Supérieur), accessed July 9, 2020,

https://www.cines.fr/ .

32 Réseau National MSH, accessed July 9, 2020, http://www.msbseau.fr/.
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During theHIRMEOS project, the applicatiowaspublished on GitHub anceleasedwvith
anopensourcelicense (Apache 2 licensg), a process that included replacingrewriting
parts that usetibraries with incompatible liceses

Entity-fishing is designed for fast processing on text and RIDEumentswith relatively
limited memory and to offer relatively close to stabéthe-art accuracy (as compared with
other NERD systems). The accuracys€ore for disambiguation is currently between 76.5
and 89.1 on standard datasets (ACE2004, ADBNLL-testb, AQUAINT, MSNBC) as
presented by Patrice Lopez at VDkita®n in October 2017Lopez 2017)tablel).

Table 1. Accuracy measures

The objective, however, is to provide a generic service that has a steady throughput of 500—
1,000 words per second or one PDF page of a scientific article in 1-2 seconds eraagaid
(4 cores 3GB RAM) Linux server.

In section4.3 we analyedthe application extensively, identifying the more critical
parts. The engine contains two machine learning models (for ranking and selectiang that
implemented through Smifé (Statistical Machine Intelligence and Learning Engine), a
library written in Java/Scala providing an implementation of each Machine Learning
algorithm (Random Forest, Classification, etc.). The storage is handled usingraluey-
database with memotyayped files, Lightning Memoryapped Database (LMDByhich
is available as a Java library callettibjndi(seesec.4.3.2.9.

33 Apache license version 2.0, January 2004, accessed July 9, 2020,

https://www.apache.org/li censes/LICENSE.0.

34 Accessed July 9, 2020, https://haifengl.github.io
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5.3 Deployment

The HumaNum infrastructurts services and utilitie cover various sets of needs: storage,
dissemination, processingnd archiving. As part of the hosting and disseminaenices
they provide two types of solutions: the shared web cluster artdalvimachine
environments’®

Figure 7.Virtual machine configuration

The web cluster is a shared solution hostinggorgigured CMSs (Omeka, Wordpress,
Drupal, etc.), websitesindjava web applicatisyrunning with tomcat, Jetty, BaseX, etc.).
Users requesting a service obtain a ref@dyse application. The virtual machin&Ms), on

the other hand, are intended for a more technical audience seeking greater flexibility or

35“Services et outils,” HumaNum, accessed July 9, 2020, https://www.humaum.fr/services-et-oultils.

36 See Joel MarchandHuma-NUM la TGIR des humanités numériqug¢spresentation at les Assises du
CSIESR 2017 (the CSIESR Conference 2017), accessed Jy 17, 2020,

http://assises2017.csiesr.eu/programme-1.
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needingto deploy applicationsvith special requirements. VMs are preconfigured with
Ubuntu, Debiangr even Windowsf(g. 7).

In order to meet our needs we have installed efisityng in a VM. HumaNum
providesnormal HDD (hard disk storagein two flavors, a fastcomputing NAS and a
distributed storage system.

Figure8. Final service configuration

We measuredperformance as runtimand throughputusing JVeter’’, an opersource
toolbox for simulating access load from users. We performed two types of tests, using PDF
documents ranging from 10 to 200 pages and text paragraphs with an average 6i2@ of 1,
words The tests ran for 20 minutes and 1 hour, using plain text content and PDF dacument
respectively. We repeated the tests using two different configurations-sgegland multi-

37 Accessed July 10, 2020, https://jmeter.apache.org
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user(five users) We then recorded performances by measuring the server computation time

and the throughput for each request, as illustrated in table 2

Table2. Runtime performances and throughput measured through sequential¢siegle
or parallel requests (multiusers)

Scenario Average runtime Throughput
Text
Single-user 0.675s 1,265 chatr/s
Multiuser (5 users) 0.468 s 8,760 char/s
PDF
Single-user 20.5467 s 1.1 pages/s
Multiuser (5 users) 21.5349 s 5.2 pages/s

The service was officially deployed in Septemb@t 7after two monthef tests. The initial
configuration was set up with a virtual machine havingi@s 32GB of RAM, and 100GB
of fast harddrive.

The service isaccessiblehrough an HTTP Apache 2 reverse pratpwing long
requestsip to a maximum timeout of 30 minutessynchronous requests woudtteamline
the processfér more detailsseesec.6).

The infrastructure is monitored via an external servicelptime Robot®), which
provides a monitoring dashboatdfig. 9) and an email notification system for downtime

38 Accessed July 10, 2020, https://uptimerobot.com/

3% VM-huma-num status page for entityfishing@humanum, accessed July 10, 2020,

https://stats.uptimerobot.com/nRyO1tpDV/779345024 .
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Figure9. Monitoring page

We record usage statistics usitvg/Stat<*° (fig.,10). By the end of 2018 more than llion
documentsvereprocessed by entifyshing.

40 Accessed July 10, 2020, https://www.awstats.org/
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Figure 10Statistics page

The HIRMEOS partners have chosen to integrate the application into their open access
platform.

5.4 Entity-fishing Integrations

We have deployed entifishing for severaluse cases in collaboration with the HIRMEOS
project pamers OAPEN, OpenEdition, EKT, Gottingen University Preasd Ubiquity
PressQuestions, consideratiorend problems emerged when external partners started to use
the resulting annotations according to their own needs and practices.

The two main implementations were the faceting and the entity vigtiafizintegrated ito
the partners’ already existing search interfasedacetsearchfig. 11) oraword cloud over
the whole collectionf{g. 12).
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Figure 11Use case implemeéation by Open Edition. Locations and Places automatically

extracted from the content, using enfitshing are displayed as search facets.
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Figure 12 Use case implemeationby Goéttingen State Library

6 Conclusions and kture Work

Theentity-fishingservice has become an essential asset for the online delivery of the corpus
of scholarly monographs. This will hgarticularly important whethe OPERAS research
infrastructureis set up to make more and more collections available to the research
communiy. In termsof the technical deployment itself, we have provided all the necessary
components of a sustainable service:

release and pulgiation ofentity-fishingasopensource softwarg
deployment of the service in the DARIAH infrastructure through Hilum?*?
publication of evaluation data and metrics for content validation
integrationof the service with thirgbarty platforms

41 Accessed July 10, 2020, http://github.com/kermitt2/nerd ..

42 Accessed July 10, 2020, http://www.humanum.fr/ .
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We still have work ahead ofs to improve the accuracy of the disambiguation sca@sh
is currently floating just below the level of statiethe-art performance. In fact, entifishing
could easily be extended to support more languages

Removing or deprecating the relatedness in favor of alterndtis® computingatensive
techniques could reduce the impact of the storage on performance. On the subject of
disambiguation, there hag@hdybeensome interesting work on alternative Named Entity
Recognition (NER) recogrér models using deep learning technidéeFinally, the API

could implement an asynchronous mechanism that handlessleagszomputing more
effectively.
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