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Regular Matching and Inclusion on Compressed
Tree Patterns with Context Variables

Iovka Boneva', Joachim Niehren?, and Momar Sakho?

1 Université de Lille, France
2 Inria Lille, France

Abstract. We study the complexity of regular matching and inclusion
for compressed tree patterns extended by context variables. The addi-
tion of context variables to tree patterns permits us to properly capture
compressed string patterns but also compressed patterns for unranked
trees with tree and hedge variables. Regular inclusion for the latter is
relevant to certain query answering on XML streams with references.?

1 Introduction

A pattern is a term with variables describing a string, a tree, or some other
algebraic value. The following generic problems for patterns were widely studied:

Pattern matching: Is a given algebraic value an instance of a given pattern?

Pattern unification: Do two given patterns have some common instance?

Regular pattern matching: Does some instance of a given pattern belong to
a given regular language?

Regular pattern inclusion: Do all instances of a given pattern belong to a
given regular language?

As inputs, these problems receive descriptors of patterns, values, and regular
languages. Most typically, a string pattern may be described in a compressed
manner by using singleton context-free grammars (also called straight-line pro-
grams), and a regular string language may be represented by nondeterministic
finite automata (NFAs) or by deterministic finite automata (DFAs). The problem
of string pattern matching is well-known to be NP-complete for NFAs [?] but in
P for DFaAs, with and without compression [?]. The more general problem of
string unification is known to be PSPACE-complete [?].

Compressed patterns were called hyperstreams in [?]. Regular inclusion on
compressed patterns is the problem of certain query answering on hyperstreams
for queries defined by automata. This application motivated the study of regular
inclusion and matching in [?]. For string patterns, both problems were shown to
be PSPACE-complete, for DFAs and NFAs, with and without compression. See
Fig. ?7? for an overview. When restricted to linear string patterns, the complexity
goes down to polynomial time in 3 of the 4 cases, as summarized in Fig. 77. The

3 We are grateful to Sylvain Salvati for pointing out and helping to solve difficulties.
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Dras NFAs Dras| NFas
Regular Matching|PSPACE-c|PSPACE-c Regular Matching| P P
Regular Inclusion |PSPACE-c|PSPACE-c Regular Inclusion | P |PSPACE-c
Fig.1: (Compressed) string patterns. Fig.2: Linear restriction.
Dtas | NTAs Dtas| NTAs
Regular Matching| NP-c |ExXp-c Regular Matching| P P
Regular Inclusion |CONP-c|ExpP-c Regular Inclusion| P |EXP-c
Fig. 3: (Compressed) tree patterns. Fig. 4: Linear restriction.
DtAs | NTAs DtAs| NTAs
Regular Matching| Exp-c|ExpP-c Regular Matching| P P
Regular Inclusion |ExpP-c|ExpP-c Regular Inclusion| P |EXP-c
Fig.5: Adding context variables. Fig. 6: Linear restriction.

problem which remains PSPACE-complete is regular inclusion on linear string
patterns for NFAs.

The complexity landscapes of regular matching and inclusion for tree pat-
terns look quite different to the case of string patterns, see Figs. 7?7 and 77.
Here, regular languages are defined by tree automata, which may either be non-
deterministic (NTAs) or (bottom-up) deterministic (DTAs), while compressed
descriptions of tree patterns can be obtained by singleton tree grammars. Regu-
lar matching for tree patterns against NTAs is EXP-complete with and without
compression. For DTAs, however, regular matching is NP-complete and regular
inclusion CONP-complete. The cases of tree pattern matching without compres-
sion were already mentioned in TATA [?]. Similar arguments apply to regular
inclusion problems and for adding compression. For linear tree patterns, three
of the 4 problems are in P except for the case of regular inclusion against NTAs.

The prime reason for the asymmetry of the complexity landscapes in the
case of strings and trees, is that string patterns cannot be encoded as tree pat-
terns with a monadic signature without adding context variables. For instance,
the string pattern aZZbY corresponds to the tree pattern a(Z(Z(b(Y)))) with
context variable Z and tree variable Y. The interest of adding context variables
to tree patterns was already noticed when generalizing string pattern matching
to context pattern matching [?], which are both NP-complete, with or without
compression. The same was noticed when generalizing string unification to con-
text unification, that are both in PSPACE [?]). Since we are here interested in
a proper generalization of regular matching and inclusion from string patterns
to tree patterns, we propose to study these problems for tree patterns extended
with context variables.

The main contributions of the present paper are the complexity classes of
regular matching and inclusion for tree patterns with context variables, which
are summarized in Figs. 77 and ??7. The results are fully symmetric to those
for string patterns, except that PSPACE-completeness there is to be replaced
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Tree patterns D,Ply---yPn € PE =z | f(p1,...,pn) | PQp
Context patterns P € P% := X | Az.p where z occurs exactly once in p.

Fig.7: Tree patterns context patterns, where z € V¢, X € V¢, n >0, f € X",

by Exp-completeness here. The main reason for this change is that the central
problems of context inhabitation for DTAs and resp. NTAs are ExpP-complete,
while the inhabitation problems for DFAs and resp. NFAs are PSPACE-complete.
Finally, we show that regular pattern matching and inclusion have the same
complexity for (compressed) patterns on unranked trees with tree and hedge
variables, mainly since such patterns can be encoded into (compressed ranked)
tree patterns with context variables. Compressed patterns for unranked trees
capture systems of XML streams with references [?]. They permit to generalize
the notion of hyperstreams in [?] from strings to unranked trees.
Outline. We introduce tree patterns with context variables in Section ?7. The
inhabitation problem for Y-algebras is defined in Section ?7. The complexity of
context inhabitation for tree automata is discussed in Section ??. Compressed
tree patterns with context variables are introduced in Section 7?7 and then stud-
ied for regular matching and inclusion in Section ??7. Due to lack of space, the
discussion of the special cases of linear patterns and patterns with context vari-
ables are delegated to the longer online version. The same for the missing proofs.

2 Tree Patterns with Context Variables

We consider the set T = {e, ¢} with the type e for trees and the type c = e —o e
for contexts. This linear type is inspired by linear logic. The usual nonlinear
function type e — e would be written as le — e there. We assume sets of tree
variables V¢ and of context variables V¢. The tree variables are ranged over by
x,y, z and the context variables by X,Y. The set of all variables is denoted by
V=UrerV".

We fix a finite ranked signature X' = L{anOE(") of function symbols f € (™)
of arity n. We assume that X contains at least one constant and one symbol of
arity at least 2. The set of trees t € Ty is the least set that contains all elements
f(t1,...,tp) where f € 2™ for some n > 0 and ty,...,t, € Ts. Atomic trees
a() € Tx are deliberately identified with a € X, The set of contexts C € Cy; is
the set of all terms Ax.p such that p € Toy(,) for some tree variable x € V¢ that
occurs exactly once in p. The set of all values of both types is Valy, = Tx UCsx.

The sets of all tree patterns p € P§, and of all contexrt patterns P € Pg,
are defined in Fig. ?7. Note that both types of patterns may contain context
variables. The set of all patterns is Py, = W.c1P%. The sets of free variables
fu(p) and fu(P) and of bound variables bu(p) and bu(P) can be defined as usual.
The set G5, of ground patterns of type 7 € T is the subset of patterns in PF,
without free variables. The set of ground patterns of all types is denoted by
Gy, = G5 UGS, Clearly, any tree t € Ty is a ground pattern of type e and any
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context C' € Cx is a ground pattern of type c. A pattern is called linear if each
of its free variables has at most one free occurrence.

We can apply S-reduction to both kinds of patterns. Each g-reduction step
replaces some redex of the form (Ax.p)@p’ in a bigger pattern by p[z/p/] if
x & bu(p) and otherwise renames z apart before. Any ground tree pattern p € G,
can be f-reduced in a linear number of steps to some tree in polynomial time,
since all A-binders are assumed to be linear. The semantics [p] of a ground
pattern p is the tree obtained from p by exhaustive S-reduction. Similarly, any
ground context pattern P € G§, can be S-reduced in a linear number of steps to
a unique context Az.p € Cx. The semantics [P] is the function [P] : Ty — Tx
such that [P](t) = p[z/t] for any tree t. Note that [GL] = [Tx] is equal to T
while [G$] = [Cx] is a proper subset of the set of functions of type Tx, — Tx.

A substitution o : V. — Gy, where V' C V is called well-typed if it maps
tree variables to G% and context variables to G§.. For any patterns p € Pg, the
grounding o(p) € G%. is obtained by applying o to the free variables in p. The
set of all instances of p is obtained by B-normalizing all groundings:

Inst(p) = {lo(P)] | o : fo(p) = G5, well-typed}

Clearly, Inst(p) C Tx. For example, consider the tree pattern p = X@Q(XQa)
and the substitution o where o(X) = Az.f(b,x) and o(z) = a. Then the j-
normalization of the grounding o(p) = o(X)Q(c(X)Qo(z)) is the tree t =
f(b, f(b,a)), i.e. t € Inst(p). Similarly, for any P € Pg, we can define the
grounding o(P) € G§.. The set of instance Inst(P) contains the semantics of all
groundings of P. Clearly Inst(P) C [Cx].

3 Inhabitation for X'-Algebras

We recall the notion of inhabitation by trees and contexts in Valy; for X-algebras,
and then relate it to the notion of pattern evaluation in X-algebras.

A X-algebra A = (dom®,.2) consists of a set D = dom® called the domain,
and a mapping .2 that interprets symbols f € X" as functions f2 : D™ — D.
In particular, the set of trees Ty yields a X-algebra, known as the term alge-
bra, whose domain is 7y and whose interpretation satisfies f7¥(t1,...,t,) =
f(t1,...,tn). Depending on their type, we can interpret values in Valy as el-
ements of dom® or as functions on dom®. The interpretation [t]2 of a tree
t = f(t1,...,ty) € Ty is the element [t]? = fA([t:1]%, ..., [t.]?), while the
interpretation of a context C' = A\z.p € Cy is the function [C]? : D — D with
[CTA(d) = [p[z/d]]? for all d € D.

Definition 1. Let A be a X-algebra. An element d € dom™ is called A-inhabited,
if there exists a tree t € Ty such that d = [t]2. A function S : dom® — dom®
is called A-inhabited if there exists a context C € Cx such that S = [C]4.

The subset all A-inhabited elements and functions is [Vals]? = [Ts]? U
[Cs]?. We next lift algebra interpretation on values to algebra evaluation on
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[ = o), [, .01 = P01, [pa] ),
[X]%° =o(X)  Dapl® (@) = [ple/d]>.  [Pap]7 = o(P)([p]*).

Fig. 8: Algebra evaluation of patterns.

patterns. We call a variable assignment o : V — [Vals]? with V C V well-
typed, if ¢ maps tree variables to [Tx]? and context variables to [Cx]4. In
Fig. 7?7, we define for any tree pattern p and well-typed variable assignment
o :V = [Valx]? with fu(p) C V the evaluation [p]?° € [Tx]4, and similarly
[P]?7 € [Cs]? for all context patterns P with fu(P) C V. The evaluation of
ground patterns p, P € G5, in A does not depend on the variable assignment
o. Therefore we can write [p]“ instead of [p]““ and [P]? instead of [P]4.
Clearly, algebra evaluation restricted to values is equal to algebra interpretation.
Furthermore, note that [Vals]? = [G5]? since any ground pattern in G5 can
be [-reduced to some value in Valsx which has the same interpretation. Note
also that the notion of A-inhabitation does not change when based on ground
patterns instead of values.

Consider a well-typed variable assignment o : V' — Gy. Then o o [.]2 is
a well-typed variable assignment into [G5]? = [Vals]?, such that [o(p)]? =
[[_p]]A"’OH'HA for all tree patterns p with fu(p) C V. As a consequence for the term
algebra, the set of instances Inst(p) of a tree pattern p is equal to {[p] Tz,00l17> |
o : fu(lp) — G5, well-typed}, and similarly for context patterns P.

4 Inhabitation for Tree Automata

We recall the notion of tree automata for recognizing regular languages of trees
and discuss tree and context inhabitation problems for tree automata. As we
will see in the following section, these inhabitation problems are closely related
to regular matching and inclusion for patterns with tree and context variables.

Definition 2. A (nondeterministic) tree automaton (NTA) over X is a tuple
A=(Q, X, F,A) where Q is a finite set of states, FF C Q is a set of final states,
and A C UnZOE(”) x QL the transition relation.

A rule (f,q1,---,qn,q) € A is written as f(q1,...,¢,) — ¢g. The transition
Y-algebra of NTA A — that we equally denote by A — has as its domain 2% and
interprets the function symbols f € X where n > 0 as the n-ary functions f2
such that for all subsets of states @1 ...,Q, C Q:

fA(Ql,...,Qn):{q|3q1 €EQ1...3qn € Qn. fq1,...,qn) = qin A}.

The regular language L(A) recognized by A is defined as the set of all trees in
Tsx whose evaluation in the XY-algebra A yields some final state in F':

L(A) ={t € Ts | [t]* N F # 0}.
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An NTA is (bottom-up) deterministic or equivalently a DTA if no two distinct
rules of A have the same left side, i.e., if A is a partial function from UnZOE(”) X
Q" to Q. The determinization of an NTA A is the tree automaton det(A) = (2%,
X, det(A), det(F)) where det(A) = {(f,Q1,---,Qn, f2(Q1, ..., Qn)) | f €
Y™ Qi ...,Q, CQ}, and det(F) = {Q' C Q| Q' NF # (}. It is well-known
that det(A) is a DTA with L(A) = L(det(A)). Furthermore, for any tree t € Tx
it holds that [t]det(4) = {[t]4}.

Tree Inhabitation. Let NTAy be the set of all NTAs with signature Y, and
similarly DTAsx. We call NTA and DTA an automata class. For any automata
class A and signature X, tree inhabitation is the following problem:

Inhab$.(A). Input: A tree automaton A = (Q, X, F,A) € As, Q' C Q.
Output: The truth value of whether Q' is A-inhabited.

Theorem 1 (Folklore). Tree inhabitation INHABS.(NTA) is EXP-complete, while
its restriction by deterministic tree automata INHABS,(DTA) is in P.

Proof. Let A = (Q,X,F,A) be an NTA and @' C Q. By definition, Q" is A-
inhabited iff there exists a tree p € Tx such that [p]“ = Q’, which is equivalent
to that [p]d°t(4) = {Q’}. Thus @’ is A-inhabited iff Q' is accessible in the tree
automaton det(A). This can be tested in polynomial time from det(A) which is
computed in exponential time. Thus INHABS,(NTA) is in Exp. If A is a DTa,
then there is no need to determinize it and @’ is a singleton. It is thus sufficient
to test whether @' is accessible in A. Hence INHABS,(DTA) is in polynomial time.

For the lower bound, we have to show that INHABS(NTA) is Exp-hard. We
do so by reduction from the problem of non-emptiness of the intersection of a se-
quence of DTAs, which is well known to be Exp-complete [?]. Let 44,..., A, be
a sequence of DTAs with alphabet . Suppose that A; = (Q%, ¥, A%, ). With-
out loss of generality, we can assume that each of them has a single final state
Fi= {q}} Let A be the disjoint union of all 4;, that is A = (Q, X, F, A) where
Q=u' Q" A=w" Aland F = {q}, .+.»q}}. Since all A; are deterministic,
we can then show that ¢t € N7_, L(A4,) iff F' is A-inhabited by ¢.

Context Inhabitation. Contexts evaluate to very particular functions in tran-
sition algebras of tree automata, since they use their bound variable once.

Definition 3. A union homomorphism on 2% is a function S : 2@ — 29 such

that S(0) =0 and for all Q',Q" C Q, S(Q'UQ") =5(Q")US(Q").

Lemma 1 (Folklore). For any context C € Cx, and NTA A= (Q, X, F, A) the
semantics [C]? is a union homomorphism on 29.

The main reason to restrict ourselves to contexts, is that Lemma 77 would
fail for nonlinear A-terms such as N = A\z.f(z,x). In order to see this, consider
the signature X = {a, f} where a is a constant and f a symbol of arity 2, and
the NTA A = (Q, X, F, A) with Q = {q1,92, 9k}, F = {qor} and A = {a —
qi,a = g2, f(q1,42) = gor}. We have [N]2({a1}) = [N]?({gz2}) = 0, while
[NI#({a1,42}) = {qox}. Hence, [N]*({a1,2}) # [N]*({a1}) U [N]?({g2}), so
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that [N]4 is not a union homomorphism and cannot be represented by a function
s :Q :— 29 as stated in Lemma ??. Since union homomorphisms are determined
by their images on singletons, they can be represented by functions s : Q — 29.
Conversely such a function defines the union homomorphism 5 : 2@ — 2% such
that for any Q' C Q: $(Q’) = Ugeqrs(q).

Lemma 2. If S : 29 — 29 is a union homomorphism then S = § where s :
Q — 29 is the function with s(q) = S({q}) for all ¢ € Q.

We next consider the problem of context-inhabitation for tree automata.
Here, the input here will be a succinct descriptor of a union homomorphism:

Inhab$;(A). Input: An automaton A = (Q, X, F,A) € Ay, s: Q — 29.
Output: The truth value of whether § is A-inhabited.

Context inhabitation is a restriction of the more general \-definability prob-
lem, which is undecidable [?,?]. However, A-definability for orders up to 3 is de-
cidable [?], and context-inhabitation is a special case of second-order A-definability.
Its precise complexity, however, has not been studied so far to the best of our
knowledge.

Proposition 1. Let A = (Q, X, F,A) be an NTA and s : Q — 29. Then § is
A-inhabited iff there exists C € Cx such that for all ¢ € Q, s(q) = [C]*({q})-

Proof. The forward implication is straightforward. For the backwards direction,
let C € Cx be a context with s(q) = [C]?({q}) for all ¢ € Q. Since 5 is
a union homomorphism, we have for all Q' C @ that $(Q') = Ugeqrs(q) =
Ugeo' [CT2({g}) = [C]A(Q’) since [C]4 is a union-homomorphism by Lemma ??.
Thus § is A-inhabited.

Theorem 2. For both classes of tree automata A € {NTA,DTA} the context-
inhabitation problem INHABS(A) is EXp-complete.

Proof. Since INHABS,(DFA) is EXP-complete, a naive exponential time reduction
from INHABS,(NFA) to INHABS,(DFA) would lead to a doubly exponential time
algorithm. Nevertheless, we will present a single exponential time algorithm for
INHABS, (NTA) based on determinization. Let A = (Q, X, F, A) be an NTA where
Q={q,...,q.} and s : Q — 2%. We fix a variable 2 € V¢ arbitrarily. For each
ie{l,...,n}let A, = (Q, XW{x}, AU{z — ¢;}, F). For any context C' = Ax.p,
[p]#¢ is the set of states to which C' can be evaluated when starting at the hole
marker z with state g;. Let A be the product DTA A = det(A;) x ... x det(A,).
Note that the number of states of A is at most 2mn = 2”2, which is exponential.
Furthermore, the tuple (s(q1), .. .,5(gn)) is an accessible state of A if and only if
there is a context A\z.p € Cx such that for all 1 < i <n, Mz.p]*({¢}) = s(q)-
By Proposition ?? this is equivalent to that § is A-inhabited. Testing whether
(s(q1),---,5(qn)) is accessible in A is in polynomial time in the size of A and
thus in exponential time too.

The Exp-hardness of INHABS,(DFA) can be shown by reduction to the in-
tersection problem of DTAs. The idea of the proof is similar to that of the
PSpACE-hardness proof of DFA-inhabitation (see [?]), so we omit the details.
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5 Compressed Tree Patterns

We now recall compressed tree patterns with context variables that are defined
by partial singleton tree grammars.

Definition 4. A compressed pattern (with context variables) of type 7 € T
is an acyclic context-free tree grammar G = (N,X R, S) where N C V is a
finite set of nonterminals, S € N N V" is the start symbol, R is a partial well-
typed function from N to patterns in Px with free variables in N. The set of all
compressed tree patterns of type T is denoted by cP%.

For instance, consider the compressed tree pattern G € c¢Ps, with the nonter-
minals N = {z, XY, Z,y} where S = z and two rules R(z) = XQqa(X @b, Y Qc),
and R(X) = Az.ZQa(z,y). This grammar is acyclic, in that no variable on the
left hand side of some rule can appear in any subsequent rule. It should be no-
ticed that the tree language of grammar G is ). What we are interested instead
is the tree pattern pat(G) = (A\x.ZQa(z,y))Qa((Az.ZQa(z,y))@b, Y Qc) that
this compressed tree pattern represents in a compressed manner. By exhaus-
tive B-reduction, we obtain the tree pattern with context variables [pat(G)] =
ZQa(a(ZQa(b,y),YQc),y). The free variables of a compressed tree pattern G
are the free variables of pat(G). Its bound variables are the nonterminals in
dom(R) and the bound variables on the right-hand sides of these rules.

In what follows we will identify any tree pattern in P§ with the compressed
tree pattern in ¢P§, that has a single rule mapping a new start symbol to the
tree pattern. This compressed tree patterns has no compression. In this sense,
P% C cP%. A compressed tree pattern G € ¢PyL where 7 € T is called linear if
its tree pattern pat(G) is linear.

Let A= (Q,X,F,A) bean NTA, V CV a finite subset of variables, and o a
function with domain V' that maps any tree variable x € V to o(z) C @ and any
context variable X € V to a function o(X) : Q — 29. Note that o(X) represents

the union homomorphism o(z) : 29 — 29. Let & be such that 6(x) = o(x) for
alz e Vand 6(X)=0(X) forall X e V.

Lemma 3. For any G = (N, X, R, S) € ¢P% with fu(G) CV we can compute
[pat(G)]?° in polynomial time from A, G, and o.

Proof. The algorithm evaluates the pattern inductively along the partial order
on the nonterminals of G. For any v € V', let G,, be the compressed tree pattern
equal to G except that the start symbol is changed to v. Then we can show for
all v € V that [pat(G,)]*? can be computed in polynomial time from A, G,
and o. In particular this holds for [pat(G)]4 = [pat(Gs)]*7.

6 Regular Matching and Inclusion

We now study the complexity of regular matching and inclusion for classes H of
compressed tree patterns with context variables such as P¢ and c¢P°€.
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Definition 5. For any classes H of compressed tree patterns and A of NTAs,
and for any ranked alphabet X we define two decision problems:

Regular pattern inclusion INCLyx(H,.A). Input: A compressed tree pattern
G € Hx and a tree automaton A € Ax.
Output: The truth value of whether Inst(pat(G)) C L(A).

Regular pattern matching MATCHy (H, A). Input: A compressed tree pat-
tern G € Hx and a tree automaton A € Asx.
Output: The truth value of whether Inst(pat(G)) N L(A) # 0.

The following characterization of regular matching induces a decision proce-
dure by reduction to context inhabitation, and is useful in the hardness proof.

Lemma 4. Let A = (Q,X,F,A) be an NTA, p € Pg. be a tree pattern. Then
Inst(p) N L(A) # 0 if and only if there exists a well-typed assignment into A-

inhabited subset of states and union-homomorphisms o : fu(p) — [Vals]? such
that [p]27 N F # (.

Proposition 2 (Lower Bound Matching). MATCHx (P¢, DTA) is EXP-hard.

Proof. We reduce INHABS.(DTA) to MATCHx (P€, DTA) in polynomial time. As
INHABS,(DTA) was shown to be Exp-complete in Theorem ?7, it follows that
MATCHx (P, DTA) is Exp-hard.

Let A = (Q,%Y,F,A) be a DTA and s : Q@ — 29 be a function. We set
Q ={q1,...,q,} and consider a new symbol # ¢ X of arity n and a new state
4. From this we build a new DTA A = (Q, £, F, A) where Q = QU{qx }U{s(q:) |
1<i<n), 5= SU#UQ,F={ap} and A= AU{H(s(),- . 5(an)) -
g#}. Let X € V° and p = #(XQq, ..., XQq,) € P%.. The reduction is induced
by the following claim, whose technical proof can be based on Lemma 7?7 without
any special tricks.

Claim. The function 3 is A-inhabited if and only if Inst(p) N L(A) # 0. 0

Lemma 5 (Complementation). Regular inclusion and matching are comple-
mentary problems for deterministic automata: For any class of compressed tree
patterns H, INCLy;(H, DTA) and COMATCHy; (H, DTA) are equivalent modulo P.

Proof. For a compressed tree pattern G' and an NTA A, Inst(p) C L(A) iff

Inst(p)NL(A) = 0 iff = Inst(p)NL(A) = 0, and the complementation operation is
polynomial for DTAs and exponential for NTAs— since determinization is needed.

Proposition 3 (Lower Bound Inclusion). INCLy(P¢,DTA) is Exp-hard.

Proof. Lemma ?7 states that INCLx(P°, DTA) = COMATCHx(P°, DTA) mod-
ulo P. By Proposition ??, MATCHx(P°, DTA) is EXpP-hard and since EXP is
closed by complement, COMATCHx(P¢, DTA) is Exp-hard too. It then holds
that INCLx(P€,DTA) is Exp-hard.

We next reduce the problems of regular matching and inclusion to context
inhabitation for tree automata in order to upper complexity bounds.
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Proposition 4 (Upper Bounds). MATCH s (¢P¢, NTA) and INCLx (¢P¢, NTA)
are in EXP.

Proof. Let G € ¢P% be a compressed tree pattern with start symbol S € V¢ and
set of nonterminals N, and A = (Q, X, F, A) be an NTA. According to Lemma ?7?,
in order to decide whether pat(G) matches L(A) it is sufficient to find a well-
typed assignment ¢ with domain fo(G) such that o(x) C Q for all x € fu(G)
and o(X) : Q — 29 for all X € fu(G). Furthermore, & : fuo(G) — [Vals]
must map to A-inhabited subsets of () and A-inhabited union-homomorphisms
of type 29 — 2@ such that (pat(G)) N F # (. Thus the algorithm will iterate
over all such o, test the inhabitation of &(v) for all v € N, before checking that
o(pat(G)) N F # 0. It is successful if the test succeeds for some o. The number
of iterations of the algorithm is at most 21QP 17(&)] . Moreover inhabitation can
be tested in time O(2/2") by Theorems ?? and ?? while & (pat(G)) is computed
in polynomial time from A, G, and ¢ by Lemma ??. Thus the algorithm is in
Exp. For INCLy (cP€,NTA), the algorithm is similar except that the condition
a(pat(G)) N F # § must hold for all & mapping fuo(G) to A-inhabited sets of
states and functions.

7 Encoding Patterns for Unranked Trees

7.1 Patterns of Unranked Trees and Hedges Without Context
Variables

The original motivation of the present work was to understand the problems
of regular matching and inclusion for hedge patterns. We next show that these
problems can indeed be reduced to the corresponding problems of (ranked) tree
patterns with context variables.

Unlike ranked trees, unranked trees are constructed from symbols without
fixed arities. Let I" be a finite set of such symbols. The set of hedges H is the
least set that contains all words of hedges on Hr* and all pairs a(H) where
a € I''and H € Hp is a hedge. The set of unranked trees Ur is the subset of
hedges of the form a(H).

We assume a set of variables for unranked trees Y € V* and a set of hedge
variables Z € V. The set of hedge patterns H € P! with these two types
of variables is then defined by the abstract syntax in Fig. ??. The set P} of
patterns for unranked trees is the subset of hedge patterns of the forms a(H) or
Y € V¥ The set of free variables fu(H) is defined as usual. A well-typed variable
assignment o : V — Hp where V C V* & V" is a function that maps variables
from V* to unranked trees in U and variables from V" to hedges in H . The
application o(H) is the unranked tree obtained from H by replacing all variables
Y by the unranked tree o(Y") and all variables Z by the hedge o(Z). The instance
set of H is denoted Inst(H) = {o(H) | o : fu(H) — H well-typed}. Note that
Inst(H) C Ur for any unranked tree pattern H € Pp.

We next show how to encode hedge patterns into (ranked) context patterns.
For instance, we will encode the hedge pattern Hy = a(ZbcY’) into the context
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Hedge patterns H,H' € Pp ==Y |a(H) |c| Z | HH'
(Y)*=Y, (a(H))" = Ay.a((H)*Q#,y), (€)° = Ay.y,

Encoding (Z)e =2Z, (HH')® = \y.(H)°Q((H')°Qy)), (H)® = (H)°Q4.

Fig.9: Encoding hedge patterns H € P} into context patterns (H)¢ € P&,
where Y € V¥, Z € V", a € I', and ¢ the empty word.

pattern (Ho)¢ = A\y.a(ZQ(b(#, c(#,YQ#))),y). The concatenation operation
on hedges is simulated by the application operation of contexts. When given
type u of unranked trees rather than the h of hedges, Hy can be encoded to the
(ranked) tree pattern (Hy)¢ = (H()¢@Q#. The ranked signature we need for this
encoding is X' = ¥ @ Y0 where X2 = I" and Y = {#}. As set of context
variables we use V¢ = V* W V", The set V¢ of tree variables is left arbitrary. The
encoding in Fig. 7?7 maps hedge patterns H € P! to (ranked) context patterns
(H)¢ € Ps.. We finally encode patterns for unranked trees H € P} as (ranked)
tree patterns with context variables (H)¢ € Py, such that (H)® = (H)°Q#.

In order to show the soundness of this encoding, we have to consider assign-
ments o : V — Valy that map unranked tree variables to (Ur)¢ and hedge
variables to (Hp)¢. We call such assignments unranked. The instance sets but
now restricted to unranked assignments are denoted by Inst™™(p) = {[o(p)] |
o : fulp) = Valg well-typed and unranked} and Inst"™™ (P) similarly. Notice
that unr can be seen as an instantiation constraint that associates every free
tree variable to a DTA that recognizes the language of unranked tree encodings
(into ranked trees) and every free context variable to a DTA that recognizes the
language of hedge encodings.

Lemma 6. [(Inst(H))¢] = Inst"""((H)®) for any H € P¥.

Proof. We can prove for any H € P} that [(Inst(H))¢] = Inst™ ((H)°) by
induction of the structure of H. This claim implies the lemma.

The problems of regular matching MATCH(P%, A) and regular inclusion INCLp
(P*, A) can now be defined for patterns on unranked trees in the analogous way
as for ranked trees, except that now matching is modulo encoding, i.e., the tree
automata of class Ay recognize subsets of encodings of unranked trees in (Ur)°®.

Proposition 5. For any A € {DTA,NTA} we have polynomial time reductions
from MATCH(P*, A) to MATCHx/ (P¢, A) and INCLp(P%, A) to Incls/ (P¢, A)
for some signature X' derived from X.

Proof. The basic idea is to use Lemma ?7?, but for this we also need to constrain
the assignments for the encoded patterns to be unranked. When considering
regular matching and inclusion for hedge patterns, this can be done by changing
both the pattern and the tree automaton. We illustrate how this works on
an example for the case of regular matching. Generalizing the example to a full
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Unranked tree patterns with context variables « € P = k| X;Qa | XoQ3
Hedge patterns with context variables B € Phre = H| X3Qa | X,Q8

Fig.10: Sets of unranked tree and hedges patterns, with k € P%, H € PP,
X1 € VPO Xy € VPP Xy e VPP and Xy € VPP

proof is straightforward. We fix a letter ¢ € I' = X®) arbitrarily. Clearly, the
language L" = {[CQy] € Tsugyy | C € (Hr)¢} can then be recognized by
some A" € Dra su{y} that can be computed in polynomial time from I'. Now
consider the example of whether the unranked tree pattern H = a(Z, b(#, #))
matches the language of a given A € DTAx. This is equivalent to that the pattern
c(Z@y, H) matches the language c(L", L(A)). This language can be recognized
by a DTA xg,) that can be computed in polynomial time from A and Al

Theorem 3. For any class of tree automata A € {DTA,NTA} the problems
MatcHr(PY, A) and INCLp(PY, A) are EXP-complete

Proof. The upper bounds for MATCHx (P",NTA) and INCLx(P* NTA) follow
via the polynomial time reduction from Proposition ?? from the upper bounds
for MATCHy; (P, NTA) and INCLx (P¢, NTA) in Proposition ??. The EXpP-hardness
of MATCH (P, DTA) and thus of the other 3 problems can be shown in analogy
to the proof of Proposition ?77.

7.2 Patterns of Unranked Trees and Hedges With Context
Variables

As for ranked trees, one could consider patterns of unranked trees and hedges
with context variables. We shall show in the following that regular matching and
inclusion with such kind of patterns can also be reduced to the case of patterns
of ranked trees with context variables. We denote the set of patterns of unranked
trees with context variables by P;¢ and the set of patterns of hedges with context
variables by Ph¢. We also assume that the set of context variables V¢ is divided
into four distinct subsets, so that V¢ = VP =P" PP P iy PPUSP
VP =P Shere VPMHPM,VPhCHPuC,VPM”PhC and VP""=P" are the sets
of context variables that represent functions of type respectively Pp¢ — P,
Phe — puc, puc — Phe and Phe — Phe for some unranked alphabet I'. Their
abstract syntaxes are given in Fig. 77.

The rules of encoding into ranked patterns are the same, except for the
additional rules in Fig. ?7?7. Notice that the tree variables in V¢ are encoded by
convention to context variables in VP"“=P". We generalize the unr instantiation
constraint to the different kind of context variables so that any X € VP*“2P" u
YPU=P g mapped to a DTA recognizing the set of tree encodings and any
X' e VPU =P U PP =P {5 4 DTA recognizing the set of hedge encodings.
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where X € VP 77" and a € Py

(X@Qa)® = Ay.(XQ({o)“Qy))

(XQ@B)° = My.(XQ((B)°@Qy)) where X € VPP and B e Phe
(XQa)¢ = \y.(XQ({a)*@Qy)) where X € VPP and a € Ppe
(XQ@B)® = \y.(XQ((8)°@y)) where X € VP"“>P" and g € Phe

Fig. 11: Additional rules for encoding patterns of unranked trees and hedges with
context into patterns of ranked trees

Conclusion. We have shown that regular matching and inclusion for ranked tree
patterns with context variables is EXP-complete with and without compression.
The complexity goes down to P for linear compressed tree patterns in 3 of 4 cases.
The same result holds for unranked tree patterns with hedge variables, which is
relevant to certain query answering on hyperstreams. Previous approaches were
limited to hyperstreams containing words (compressed string patterns), while
the present approach can deal with hyperstreams containing unranked data trees
(compressed unranked tree patterns).
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