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ABSTRACT

Hyperstreams are multiple streams with references to others. They
are naturally modeled as incomplete singleton context-free gram-
mars which are also known as compressed string patterns. The
problem of certain query answering on hyperstreams was shown
to be PSpace-complete for queries defined by both deterministic
finite automata (Dfas) and nondeterministic finite automata (Nfas).
In this paper, we present an approximation of certain query an-
swering that can be decided in PTime for queries defined by Nfas.
By compilation of path queries to Nfas, this permits to answer
navigational path queries on hyperstreams with low latency, while
conservatively extending on the best previous approximation for
path queries on streams to hyperstreams.

Keywords: Complex event processing, queries, data streams, au-
tomata, path queries.
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1 INTRODUCTION

Complex event processing [10, 16, 17, 20] is the problem to process
streams of semi-structured data, with the objective to provide low
latency, low memory consumption, and very high time efficiency.
This way, ever-running streams of complex events can be processed
in a reactive manner with low latency (or even in real time), such
as streams produced by social networks or trading systems. In
this paper, we follow automata based approaches [3, 9, 12, 16] for
answering logical queries on streams. For simplicity, we restrict
ourselves to streams of words over a finite alphabet, rather than to
streams of nested words over an infinite alphabet.

Hyperstreams are collections of streamswith references to others
[13, 15]. They can be modeled as incomplete singleton context-free
grammars [18] that are also known as straight-line programs [2]
and as Dag compressed string patterns [4]. In Fig. 1 is represented
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S → aXbbYaX
X → YcZa

Figure 1: Hyperstream G.

Dfas Nfas
Answers PSpace-c PSpace-c
Non-answers PSpace-c PSpace-c

Figure 2: Certainty.

Dfas Nfas
Answers PTime PSpace-c
Non-answers PTime PTime

Figure 3: Linear certainty.

a hyperstream G having the terminal alphabet {a,b, c}, the set of
non-terminal symbols {S,X ,Y ,Z }, and the start symbol S . The non-
terminals of the grammar are called references of the hyperstream.
The right hand side of any grammar rule is a word over the ter-
minal symbols and the references. The hyperstream G contains a
rule stating that S refers to aXbbYaX and a second rule stating
that X refers to YcZa. The incompleteness of the singleton gram-
mar means that grammar rules of some references may be missing.
In the example of hyperstream G, rules are missing for the ref-
erences Y and Z . A hyperstream represents a string pattern in a
compressed manner. For instance,G represents the string pattern
aYcZabbYaYcZa wherein the non-terminal symbols of G are the
variables of the string pattern. Compression is achieved by reusing
references for representing common factors, e.g. the reference X
that occurs twice in the definition of S . We will identify string pat-
terns with compression-free hyperstreams. The missing rules in a
hyperstream can be added incrementally by the hyperstreaming
environment until the hyperstream becomes a (complete) singleton
grammar. For instance, a possible completion of G can be obtained
by adding the rules Y → ab, Z → Uc , andU → c , leading to a com-
pressed representation of the string aabcccabbabaabccca. Streams
are special string patterns like aabV having at most one occurrence
of a reference, which if present must occur at the end of the stream
(such as V above).
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Dfas Nfas
Answers PTime ?

Figure 4: Strong certainty.

Dfas Nfas
Answers PTime PTime

Figure 5: Pruning strong certainty.

We are interested in answering path queries on hyperstreams
that are reminiscent to XPath queries on Xml documents, but
restricted to words rather than nested words. For instance consider
the Boolean path query P on words with alphabet {a,b, c}:

a(s (s∗ (ab (s∗ (c ))))))

Here, s stand for the successor function and s∗ for its reflexive
transitive closure. This Boolean query accepts all words that start
with letter a, succeeded by some letter, then followed eventually
by a factor ab which is then followed eventually by a letter c . All
instances of the string pattern aYcZabbYaYcZa are accepted by
P , independently of how the variables Y and Z – the yet open
references of G – will be instantiated. Therefore, the hyperstream
G is a certain answer of the path query P . Similar notions of certain
query answers are widely used for various kinds of incomplete
databases [8].

Gauwin et. al. [6] showed that deciding whether a stream is a
certain answer is hard even for tiny fragments of path queries. This
justifies the need to approximate the certain query answers. In
the case of XPath queries on Xml streams, a first approximation
was proposed by Olteanu [17], which is based on a compilation to
transducer networks. A slightly better approximation was given
in [3], which is based on a compilation to “early” nested word au-
tomata (“early” NWAs). These are NWAs [1] with distinguished
selection states, in which all well-nested continuations of the cur-
rent stream will be accepted. Both approximation permit to answer
XPath queries onXml documents with high time efficiency and low
latency, but not with lowest latency (see [21] for an experimental
comparison).

The objective of the present paper is to find an appropriate
approximation of certain query answers for path queries on hy-
perstreams. The problem is that it is not clear how to lift the ap-
proximations based on “early NWAs” or transducer networks from
streams to hyperstreams, so a new idea is needed.

Our main contribution to solve this problem is the notion of
pruning strong certainty for Nfa queries on hyperstreams. It

- permits to approximate the certain query answers of Nfa
queries on hyperstreams,

- conservatively extends on the best previous approximations
of certain answers of path queries on streams (based on
compilation to "early" Nfas with selection states), and

- can be decided sufficiently efficiently to be promising in
practice for query evaluation on hyperstreams with low
latency.

In order to develop this notion, we start from the notion of certain
query answers and non-answers on hyperstreams developed in a
preceding work by the authors [19]. This notion has the advantage

to be independent of the query’s definition, but the disadvantage
that the corresponding decision problem is PSpace-complete in all
possible cases, see Fig. 2.

In the first step we introduce the notion of linear certainty on
hyperstreams. It approximates the certain (non-)answers on a hy-
perstream by the certain (non-)answers of the linearizations of its
string pattern, obtained by replacing all occurrences of references
by fresh references. We then show that linear certainty on hyper-
streams can be decided with the same complexity as certainty on
streams (see Fig. 3). All decision problems are in PTime, except for
the problem to decide whether a hyperstream is a linearly certain
answer of an Nfa query, which is PSpace-complete (as in the case
of streams). Unfortunately, determinization is not an option in prac-
tice for NWAs obtained by compilation from XPath queries [21].
The problem is related to the treatment of huge finite alphabets.
Indeed, the compiler from XPath queries produces small descrip-
tors of often huge nondeterministic NWAs; but the determinization
would have to be applied to the huge NWAs rather than their small
descriptors counterparts. Therefore, linear certainty is not good
enough even in the case of path queries on streams, where it co-
incides with the notion of certainty (given that streams are linear
hyperstreams).

In the second step, we introduce the notion of strongly certain

answers on hyperstreams. The idea is that a hyperstream can be
seen as a Dag or circuit and thus evaluated in a bottom-up fashion.
For deciding strong certainty forNfaAwith state setQ we evaluate
hyperstreams over the monoid of functions of type 2Q → 2Q while
replacing variables by the inverse image of the accessibility relation
of the Nfa A. It follows immediately from the definitions that any
strongly certain answer is also a linearly certain answer. We show
that strong certainty:

- for Nfas produced by the compilation from path queries
is equivalent to the best previous approximation for path
queries on streams based on the compilation to "early Nfas”.

- coincides with linear certainty for Dfas (but not for Nfas).
- can be decided in PTime for hyperstreams without compres-
sion (in contrast to linear certainty).

With compression, however, we have to leave the complexity open,
see Fig. 4. We believe that adding a visible stack to Nfas as for
NWAs (as needed for compiling navigational XPath queries [3])
would be enough to make the problem hard, but this is out of the
scope of the present paper.

In order to deal with general hyperstreams with compression, we
finally present the notion of pruning strong certainty. It generalizes
on the notion of strong certainty, by removing compressed parts of
the hyperstream, by using some pruning function. For instance, the
pruning function may keep only the n first instances of a shared
string factor for some fixed n ≥ 1. We then apply the notion of
strong certainty to the thereby pruned hyperstream. We show for
pruning strong certainty that:

- it can be decided in combined linear time depending on the
size of the hyperstream and the size of the query (see Fig. 5)

Furthermore, for hyperstreamswithout compression, pruning strong
certainty is equivalent to strong certainty. Therefore, it provides
a conservative extension on general hyperstreams of the previous
approximation of certain answers for path queries on streams.
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Outline. After some preliminaries in Section 2, we recall hyper-
streams in Section 3 and certain (non-)answers on hyperstreams in
Section 4. We introduce and discuss the notions of linear certainty
of (non-)answers in Section 5 and of strong certainty in Section
6. We propose the notion of pruning strong certainty in Section
7. Finally, the power of (pruning) strong certainty for Nfas ob-
tained from path queries compared to previous approximations of
certainty for path queries by “early Nfas” is studied in Section 8.

2 PRELIMINARIES

We recall the notions of strings, string patterns, streams, then
monoids, automata, and queries on words, and finally certain query
answering on streams.

2.1 Words, Strings, String Patterns

Let N be the set of naturals without zero. A word w over a set D
is some sequence w = d1 . . .dn ∈ Dn where n ≥ 0. The length
w is the number of its letters |w | = n. The set of positions of w
is pos(w ) = {1, . . . , |w |}. For any position j ∈ pos(w ) we write
w[j] = dj for the j’th letter of w . The set of all words over D is
denoted byD∗, the emptyword by ϵ , and the concatenation function
on words over D by · : D∗ × D∗ → D∗.

We fix an infinite set of variables Y which elements range over
Y ,Y1,Y2, . . .. Let Σ be a finite alphabet with at least 2 elements,
ranged over by a,b, . . .. A word over Σ is called a string and a word
over Σ ∪ Y a string pattern. We will write PatΣ for the set of all
string patterns. The set of free variables of p, that is the variables
occurring in p, is denoted by V (p). A string pattern p is linear if
every variable occurs at most once in p. The size |p | of a string
pattern p is the length of p.

A (ground) substitution σ = [Y1/w1, . . . ,Yn/wn] is a partial
function with domain dom(σ ) = {Y1, . . . ,Yn } ⊆ Y and σ (Yi ) =
wi ∈ Σ∗ for all 1 ≤ i ≤ n. We write pσ for the string pattern
obtained by replacing all occurrences of variables Y of dom(σ ) in
p by σ (y), so thatwσ = w for all stringsw ∈ Σ∗, yσ = σ (y) for all
variables y ∈ dom(σ ), yσ = y for all variables y ∈ Y \ dom(σ ), and
(p · p′)σ = pσ · p′σ for all patterns p,p′ ∈ PatΣ.

An instance of a string pattern p is a string obtained by replacing
all variables in p by some string, and concatenating the result. We
denote the set of all instances of the pattern p by:

Inst (p) = {pσ | σ : V (p) → Σ∗}.

A hyperstream is a compressed string pattern, whose precise
definition will be recalled later on in Section 3.

2.2 Monoids and Transitions

We will base our definitions and algorithms for finite automata on
the notions of monoids and transitions.

A monoid is an algebra (M, ·, 1) such thatM is a set, · : M → M
is associative and has 1 ∈ M as neutral element. Most typically, the
set of strings can be turned into the monoid (Σ∗, ·, ϵ ), and similarly,
the set of string patterns becomes a monoid (PatΣ, ·, ϵ ).

A transition on a set Q is a binary relation in Q × Q . We write
TQ for the set of transitions of Q . The set of transitions defines
the monoid (TQ , ◦, {(q,q) | q ∈ Q }) where ◦ is the composition
operator of binary relations.

For any finite set Q we write |Q | for its cardinality. In particular,
if τ ∈ TQ is a transition over a finite set Q , then we write |τ | for
the number of pairs in τ . Given a transition τ ∈ TQ and a subset
Q ′ ⊆ Q , we define τ (Q ′) = {q ∈ Q | ∃q′ ∈ Q ′. (q′,q) ∈ τ }. Note
that τ (Q ′) can be computed in time O ( |τ | + |Q ′ |) from τ and Q ′.
Furthermore, given two transitions τ ,τ ′ ∈ TQ we can reduce the
problem to compute τ ◦ τ ′ to the multiplication of two Boolean
|Q | × |Q | matrices.

Let (M, ·, 1) and (M ′, ·′, 1′) be twomonoids. Amorphism between
these monoids is a mapping µ : M → M ′ such that µ (m1 ·m2) =
µ (m1) ·′ µ (m2) for allm1,m2 ∈ M and µ (1) = 1′. For any mapping
µ ′ : Σ → M there exists a unique morphism µ : Σ∗ → M such
that µ (a) = µ ′(a). Furthermore, for any substitution σ : Y →
M and morphism µ : Σ∗ → M there exists a unique morphism
evalσ ,µ : PatΣ → M such that evalσ ,µ (Y ) = σ (Y ) for all Y ∈ Y
and evalσ ,µ (w ) = µ (w ) for all w ∈ Σ∗; such morphism is called
evaluator in the sequel.

2.3 Automata and Queries

We will use finite automata to define Boolean queries on strings.
A Boolean query on strings is nothing else than a string language
L ⊆ Σ∗. In database terminology, we say that the query L selects
the empty tuple on a stringw if and only ifw ∈ L.

A nondeterministic finite automaton or equivalently an Nfa with
alphabet Σ is a tuple A = (Q, Σ,δ , I , F ) where Q is a finite set of
states, I , F ⊆ Q are respectively sets of initial and final states, and
δ ⊆ Q × Σ × Q a transition relation. For sets I ′ ⊆ Q and F ′ ⊆ Q ,
we denote by A[I/I ′, F/F ′] the automaton (Q, Σ,δ , I ′, F ′). An Nfa
is called deterministic or equivalently a Dfa if δ forms a partial
function from Q × Σ to Q and I is a singleton. An Nfa is said
complete if for all (q,a) ∈ Q × Σ, there exists q′ ∈ Q such that
(q,a,q′) ∈ δ .

We define the size ofA by |A| = |Q | + |δ |. The transition relation
can be lifted to a unique morphism transδ : Σ∗ → TQ such that
transδ (a) = {(q,q

′) | (q,a,q′) ∈ δ } for all a ∈ Σ. The language
recognized by A can then be defined as follows:

L(A) = {w ∈ Σ∗ | transδ (w ) ∩ (I × F ) , ∅}

It is well-known that whether w ∈ L(A) can be decided in time
O ( |w | |A|). For this, we need to avoid to compute transδ (w ) that
could be done by composing the transitions of the letters ofw based
on boolean matrix multiplication in time O ( |w | |Q |2.18), but cannot
be done in combined linear time (except if A was deterministic).
Instead, we can compute transδ (w ) (I ). If w = a1 . . . an and τi =
transδ (ai ) for all 1 ≤ i ≤ n then transδ (w ) (I ) = τn (. . . τ1 (I ) . . .).
This set can indeed be computed in timeO ( |w | |δ |). Testing whether
the intersection of this set with F is nonempty requires timeO ( |Q |)
so the overall time in for membership testing is in O ( |w | |A|).

For any transition relation δ ⊆ Q × Σ × Q and substitution
σ : Y → TQ , we define the evaluator evalσ , transδ : PatΣ → TQ as
the unique morphism that extends on the morphism transδ : Σ∗ →
TQ . Note that evalσ , transδ (w ) = transδ (w ) for all strings w ∈ Σ∗.
Moreover, we define the accessibility transition accδ ∈ TQ by:

accδ =
⋃
w ∈Σ∗

transδ (w )
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A state q ∈ Q is called a selection state of A if accδ ({q}) ⊆ F . Note
that the sets accδ (Q ′) and acc

−1
δ (Q ′) can be computed from δ in

time O ( |δ | + |Q |) for all subset Q ′ ⊆ Q , while the full accessibility
transition accδ can be computed from δ in time O (Q3).

3 HYPERSTREAMS

We recall that a singleton context-free grammar (sCFGs) is a context-
free grammar whose language contains exactly a single word.

Definition 1. A hyperstream G over an alphabet Σ is an acyclic

CFG (N , Σ,R, S ) where N ⊊ Y is a finite set of non-terminals, the

ruling function R is a partial function from N to words in (N ∪ Σ)∗

and S ∈ N is the start symbol.

The acyclicity criterion in the definition of a hyperstream means
that the binary relation >G= {(Y ,Z ) | Y ∈ dom(R) and Z ∈
V (R (Y ))} is acyclic.

A bound variable in a hyperstream G = (N , Σ,R, S ) is a non-
terminal that has a rule associated to it; thus dom(R) is the set of
bound variables of G. A free variable of G is a non-terminal that
has no associated rule. We denote by V (h) the set of free variables
of h, that is V (h) = N \ dom(R).

For any hyperstream G = (N , Σ,R, S ), we define its pattern
pat (G ) as the only word over Σ ∪ V (G ) in the language of the
hyperstream G ′ = (N \ V (G ), Σ ∪ V (G ),R, S ). The string pattern
pat (G ) can be obtained by recursively replacing in R (S ) each bound
variable Y ∈ dom(R) by R (Y ). This definition is well-founded, since
hyperstreams are acyclic. Remark that a hyperstream without free
variables is a sCFGs and its pattern is a string in Σ∗.

The size |G | of the hyperstream G is given by |G | = |N | +∑
Y ∈dom(R ) |R (Y ) |. Thus, a hyperstream may describe an exponen-

tially larger string pattern.

Example 1. For instance, the hyperstream G1 = (N1, Σ,R1,Y1)
where N1 = {Y1, . . . ,Yn }, R (Yi ) = Yi+1Yi+1 for all 1 ≤ i ≤ n − 1
and R (Yn ) = s ∈ PatΣ, describes the string pattern pat (G1) = s (2

n ) .

Notice that string patterns can be seen as special cases of hy-
perstreams. For any string pattern p, the hyperstreamGp defined
here after satisfies pat (Gp ) = p and |Gp | = O ( |p |). So, Gp =

(V (p) ∪ {Y }, Σ,R,Y ), where Y is a variable that does not belong
to V (p) and dom(R) = {Y }, and R (Y ) = p.

Let G = (N , Σ,R, S ) be a hyperstream. The set of positions of G,
denoted by Pos(G ), is defined by:

Pos(G ) = {(Y , i ) | Y ∈ dom(R) and i ∈ pos(R (Y ))}.

For any position (Y , j ) ∈ Pos(G ) we define letterG (Y , j ) ∈ Σ ∪Y
by R (Y )[j].

We define the set Inst (G ) of instances of the hyperstream G as
the set of instances of its pattern, i.e., Inst (G ) = Inst (pat (G )).

We finally introduce linear and compression-free hyperstreams
that are restrictions considered in our complexity results.

Definition 2. A hyperstream h is called linear if pat (h) is linear.

Definition 3. A hyperstream G with set of non-terminals N is

called compression-free if it contains no two positions ν , ν ′ ∈
pos(G ) with the same non-terminal letterG (ν ) = letterG (ν ′) ∈ N .

4 CERTAIN (NON-)ANSWERS

We recall the notions of certain query answers and non-answers
for Boolean queries on hyperstreams from Sakho et al. [19], as well
as the complexity of certain query answering.

Definition 4. Let A be an Nfa. A hyperstream G is called

• a certain query answer for Q(A) if all its instances belong to
L(A), i.e. Inst (G ) ⊆ L(A),
• a certain query non-answer for Q(A) if none of its instances
belongs to L(A), i.e. Inst (G ) ∩ L(A) = ∅.

Theorem 2 (Sakho et al. [19]). It is PSpace-complete to decide

whether a hyperstreamG is a certain query answer (resp. non-answer)

for the query Q(A) of an Nfa A.

Let’s illustrate the PSpace-hardness in the case of certain query
non-answers for A being a Dfa. Consider a sequence of Dfas A1 ...
An and let # be a new symbol not in Σ. Then L(A1)∩ . . .∩L(An ) = ∅
if and only if the string pattern y# . . . #y is a certain query non-
answer for the query of the Dfa that recognizes {w1# . . . #wn |

w1 ∈ L(A1), . . . ,wn ∈ L(An )}. Therefore, deciding whether a hy-
perstream is a certain query non-answer for the query of a Dfa can
be reduced in PTime to testing the emptiness of the intersection of
a sequence of Dfas, which has been shown to be PSpace-complete
in [11].

5 LINEARLY CERTAIN (NON-)ANSWERS

As illustrated by the proof of Theorem 2, even for a very simple non-
linear hyperstream it is hard to decide whether it is a certain (non-
)answer. We therefore propose a weaker notion of certain answers
and non-answers in order to make a first step towards an efficient
algorithm. The idea is to ignore nonlinearities of hyperstreams
(sharing of free variables in its string pattern), while still accounting
for compression (sharing of non-terminals). We first define linearly
certain (non-)answers and show in Proposition 1 that this is a
sound approximation. We next establish in Corollary 1 that testing
whether a hyperstream is a linearly certain non-answer is tractable
for queries defined by Nfas. Linearly certainty of query answers
however remains hard in the case of Nfas (Theorem 3), but becomes
tractable for queries defined by Dfas (Proposition 3).

For any pattern p, let lin(p) be a linear pattern obtained from p
by replacing all occurrences of variables in p by fresh variables in
some fixed order.

Definition 5. Let A be an Nfa. We call the hyperstream G a lin-
early certain query answer (resp. non-answer) forQ(A) if lin(pat (G ))
is a certain query answer (resp. non-answer) for Q(A).

Proposition 1 (Soundness). If G is a linearly certain query

answer (resp. non-answer) for Q(A), then G is certain query answer

(resp. non-answer) for Q(A).

Proof. Clearly, Inst (pat (G )) ⊆ Inst (lin(pat (G ))). If G is a lin-
early certain query non-answer, then Inst (lin(pat (G ))) ∩ L(A) , ∅,
so that Inst (pat (G )) ∩ L(A) , ∅ and so G is a certain query non-
answer. IfG is a linearly certain query answer, so Inst (lin(pat (G ))) ⊆
L(A), thus Inst (pat (G )) ⊆ L(A), hence G is certain query answer.

□
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5.1 Tractability for Non-Answers and Nfas

Tractability of linear certainty of non-answers is shown using a
characterization in terms of an appropriate evaluator. Let caccδ :
Y → TQ be the constant substitution function that maps all vari-
ables to accδ . Then the non-answers evaluator

¬eδ : PatΣ → TQ
defined by ¬eδ= evalcaccδ , transδ satisfies

Proposition 2. Let A = (Q, Σ,δ , I , F ) be an Nfa. A hyperstream

G is a linearly certain non-answer for Q(A) if and only if

¬eδ (pat (G )) ∩ (I × F ) = ∅.

Proof. Let the transition lintransδ (p) =
⋃

w ∈Inst (lin(p ))
transδ (w ).

We first show that G is a linearly certain non-answer for Q(A) if
and only if lintransδ (pat (G )) ∩ (I × F ) = ∅:

G is a linearly certain non-answer for Q(A)
⇔ Inst (lin(pat (G ))) ∩ L(A) = ∅ by Definitions 4 and 5
⇔ ∀w ∈ Inst (lin(pat (G ))). transδ (w ) ∩ (I × F ) = ∅
⇔ lintransδ (pat (G )) ∩ (I × F ) = ∅ (by definition of lintransδ )

Now we show that for all p ∈ PatΣ: lintransδ (p) =
¬eδ (p). By induc-

tion on the structure of p, there are 4 cases:
Case p = ϵ . Then Inst (lin(p)) = {ϵ } and

lintransδ (p) = transδ (ϵ ) =
¬eδ (ϵ ).

Case p = a for some a ∈ Σ. In this case, Inst (lin(p)) = {a} and

lintransδ (p) = transδ (a) =
¬eδ (a).

Case p = y for some y ∈ Y. So Inst (lin(p)) = Σ∗ and

lintransδ (p) =
⋃
w ∈Σ∗

transδ (w ) = accδ =
¬eδ (y)

Case p = p1p2 for smaller patterns p1,p2 ∈ PatΣ. Let lin(p1) =
p′1 and lin(p2) = p′2. By definition,

Inst (lin(p)) = {u · v | u ∈ Inst (p′1) and v ∈ Inst (p
′
2)}.

So we have that:

lintransδ (p) =
⋃

u ∈Inst (p′1 ),v ∈Inst (p
′
2 )

transδ (u · v )

= lintransδ (p1) ◦ lintransδ (p2)

By the inductive hypothesis, we assume that lintransδ (p1) =
¬eδ

(p1) and lintransδ (p2) =
¬eδ (p2). Therefore

lintransδ (p) =
¬eδ (p1)◦

¬eδ (p2) =
¬eδ (p).

Hence lintransδ (p) =
¬eδ (p) for all p ∈ PatΣ. □

Using the non-answer evaluatorwe obtain the following tractabil-
ity result.

Corollary 1. Given a hyperstream G ∈ H and a query Nfa A
over Σ, whether G is a linearly certain non-answer for Q (A) can be

decided in PTime.

Proof. By Proposition 2, it is enough to decide whether ¬eδ
(pat (G )) ∩ (I × F ) = ∅. Using Boolean square matrices of size |Q | as
representations of transitions, we can compute ¬eδ (pat (G )) in the
required time, since matrix multiplications is in PTime. For this, we
first replace inG any letter a ∈ Σ by its transition transδ (a) and any
free variableY ∈ V (G ) by the accessibility transition accδ . Then, let

≤G be a total order extension of the reverse of the partial order >G ,
that is for Y ,Y ′ ∈ dom(R), Y ≤G Y ′ if and only if either Y ′ >+G Y ,
or (Y ′,Y ) <>G . So for two bound variables Y ,Y ′ ∈ dom(R), if
Y ≤G Y ′ then there is no way that Y ′ appears in R (Y ). Finally, for
all Y ∈ dom(R), we recursively compute transδ (R (Y )) in the order
defined by ≤G . For some bound variable Y ∈ dom(R), this is done
by multiplying |R (Y ) − 1| times the boolean matrices that replacing
the letters and non-terminals appearing in R (Y ). Note that for any
bound variable Y ′ ∈ dom(R) appearing in R (Y ), we replace the
occurrences of Y ′ in R (Y ) by the transδ (R (Y ′)) transition that is
already computed, since Y ′ ≤G Y . When we finally get to the start
symbol S of G, we have computed transδ (S ) =

¬eδ (pat (G )). The
intersection with I × F is done in time O ( |Q |). The overall time of
this computation is in PTime. □

5.2 Intractability for Answers and Nfas

Unfortunately the situation is harder for linearly certain answers
of Nfa defined queries.

Theorem 3. The problem of whether a hyperstream is a linearly

certain query answer for a query defined by anNfa is PSpace-complete.

The same holds for string patterns, i.e. for compression-free hyper-

streams.

Proof. For PSpace-hardness, note that the string pattern Y is
linearly certain answer for the Nfa A if and only if A is universal.

Deciding whetherG is a linearly certain answer in PSpace needs
some care. To see this, let G ∈ HΣ be a hyperstream. The set
Inst (lin(pat (G ))) is regular, but may not be recognizable by an
Nfa of polynomial size in |G |, so one cannot hope for a PTime
reduction to the inclusion problem of Nfas. Furthermore, adapting
the PSpace algorithm from [19] for deciding whether a hyperstream
is a certain query answer would lead to a DExpTime algorithm for
testing whether G is a linearly certain answer, so this approach
fails as well.

The approach that works is to generate an instance of lin(pat (G ))
nondeterministically and evaluate this instance by A with on-the
fly-determinization in a streaming manner. If the evaluation does
not yield any final state, so we have found an instance of lin(pat (h))
that does not belong to L(A), so G is not a linearly certain answer.
This nondeterministic algorithm is in PSpace. □

5.3 Tractability for Answers and Dfas

In the case of Dfas, the situation is simpler than for Nfas in that
linear certainty of answers can be reduced to linear certainty of
non-answers.

Lemma 1. For any complete DfaA = (Q, Σ,δ , I , F ), a hyperstream
is a linearly certain query answer forQ(A) if and only if it is a linearly
certain query non-answer for Q(A[F/(Q \ F )]).

Proof. Let A = (Q, Σ,δ , I , F ) be a complete Dfa and A its com-
plement, that is A = A[F/(Q \ F ]. We then have that L(A) =
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Σ∗ \L(A) = L(A). Therefore, we have for any hyperstreamG ∈ HΣ:

G is a linearly certain answer for A
⇔ Inst (lin(pat (G ))) ⊆ L(A) by Definition 5
⇔ Inst (lin(pat (G ))) ∩ L(A) = ∅ elementary
⇔ Inst (lin(pat (G ))) ∩ L(A) = ∅ A is complete Dfa
⇔ G is a linearly certain non-answer for A by Definition 5

□

Proposition 3. Whether a hyperstream is a linearly certain query

answer for a query defined by a Dfa can be decided in PTime.

Proof. LetA = (Q, Σ,δ , I , F ) be a Dfa andG a hyperstream. Let
A′ be the completion of A. Then G is a certain answer for Q(A) iff
it is a certain answer for Q(A′), which by Lemma 1 is equivalent
thatG is linearly certain non-answer forQ(A′[F/(Q \F )]). The Dfa
A′[F/(Q \ F )] can be built in PTime from A and deciding whether
G is linearly certain non-answer for Q(A′[F/(Q \ F )]) is in PTime
by Corollary 1. □

6 STRONGLY CERTAIN ANSWERS

As we saw, linear certainty is an approximation of certain query
(non-)answers and it is tractable for certain non-answers and for
certain answers for queries defined by Dfas. We now introduce
strong certainty as a further approximation of certain answers
that is equivalent to linear certainty for Dfas, and is tractable for
compression-free hyperstreams for Nfas. The idea behind strong
certainty is to test whether for all instances of the linearization
of the hyperstream there exists a run of the automaton that ends
in a final state. Note that this is a property that depends on the
automaton representing the query, which is in contrast with the
previous notions of certainty that only depended on the query itself.

6.1 Safety Approximations

A key parameter of the notion of strong certainty will be an approx-
imation of the notion of safe states of an automaton. As introduced
in [5, 7], a safe state for a streamwY is a state s.t. whenever reached
after readingw it will allow to accept all possible instantiations of
Y . For hyperstreams this notion needs to be generalized because
variables can occur in the middle of a pattern. The general idea is as
follows. Given a pattern pYp′, suppose that we know a set of states
Qp′ s.t. from any state in Qp′ we can read (all instantiations of) p′
and reach a final state. The question is then to find a set of states
QYp′ s.t. from any state in that set we can read (all instantiations
of) Yp′ and reach a final state. Because Y is a variable, any q in
QYp′ must be such that from q we can read all words in Σ∗ and
arrive in a state in Qp′ . We say then that q is safe for Qp′ .

For any Nfa A = (Q, Σ,δ , I , F ), function safeδ : 2Q → 2Q
associates with any Q ′ ⊆ Q the set of states safe for Q ′:

safeδ (Q
′) = {q ∈ Q | ∀w ∈ Σ∗, transδ (w ) ∩ ({q} ×Q ′) , ∅}.

Safety is closely related to universality of automata: for any Nfa
A = (Q, Σ,δ , I , F ) and any subset of states Q ′ ⊆ Q it follows from
the definitions that q ∈ safeδ (Q ′) if and only if L(A[I/{q}, F/Q ′]) =
Σ∗. Therefore we cannot hope to compute the set of safe states
efficiently for Nfas. This is different in the case of Dfas as already

noticed in [5, 7]. For any subset Q ′ ⊆ Q let:

safe-accδ (Q
′) = {q ∈ Q | accδ ({q}) ⊆ Q ′}.

It is then easy to see that safeδ = safe-accδ for any complete Dfa,
and that the set safe-accδ (Q ′) can be computed in PTime1, and
even in linear time.

Lemma 2. For any transition relation δ ⊆ Q × Σ × Q and set

of states Q ′ ⊆ Q , the set safe-accδ (Q ′) can be computed in time

O ( |δ | + |Q |).

Proof. This follows from that safe-accδ (Q ′) = Q \ acc−1δ (Q \

Q ′). Therefore, it is sufficient to complement the set of inversely
accessible states starting from the complement of Q ′. □

In the case of Nfas, we will use various approximations of the
function safeδ (Q

′) that can be computed efficiently.

Definition 6 (safety approximation). Let δ ⊆ Q × Σ ×Q be

a transition relation. A function sδ : 2Q → 2Q is called a safety
approximation if for any set of states Q ′ ⊆ Q , it holds sδ (Q

′) ⊆
safeδ (Q

′).

As shown by the next lemma, safe-accδ is a safety approximation
for all transition relation δ of complete Nfas.

Lemma 3. For any complete Nfa A = (Q, Σ,δ , I , F ), safe-accδ is a

safety approximation.

Proof. Let δ be the transition function of the complete Nfa A.
We have to show for any q ∈ safe-accδ (Q ′) and for any w ∈ Σ∗

that transδ (w ) ∩ ({q} ×Q ′) , ∅. Given that the A is complete, we
have that transδ (w ) ({q}) , ∅. Since q ∈ safe-accδ (Q ′) it follows
that transδ (w ) ({q}) ⊆ Q ′. Hence transδ (w ) ∩ ({q} × Q ′) , ∅ as
required. □

A slightly tighter safety approximation will be introduced in
Section 6.4, leading to our final notion of strong certainty.

6.2 Parameterized Strong Certainty

We introduce the notion of s strong certainty, which is parame-
terized by a function s that maps transition relations δ to safety
approximations sδ . The definition will be based on an appropriate
evaluator for hyperstreams. We then show that s strong certainty
is sound in that all s strongly certain answers are linearly certain.

Let δ ⊆ Q × Σ × Q be a transition relation and sδ a safety
approximation. We define itransδ : Σ∗ → (2Q → 2Q ) such that
1Gauwin et. al. [5, 7] introduced a similar notion of safe states for NWAs , that they
called safe states for selection. The set of all such states is denoted by safe_selA .
They used it to compute the set of certain answers for queries on streams defined by
deterministic NWAs. Restricted to the case of Nfas A = (Q, Σ, δ, I, F ) on words, this
set satisfies safe_selA = safeδ (F ). They also showed that safe_selA can be computed
efficiently for deterministic NWAs A based on its accessibility relation. This result
restricted to words can be restated in our terminology as safeδ (F ) = safe-accδ (F )
for all Dfas (but not for all Nfas). Computing the set safe_selA is intractable for
automaton with nondeterminism, given that it requires to decide universality problems.
Therefore, it was not clear whether this notion could be used to approximate the set
of certain answers on streams for NWA queries. In order to circumvent this problem,
an alternative approximation was proposed which is restricted to path queries [3] and
relies on their compilation to early NWAs. As we will see in Section 8, in the case
of words, an equivalent approximation can be obtained by compilation to Nfas by
using our notion of strong certainty with respect to safe-accδ , which is sound since
safeδ (F ) ⊇ safe-accδ (F ). Beside of being of equal quality for path queries on streams,
this new approximation has the advantage to be sufficiently general, so that it can be
applied to Nfa queries on hyperstreams without any restriction.
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for all stringsw ∈ Σ∗, itransδ (w ) is the function such that for any
state set Q ′ ⊆ Q :

itransδ (w ) (Q ′) = transδ (w )−1 (Q ′).

In other words, itransδ (w ) (Q ′) contains all states q such that there
exists a run with transition relation δ that starts in q and ends inQ ′.
Note that the space of functions (2Q → 2Q , ◦, {(Q ′,Q ′) | Q ′ ⊆ Q })
forms a monoid, where ◦ is the composition operator of relations
in 2Q × 2Q restricted to total functions, so that ( f ◦ f ′) (Q ′) =
f ( f ′(Q ′)). It is easy to see that itransδ is a homomorphism from
the monoid of strings into this monoid of functions.

We define the constant variable assignment constsδ : 2Q → 2Q
by constsδ (Y ) = sδ for any Y ∈ Y . Finally, we can define the
evaluator on string patterns:

es,δ = evalconstsδ , itransδ
.

Definition 7 (s strongly certain qery answer). Let A =
(Q, Σ,δ , I , F ) be an Nfa and sδ a safety approximation. We call a hy-

perstreamG a s strongly certain query answer for A if A is complete

and es,δ (pat (G )) (F ) ∩ I , ∅.

Intuitively, the evaluator es,δ propagates the safe states from
right to left of the pat (G ), starting with the set of final states and
aiming to reach at least one initial state. For s = safe-acc and
the hyperstream G from Fig. 1, the transition relation of the Nfa
A = (Q, Σ,δ , I , F ) in Fig. 6, a computation of es,δ (pat (G )) (F ) is
depicted in Fig. 7.

Example 4. Let G ′ be the hyperstream obtained from the hy-
perstream in Fig. 1 by replacing all the occurrences of the Y free
variable and the first occurrence of the Z free variable by the empty
word ϵ , and by erasing the trailing a letter. Its string pattern, which
is actually a stream, is pat (G ′) = acabbacZ . We consider the Nfa
A = (Q, Σ,δ , I , F ) in Fig. 6 which defines the path query from the
introduction. SoG ′ is a safe-acc strongly certain answer forA, since

e
safe-acc,δ (acabbacZ ) ({q5}) = itransδ (acabbac (safe-accδ ({q5})))

= itransδ (acabbac ({q5}))

= {q0,q2,q4,q5}

and {q0,q2,q4,q5} ∩ I = {q0} , ∅.

We next notice that nonlinearities are irrelevant for s strongly
certainty.

Lemma 4. Let δ ⊆ Q × Σ × Q a transition relation and sδ be

a safety approximation. Then for any pattern p ∈ PatΣ: es,δ (p) =
es,δ (lin(p)).

Proof. The value of es,δ (p) does not depend on which free
variables are used in p, since all free variables Y ∈ V (p) are mapped
constantly to s during the evaluation. Therefore, we can freely
replace all free variables of p by fresh variables as for converting
p into lin(p) without changing the value of es,δ . Thus es,δ (p) =
es,δ (lin(p)). □

Soundness. We now show that safe-acc strongly certain query
answers are also linearly certain.

Lemma 5. LetA = (Q, Σ,δ , I , F ) be a complete Nfa and sδ a safety

approximation. For any string pattern p ∈ PatΣ and anyQ ′,Q ′′ ⊆ Q ,

if es,δ (p) (Q
′′) ∩Q ′ , ∅, then Inst (p) ⊆ L(A[I/Q ′, F/Q ′′]).

Proof. Let p ∈ PatΣ and Q ′,Q ′′ ⊆ Q s.t. es,δ (p) (Q ′′) ∩Q ′ , ∅.
Let L = L(A[I/Q ′, F/Q ′′]), that is, L = {w ∈ Σ∗ | itransδ (w ) ∩
(Q ′′ × Q ′) , ∅)}. The proof of the lemma is by induction on the
structure of p. There are 4 cases:

Case p = ϵ . We then have Inst (p) = {ϵ } and es,δ (p) (Q
′′) =

itransδ (ϵ ) (Q
′′) = Q ′′. So ifQ ′′ ∩Q ′ , ∅, then ϵ ∈ L, that is

Inst (p) ⊆ L.
Case p = a for some a ∈ Σ. So Inst (p) = {a} and furthermore

es,δ (p) (Q
′′) = itransδ (a) (Q

′′). So if itransδ (a) (Q ′′) ∩Q ′ ,
∅, then a ∈ L, that is Inst (p) ⊆ L.

Case p = Y for some Y ∈ Y. In this case, Inst (p) = Σ∗ and
eδ (p) (Q

′′) = sδ (Q
′′). Let q ∈ sδ (Q

′′) ∩ Q ′ , ∅, then
L(A[I/{q}, F/Q ′′]) = Σ∗, so L = Σ∗ as well. Hence Inst (p) ⊆
L.

Case p = p1p2 for some smaller patterns p1,p2 ∈ PatΣ. We
have that Inst (p) = {uv ∈ Σ∗ | u ∈ Inst (p1) and v ∈
Inst (p2)} and es,δ (p) (Q

′′) = [es,δ (p1) ◦ es,δ (p2)](Q ′′) since
es,δ is a homomorphism. Now, es,δ (p) (Q ′′) ∩ Q ′ , ∅ im-
plies that there exists P ⊆ Q s.t. es,δ (p2) (Q ′′) ∩ P , ∅ and
es,δ (p1) (P ) ∩Q

′ , ∅. By the induction hypothesis it follows
that Inst (p1) ⊆ L(A[I/Q ′, F/P]) and Inst (p2) ⊆ L(A[I/P ,
F/Q ′′]), thus Inst (p) ⊆ L.

□

Proposition 4 (Soundness). Let A = (Q, Σ,δ , I , F ) be an Nfa

and sδ a safety approximation. Then any hyperstream that is a

safe-acc strongly certain answer for A is linearly certain for Q(A).

Proof. Let A = (Q, Σ,δ , I , F ) be a complete Nfa and G ∈ HΣ a
hyperstream. Then G is a safe-acc strongly certain answer for A if:

es,δ (pat (G )) (F ) ∩ I , ∅ by Definition 7
⇔ es,δ (lin(pat (G ))) (F ) ∩ I , ∅ by Lemma 4
⇒ Inst (lin(pat (G ))) ⊆ L(A) by Lemma 5
⇔ G is a linearly certain answer for Q(A) by Definition 5

□

6.3 Safe-Acc Strong Certainty

We next study the variant of strong certainty that is parameterized
by the safety approximation safe-acc .
Completeness for DFAs. We next show that all linearly certain
answers of Dfa queries are safe-acc strongly certain for the Dfa,
while the generalization to Nfas fails. This shows that the notion
of safe-acc strongly certain answers is highly dependent on Nfa
determinization.

Proposition 5 (Completeness). LetA = (Q, Σ,δ , I , F ) be a com-

plete Dfa andG a hyperstream. ThenG is a safe-acc strongly certain
answer for A if and only if G is a linearly certain answer for Q(A).

Proof. Let A = (Q, Σ,δ , I , F ) be a complete Dfa where I =
{q0} and G a hyperstream. The forward direction has been already
proved by Proposition 4 and holds even for the general case of
Nfas.

For the inverse direction, the proof is by induction on the struc-
ture of the pattern of h.
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Case pat (G ) = ϵ . G a is linearly certain answer for Q(A) ⇒
ϵ ∈ L(A) ⇒ transδ (ϵ ) ({q0}) ∈ F ⇒ itransδ (ϵ ) (F ) ∩ {q0} ,
∅ ⇒ h is a safe-acc strongly certain answer for Q(A).

Case pat (G ) = a ∈ Σ. G is a linearly certain answer forQ(A) ⇒
a ∈ L(A) ⇒ transδ (a) ({q0}) ∈ F ⇒ itransδ (a) (F ) ∩ {q0} ,
∅ ⇒ G is a safe-acc strongly certain answer for Q(A).

Case pat (G ) = Y ∈ Y. h is a linearly certain answer forQ(A) ⇒
Σ∗ ⊆ L(A). Given that A is a complete Dfa, we then have
accδ ({q0}) ⊆ F ⇒ safe-accδ (F )∩{q0} , ∅ ⇒ G is a safe-acc
strongly certain answer for Q(A).

Case pat (G ) = p1p2 where p1 and p2 are non-empty patterns
of some smaller hyperstreams G1,G2 ∈ HΣ. G is a linearly
certain answer for Q(A) ⇒ {uv | u ∈ Inst (lin(p1)),v ∈
Inst (lin(p2))} ⊆ L(A). So there exists F ′ ⊆ Q such that
h1 is a linearly certain answer for Q(A[F/F ′]) and for all
q′ ∈ F ′, h2 is a linearly certain answer for Q(A[I/{q′}]).
Note that since A is a Dfa, so A[F/F ′] and Q(A[I/{q′}]) for
all q′ ∈ F ′ are also Dfas. By the inductive hypothesis, we
then have that G1 (resp. G2) is a safe-acc strongly certain
answer for A[F/F ′] (resp. Q(A[I/{q′}]) for all q′ ∈ F ′). This
means that e

safe-acc,δ (p1) (F
′) ∩ {q0} , ∅ and for all q′ ∈ F ′,

e
safe-acc,δ (p2) (F )∩{q

′} , ∅. So e
safe-acc,δ (pat (h)) (F )∩{q0} ,

∅ ⇔ h is a safe-acc strongly certain answer for A.
We can thus conclude thath is a safe-acc strongly certain answer for
the Dfa A if and only if h is a linearly certain answer for Q(A). □

TractableCases.We show that safe-acc strong certainty is tractable
for general Dfas queries on hyperstreams and for Nfa queries on
compression-free hyperstreams.

Corollary 2. Whether a hyperstream is a safe-acc strongly cer-

tain query answer for a Dfa A = (Q, Σ,δ , I , F ) can be decided in

PTime.

Proof. Proposition 5 shows that deciding whether a hyper-
stream is a safe-acc strongly certain answer for a complete Dfa A
is equivalent to deciding whether it is a linearly certain answer for
Q(A), which can be decided in PTime by Proposition 3 since A is a
Dfa. □

Proposition 6. Whether a compression-free hyperstream G, i.e.,
a string pattern, is a safe-acc strongly certain query answer for an

Nfa A = (Q, Σ,δ , I , F ) can be decided in time O ( |G | |A|).

Proof. Starting with the set of final states, we have to apply
O ( |G |) operations of itransδ (a) or safe-accδ , each of which can be
performed in time O ( |A|) by Lemma 2. □

Unfortunately, we have not been able to determine the precise
complexity of safe-acc strong certainty for general hyperstreams
with compression.
Incompleteness forNFAs. The notion of safe-acc strong certainty
is very satisfactory for Dfa queries and also for path queries on
streams (see Section 8). However, it remains unsatisfactory for path
queries on hyperstreams, as we will illustrate next by example.

Example 5. We reconsider the Nfa A = (Q, Σ,δ , I , F ) in Fig. 6
which defines the path query from the introduction. This Nfa is
completed with the sink state qsink and the transitions made to it,
all colored in gray. In order to test whether the hyperstream G in

q0 q1 q2

qsink

q3

q4q5

b, c

a Σ

Σ

a
a, c

Σ

b

Σ

c

Σ

Figure 6: The completed Nfa of the Boolean path query

a(s (s∗ (a(b (s∗ (c (true ))))))) with alphabet Σ = {a,b, c} obtained
by the compilation.

e
safe-acc,δ (pat (G )) (F )

= e
safe-acc,δ (aYcZabbYaYcZa) (F )

= e
safe-acc,δ (aYcZabbYaYcZ ) (itransδ (a) ({q5})︸              ︷︷              ︸

={q5 }

)

= e
safe-acc,δ (aYcZabbYaYc ) (safe-accδ ({q5})︸             ︷︷             ︸

={q5 }

)

= e
safe-acc,δ (aYcZabbYaY ) (itransδ (c ) ({q5})︸              ︷︷              ︸

={q4,q5 }

)

= e
safe-acc,δ (aYcZabbYa) (safe-accδ ({q4,q5})︸                  ︷︷                  ︸

={q4,q5 }

)

= e
safe-acc,δ (aYcZabbY ) (itransδ (a) ({q4,q5})︸                   ︷︷                   ︸

={q4,q5 }

))

= e
safe-acc,δ (aYcZabb) (safe-accδ ({q4,q5})︸                  ︷︷                  ︸

={q4,q5 }

)

= e
safe-acc,δ (aYcZ ) (itransδ (abb) ({q4,q5})︸                      ︷︷                      ︸

={q2,q4,q5 }

))

= e
safe-acc,δ (aYc ) (safe-accδ ({q2,q4,q5})︸                      ︷︷                      ︸

={q4,q5 }

)

= e
safe-acc,δ (aY ) (itransδ (c ) ({q4,q5})︸                   ︷︷                   ︸

={q4,q5 }

))

= e
safe-acc,δ (a) (safe-accδ ({q4,q5})︸                  ︷︷                  ︸

={q4,q5 }

)

= itransδ (a) ({q4,q5})
= {q4,q5}

Figure 7: The computation of e
safe-acc,δ (pat (G )) for the hy-

perstream G in Fig. 1 and the Nfa A = (Q, Σ,δ , I , F ) in Fig. 6.

Fig. 1 is a safe-acc strongly certain answer for this Nfa, we have
to compute e

safe-acc,δ (pat (G )) as shown in Fig. 7. The result is
{q4,q5} which does not contain the initial state, so the hyperstream
G is not a safe-acc strongly certain query answer for the Nfa. The
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problem is the step where we compute:

safe-accδ ({q2,q4,q5}) = {q4,q5}

Indeed, q2 can also safely go to {q2,q4,q5} for any word, but unfor-
tunately, q3 is also accessible from q2, So the safety approximation
safe-accδ is too rude to capture this natural case and safe-accδ
strong certainty fails for this certain answer.

6.4 Strong Certainty

Our next objective is to improve the safety approximation, so that
we can deal with the example from the introduction.

Let δ ⊆ Q × Σ ×Q be a transition relation. We say that a state
q ∈ Q has a Σ-loop in δ if (q,a,q) ∈ δ for all letters q. Define the
transition relation loop(δ ) by:

loop(δ ) = δ \ {(q,a,q′) ∈ δ | q , q′,q has a Σ-loop in δ }.

For any Nfa A = (Q, Σ,δ , I , F ), let safe-acc-loopδ = safe-acc
loop(δ ) .

Lemma 6. For any completeNfaA = (Q, Σ,δ , I , F ), safe-acc-loopδ
is a safety approximation.

Proof. If δ is the transition relation of some complete Nfa
then the transitions relation loop(δ ) is complete, since only out-
going edges of states with Σ-loops are removed from δ (but the
Σ-loops are not deleted). Thus transδ (w ) ({q}) , ∅. Furthermore
transδ (w ) ({q}) ⊆ Q ′ sinceq ∈ safe-acc-loopδ . Hence transδ (w ) ({q})∩
Q ′ , ∅. So q ∈ safeδ (Q ′). □

Definition 8 (strongly certain qery answer). We call a

hyperstream a strongly certain answer for A = (Q, Σ,δ , I , F ) if it is
a safe-acc-loop strongly certain answer for A.

Since acc
loop(δ ) ⊆ accδ it follows that safe-accδ ⊆ safe-acc

loop(δ )
and thus any safe-acc strongly certain answer is strongly certain.

Example 6. We reconsider Example 5 where it was shown that
the hyperstream G from Fig. 1 is not a safe-acc strongly certain
answer for the NfaA = (Q, Σ,δ , I , F ) in Fig. 6. We now show thatG
is a strongly certain answer for A nevertheless. In the first critical
step, we now have:

safe-acc
loop(δ ) ({q2,q4,q5}) = {q2,q4,q5}

since q3 is no more accessible from q2 in loop(δ ) while it was in δ .
A second critical step follows:

safe-acc
loop(δ ) ({q1,q2,q4,q5}) = {q1,q2,q4,q5}

where we would lose the states q1 and q2 with safe-accδ instead of
safe-acc

loop(δ ) . Overall we have:

e
safe-acc-loop,δ (pat (G )) (F ) = . . .

= e
safe-acc-loop,δ (aYc ) (safe-accloop(δ ) ({q2,q4,q5})︸                             ︷︷                             ︸

={q2,q4,q5 }

)

= e
safe-acc-loop,δ (aY ) (itransδ (c ) ({q2,q4,q5})︸                       ︷︷                       ︸

={q1,q2,q4,q5 }

))

= e
safe-acc-loop,δ (a) (safe-accloop(δ ) ({q1,q2,q4,q5})︸                                  ︷︷                                  ︸

={q1,q2,q4,q5 }

)

= itransδ (a) ({q1,q2,q4,q5})
= {q0,q1,q2,q4,q5}

Since q0 ∈ I , this shows that G is indeed a strongly certain answer
for A.

We next show that deciding whether a compression-free hyper-
stream is a strongly certain answer for an Nfa is tractable. This is
in sharp contrast to the notion of being a linearly certain answer,
which by Theorem 3 is PSpace-hard even without compression.

Proposition 7. For any compression-free hyperstream G and

any Nfa A = (Q, Σ,δ , I , F ), deciding whether G is a strongly certain

answer for A can be done in time O ( |G | |A|).

Proof. By Lemma 2, any set safe-acc-loopδ (Q ′) can be com-
puted in time O ( |A|). It is then suffices to compute e

safe-acc-loop,δ (
pat (G )) (F ) in a way similar to e

safe-acc,δ (pat (G )) (F ) in the proof
of Proposition 6, and then to intersect it with the set of initial states
I . The overall time is still in O ( |G | |A|). □

7 PRUNING STRONGLY CERTAIN ANSWERS

So far we have identified tractable approximations of certain query
(non-)answering for all cases, except for deciding whether a hyper-
stream with compression is a certain answer of a query defined
by an Nfa. We propose now a further approximation with which
tractability is achieved. Rather than ruling out compression or non-
determinism, we propose to approximate strong certainty in the
general case. The idea is to convert hyperstreams with compression
into hyperstreams without. But of course, we cannot uncompress
hyperstreams, since this may lead to an exponential size explosion.
Instead, we will prune shared parts of the hyperstream subject
to compression by replacing them by completely unknown fresh
streams. We then test strongly certainty on the resulting pruned
hyperstream.

Definition 9. A pruning function p for hyperstreams is a func-

tion that maps all hyperstreams G = (N , Σ,R, S ) to subsets of posi-
tions of their non-terminals. That is, p(G ) ⊆ PosN (G ). We denote by

PΣ the set of all such pruning functions.

Let G = (N , Σ,R, S ) be a hyperstream. We next define how to
prune G with respect to a given pruning function p ∈ PΣ. The
idea is to replace with fresh free variables all the occurrences of
non-terminals in G at positions that are not in p(G ). For this we
first introduce some notations. Given a subset L ⊆ Σ∪Y , we denote
by PosL (G ) = letter

−1
G (L) the set of positions of G with letters in L.

Then we fix a generator of new variables nvarG : PosN (G ) → Y
which is an injection such that nvarh (ν ) < N for all ν ∈ PosN .
Then for any bound variable Y ∈ dom(R), we define a substitution
prune

p,Y : pos(R (Y )) → Y such that:

prune
p,Y (j ) =

{
nvarG (Y , j ) if (Y , j ) < p(G )
letterG (Y , j ) otherwise

Thereafter we introduce the function prune
p
: HΣ → HΣ such that

prune
p
(G ) is the hyperstream (Np, Σ,Rp, S ) where

Np = N ∪ {nvarG (ν ) | ν ∈ PosN (G ) \ p(G )},

dom(Rp ) = dom(R) and for allY ∈ dom(Rp ) and for all j ∈ pos(R (Y )),

Rp (Y )[j] = prune
p,Y (j ).
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S

a X ′ b Y ′ b a X

Y c Z ′ a

Figure 8: Pruning of the Hyperstream G of Fig. 1

Example 7. Fig. 8 shows a pruning of the hyperstream G illus-
trated in Fig. 1. This is done with the pruning function p which is
such that p(G ) = {(S, 7), (X , 1)}. In addition to the start symbol S ,
the occurrence ofX (respectivelyY ) that is at the second position of
R (S ) (respectively first position of R (X )) is left unchanged, where R
is the ruling function ofG . Contrariwise, the remaining occurrence
of X at position (S, 2), the other occurrence of Y at position (S, 4)
and the only occurrence ofZ are replaced by their images by nvarG ,
where nvarG (S, 2) = X ′, nvarG (S, 4) = Y ′ and nvarG (X , 3) = Z ′.

Notice that the pruned hyperstream prune
p
(G ) has necessarily

less data thanG , that is |pat (prune
p
(G )) | ≤ |pat (G ) | for all p ∈ PΣ.

Thereafter, if p is well chosen, then strong certainty of Gp may be
decided efficiently, in contrast to G, as we’ll see further.

Definition 10. LetA be a queryNfa over Σ and p ∈ PΣ a pruning

function. We call the hyperstream h a strongly certain query answer
by p for A if prune

p
(h) is a strongly certain query answer for A.

We next introduce the pruning function fo as an example of
a pruning function that ensures tractability of pruning strongly
certainty. For any hyperstream G, fo-pruning will prune out all
but the first occurrences (in the order given by pat (G )) of all non-
terminals of G.

For any bound variable Y ∈ dom(R), let its set of addresses be
defined in the style of the Dewey notation by:

AddrG (Y ) = posΣ∪V (G ) (R (Y )) ∪ subAddG (Y )

where subAddG (Y ) = {iα | Y ′ = letterG (Y , i ) ∈ dom(R) and α ∈
AddrG (Y ′)}. We write Addr (G ) for AddrG (S ). Note that to any
address α ∈ Addr (G ) corresponds a position posG (α ) of the hyper-
stream G, defined by:

posG (α ) =

{
(S, i ) if α = i ∈ N
(letterG (posG (α ′)), i ) if α = α ′i,α ′ ∈ Addr (G ), i ∈ N

The letters selector can be naturally extended to addresses, defining
letterG (α ) = letterG (posh (α )). Then the pruning function fo is
defined by: for any hyperstream G and any position ν ∈ PosN (G ):

ν ∈ fo(G ) iff ν = posG (min({α ∈ Addr (G ) | letterG (α ) = letterG (ν )}))

for a set of addressesU , min(U ) stands for smallest element ofU
w.r.t. the lexicographic order on addresses, that is, the lexicographic
order on words over the set of natural numbers. In other words,
for all non-terminal Y of G, fo(G ) selects exactly one position ν
s.t. letterG (ν ) = Y . Additionally, this position is such that ν =

S

a X b Y ′ b a X ′

Y c Z a

Figure 9: fo-pruning of the Hyperstream G of Fig. 1

posG (α ) where α is the smallest address among all addresses α ′
with letterG (α ′) = Y .

Example 8. LetA′ be theNfa of the query P ′ = a(s (s∗ (ab (true ))))),
obtained from the automaton in Fig. 6 by removing the state q5,
deleting all the transitions going to it and making the state q4 final.
Thus P ′ accepts all words that start with letter a, succeeded by some
letter, then followed eventually by a factor ab. The hyperstream
prune

fo
(G ), illustrated in Fig. 9, is a strongly certain answer for A′.

Since, pat (prune
fo
(G )) = aYcZabY ′baX ′, we have

e
safe-acc-loop,δ (pat (prunefo (G ))) ({q4}) = {q0,q1,q2,q4}

which contains the initial state q0.

Lemma 7. A hyperstream G ∈ HΣ is compression-free if and only

if h = prune
fo
(h).

Proof. The proof is rather straightforward. For the forward
direction, assumeG is compression-free, soh = prune

fo
(h), since for

any non-terminal Y there is a unique position in Addr (G ) mapping
to it, and this position is trivially the first among all the other
positions mapping to Y . For the inverse direction, assume G =
prune

fo
(G ). By definition, applying prune

fo
to a hyperstream always

yield a compression-free hyperstream, since the newly produced
has at most one occurrence of all its non-terminals. And since
prune

fo
(G ) = G, then G is compression-free. □

Example 9. Let G = (N , Σ,R, S ) where N = {S,Y1,Y2,Y3,Y4},
Σ = {a,b}, dom(R) = {S,Y1,Y2,Y3}, R (S ) = Y1Y1, R (Y1) = Y2Y3,
R (Y2) = bY4 and R (Y3) = a. The compression-free version of G
is the hyperstream with ruling function Rp where Rp (S ) = Y1Y ′1 ,
Y ′1 = nvarG (Y1) and Rp (yi ) = R (Yi ) for 2 ≤ i ≤ 3.

Proposition 8. Let A be an Nfa and G ∈ HΣ be a hyperstream.

Deciding whether G is strongly certain answer by fo for A can be

done in time O ( |G | |A|).

Proof. LetGp = prune
p
(G ). ComputingGp can be done linearly

in the size of G. Furthermore, Gp is compression-free by Lemma 7,
and therefore deciding strong certainty forGp is inO ( |Gp | |A|). Since
|Gp | ≤ |G |, the time complexity for deciding that G is a strongly
certain query answer by fo for A is then also in O ( |G | |A|). □
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8 PATH QUERIES

We next show for path queries on words, that are closely motivated
by forward XPath filters for Xml documents, that safe-acc strongly
certain answers modulo compilation to Nfas yields the same ap-
proximation of certain answers on streams then a compilation to
early Nfas as proposed in [3].

We consider a language of boolean path queries for words over
Σ that has the following abstract syntax where a ∈ Σ:

P := true | s (P ) | s∗ (P ) | a(P ) | P ∧ P | P ∨ P ′ | ¬P

We impose the restriction that any path query ¬P does neither
contain the operators s∗ nor ∨, since as we’ll see in the following,
the construction of the automata for this queries introduce nonde-
terminism. Alternatively, we could also rely on determinization of
Nfas when compiling path queries ¬P to Nfas, which one might
want to avoid for complexity and practical reasons.

The path query from the introduction a(s (s∗ (ab (s∗ (c ))))) can be
written in this syntax with few syntactic sugar as

a(s (s∗ (a(b (s∗ (c (true))))))).

Semantically, any path query P can be seen as a regular expres-
sion and thus defines a language of strings JPK ⊆ Σ∗.

This language can be computed as follows by induction on the
structure of path queries:

JtrueK = Σ∗

Js (P )K = ΣJPK
Js∗ (P )K = Σ∗JPK
Ja(P )K = aJPK

JP ∧ P ′K = JPK ∩ JP ′K
JP ∨ P ′K = JPK ∪ JP ′K
J¬PK = Σ∗ \ JPK

Definition 11. An Nfa with selection states or an eNfa is a

pair E = (A, S ) where A = (Q, Σ,δ , I , F ), is an Nfa and S ⊆ F a

subset of final states of A that is an attractor, whose elements are

called selection states, so that L(A[I/{q}]) = Σ∗ for all selection states

q ∈ S .

Given an eNfa E = (A, S ), any streamwy that can be evaluated
by A into a selection state on S , that is transδ (w ) ∩ (I × S ) , ∅,
is a certain answer by the query defined by A. In this sense, the
selection states of eNfas permit to approximate the set of streams
that are certain answers of Nfa queries. Lifting this approximation
to hyperstreams was one of the motivations of the present paper.

Wewill next compile path expressions P to eNfas EP = (AP , SP )
such that L(AP ) = JPK. We will name the components of the Nfa
such that AP = (QP , Σ,δP , IP , FP ). The compiler is defined by in-
duction on the structure of the path query P , such that for all path
queries P ′ and P ′′ and all letters a ∈ Σ:

Etrue has a single state q that is initial, final, and has transitions
q

a
−→ q for all a ∈ Σ. The state q is also a selection state.

Formally, Qtrue = Itrue = Ftrue = Strue = {q} and:

δtrue = {(q,a,q) | a ∈ Σ}.

Es(P′) is obtained from EP ′ by adding a new stateq that becomes
the unique initial state, and transitions q

a
−→ q′ for all a ∈ Σ

and initial states q′ ∈ IP ′ . The selection states are the same
as for EP ′ . More formally, for P = s (P ′) we define QP =

QP ′ ⊎ {q}, IP = {q}, FP = FP ′ , SP = SP ′ and:

δP = δP ′ ∪ {(q,a,q
′) | a ∈ Σ and q′ ∈ IP ′ }.

Es∗ (P′) is obtained from EP ′ by adding a new state q that be-
comes the unique initial state, for all a ∈ Σ adding transi-
tions q

a
−→ q, and a transition q

a
−→ q′′ for all transitions

q′
a
−→ q′′ of AP ′ that start in an initial state q′ ∈ IP ′ . The se-

lection states are the same as for EP ′ . Formally, let P = s∗ (P ′),
QP = QP ′ ⊎ {q}, IP = {q}, FP = FP ′ , SP = SP ′ and:

δP = δP ′ ∪ {(q,a,q) | a ∈ Σ}
∪ {(q,a,q′′) | a ∈ Σ, q′ ∈ IP ′ , (q

′,a,q′′) ∈ δP ′ }.

Ea(P′) is obtained from AP ′ by adding a new state q that is the
unique initial state, and transitions q

a
−→ q′ for all initial

states q′ of AP ′ . The selection states are the same as for EP ′ .
Formally, let P = a(P ′), QP = QP ′ ⊎ {q}, IP = {q}, FP = FP ′ ,
SP = SP ′ and:

δP = δP ′ ∪ {(q,a,q
′) | q′ ∈ IP ′ }.

EP′∧P′′ is the product of sets of states of AP ′ and AP ′′ , which
accepts in pairs of final states of AP ′ and AP ′′ . The selection
states are the pairs of SP ′ and SP ′′ . Formally, for P = P ′∧P ′′

we define QP = QP ′ ×QP ′′ , IP = IP ′ × IP ′′ , FP = FP ′ × FP ′′ ,
SP = SP ′ × SP ′′ and:

δP ={((q1,q2),a, (q3,q4)) |

a ∈ Σ, (q1,a,q3) ∈ δP ′ and (q2,a,q4) ∈ δP ′′ }.

EP′∨P′′ is made with the union of sets of states of AP ′ and
AP ′′ . The set of selection states are the union of SP ′ and SP ′′ .
Formally, with P = P ′∨P ′′ letQP = QP ′∪QP ′′ , IP = IP ′∪IP ′′ ,
FP = FP ′ ∪ FP ′′ , SP = SP ′ ∪ SP ′′ and δP = δP ′ ∪ δP ′′ .

E¬P′ is obtained from AP ′ by first adding a sink state q
sink

and
then flipping the final states. The only selection state is the
newly added sink. This construction is correct since AP ′ is
deterministic, given that it does neither contain disjunctions
∨ nor recursive steps s∗ by definition of path queries. For-
mally, for P = ¬P ′ we define QP = QP ′ ⊎ {qsink }, IP = IP ′ ,
FP = QP \ FP ′ , SP = {qsink } and:

δP = δP ′∪{(q,a,qsink ) | q ∈ QP ′ ,a ∈ Σ

and ∄q′ ∈ QP ′ .(q,a,q
′) ∈ δP ′ }.

Figure 6 shows the early Nfa obtained by compilation from
the path query from the introduction (up to the removal of two
unaccessible states). Its only selection state is the final state q5.

It can be shown in analogy to [3] that the compiler can be exe-
cuted with only polynomial time in the size of the path query, if
the number of conjunctions in the path query is bounded. This is
the reason why we do not add more general regular expressions to
our language of path queries, such as PP ′ or P∗. For implementing
the construction steps for all operators in constant time, one has
to maintain the completeness of the intermediate Nfas in order to
avoid the addition of sink states. Furthermore, for proof one needs
an invariant stating that the number of outgoing edges from initial
states is bounded if the number of conjunctions is bounded.

Lemma 8. Let P , P ′ be path queries such that P = s (P ′) or P =
s∗ (P ′), w ∈ Σ∗ be a string and Y ∈ Y be a variable. So if wY is a

safe-acc strongly certain query answer for AP ′ thenwY is a safe-acc
strongly certain query answer for AP [IP /IP ′].
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Proof. Let P ∈ {s (P ′), s∗ (P ′)} and q be the newly added state
to AP ′ to build AP . We have

δP =



δP ′ ∪ {(q,a,q
′) | a ∈ Σ and q′ ∈ IP ′ } if P = s (P ′)

δP ′ ∪ {(q,a,q) | a ∈ Σ} ∪ {(q,a,q
′′)

| a ∈ Σ, q′ ∈ IP ′ , (q
′,a,q′′) ∈ δP ′ }

if P = s∗ (P ′)

Clearly AP [IP /IP ′] = AP ′ in both cases. Thus, for all w ′ ∈ Σ∗,
transδP (w

′) (IP ′ ) = transδP ′ (w
′) (IP ′ ). On the other hand side,w is

a safe-acc strongly certain query answer for AP ′

⇔ e
safe-acc,δP ′ (wY ) (FP ′ ) ∩ IP ′ , ∅

⇔ itransδP ′ (w ) (safe-accδP ′ (FP ′ )) ∩ IP ′ , ∅
⇔ transδP ′ (w ) (IP ′ ) ⊆ safe-accδP ′ (FP ′ )
⇔ transδP (w ) (IP ′ ) ⊆ safe-accδP ′ (FP ′ )

.

Furthermore, since FP = FP ′ , safe-accδP (FP ) = {q
′ ∈ QP | accδP (q

′) ⊆
FP } = safe-accδP ′ (FP ′ ) ∪ B where

B =

{
{q} if accδP (q) ⊆ FP }
∅ otherwise

So the inclusion safe-accδP ′ (FP ′ ) ⊆ safe-accδP (FP ) is verified.
We finally have

transδP (w ) (IP ′ ) ⊆ safe-accδP ′ (FP ′ ) ⊆ safe-accδP (FP )
⇔ itransδP (w ) (safe-accδP (FP )) ∩ IP ′ , ∅
⇔ e

safe-acc,δP (wY ) (FP ) ∩ IP ′ , ∅.

HencewY is a safe-acc strongly certain query answer forAP [IP /IP ′].
□

Theorem 10. Let P be a boolean path query, w ∈ Σ∗ a string

and Y ∈ Y a variable. ThenwY is a safe-acc strongly certain query

answer for AP if the eNfa EP = (AP , SP ) can evaluate w to its

selection state in SP .

Proof. We show that for all path queries P and wordsw ∈ Σ∗
that if AP can evaluate w to some selection state in SP then the
stream wY is a strongly certain answer of AP . The proof is by
induction on the structure of P . We need to consider the 7 different
forms that a path query P may have:

Case P = true: We have QP = IP = FP = {q} and δP =
{q} × Σ × {q} and therefore safe-accδP (FP ) = {q} = QP
and itransδP (w ) (QP ) = SP . Hence:

e
safe-acc,δP (wY ) (FP ) = itransδP (w ) (safe-accδP (FP )) = QP

We then have e
safe-acc,δP (wY ) (FP ) ∩ IP = QP , ∅, hence

wY is a safe-acc strongly certain query answer for AP .
Case P = s (P ′): By assumption w can be evaluated by AP to

some selection state in SP = SP ′ . Since ϵ can only be eval-
uated to the newly added initial state q ∈ IP and q < SP it
follows thatw , ϵ . Hence there exist a ∈ Σ andw ′ ∈ Σ∗ such
that w = aw ′. Furthermore, since transδP (a) = {q} × IP ′ it
follows that the suffixw ′ can be evaluated with AP ′ to some
selection state of SP ′ . By the inductive hypothesis, we have
thatw ′Y is a safe-acc strongly certain query answer for AP ′ .
According to Lemma 8, this implies that w ′y is a safe-acc
strongly certain query answer forAP [IP /IP ′], i.e.K∩IP ′ , ∅,
where K = e

safe-acc,δP (w
′Y ) (FP ). We then have

e
safe-acc,δP (wY ) (FP ) = itransδP (a) (K ).

Given thatK∩IP ′ , ∅, it follows that itransδP (a) (K )∩IP , ∅
by the construction rules of AP , so that wY is a safe-acc
strongly certain query answer for AP .

Case P = s∗ (P ′): By the construction rules of Es∗ (P ′) , w =

w ′w ′′ where w ′,w ′′ ∈ Σ∗ such that there are initial states
of AP ′ among the states reached by AP after having readw ′,
i.e. IP ′ ⊆ δP (w

′) (IP ). This way, EP ′ necessarily evaluates
w ′′ to SP ′ , since EP evaluates w to SP and SP = SP ′ by the
construction rules of Es∗ (P ′) . Furthermore, we have:

e
safe-acc,δP (wY ) (Fs∗ (P ′) ) =

itransδP (w
′) (e

safe-acc,δP (w
′′Y ) (Fs∗ (P ′) )).

By the inductive hypothesis,w ′′Y is a safe-acc strongly cer-
tain query answer for AP ′ . By Lemma 8, this implies that
w ′′Y is also a safe-acc strongly certain query answer for
AP [IP /IP ′], that isK∩IP ′ , ∅, whereK = e

safe-acc,δP (w
′′Y ) (FP ).

Thus:

e
safe-acc,δP (wY ) (FP ) = itransδP (w

′) (K )

and given that K ∩ IP ′ , ∅ and IP ′ ⊆ δP (w
′) (IP ) as stated

earlier, itransδP (w
′) (K ) ∩ IP , ∅, which means thatwY is a

safe-acc strongly certain query answer for AP .
Case P = aP ′: the proof for this part is almost the same than

for P = s (P ′), and we will thus not develop it.
Case P = P ′ ∧ P ′′: This implies thatw ∈ JP ′K∩ JP ′′K, and that

EP ′ evaluatesw to SP ′ while EP ′′ evaluatesw to SP ′′ by the
construction rules of AP . By the inductive hypothesis, we
thus have thatwY is a safe-acc strongly certain query answer
for AP ′ and for AP ′′ , that is esafe-acc,δP ′ (wY ) (FP ′ ) ∩ IP ′ , ∅
and e

safe-acc,δP ′′ (wY ) (FP ′′ ) ∩ IP ′′ , ∅. Since FP = FP ′ × FP ′′

and IP = IP ′ × IP ′′ by the construction rules ofAP , we finally
obtain e

safe-acc,δP (wY ) (FP ) ∩ IP , ∅, hencewY is a safe-acc
strongly certain query answer for AP .

Case P = P ′ ∨ P ′′: This implies thatw ∈ JP ′K∪ JP ′′K, and that
EP ′ evaluates w to SP ′ or EP ′′ evaluates w to SP ′′ , by the
construction rules of AP ′∨P ′′ . By the inductive hypothesis,
we thus have that wY is a safe-acc strongly certain query
answer for AP ′ or for AP ′′ , that is esafe-acc,δP ′ (wY ) (FP ′ ) ∩
IP ′ , ∅ or esafe-acc,δP ′′ (wY ) (FP ′′ ) ∩ IP ′′ , ∅. Since FP =
FP ′′ ∪ FP ′′ and IP ′ = IP ′ ∪ IP ′′ by the construction rules of
AP ′∨P ′′ , we finally obtain e

safe-acc,δP (wY ) (FP ) ∩ IP ′∨P ′′ , ∅,
hencewY is a safe-acc strongly certain query answer forAP .

Case P = ¬P ′: By the construction rules of E¬P ′ , the EP evalu-
atesw to q

sink
since the only selection state of EP is the sink

state added to AP ′ to make it complete. So safe-accδP (FP ) =
q
sink

. Now,

e
safe-acc,δP (wY ) (FP ) = itransδP (w ) (safe-accδP (FP ))

= itransδP (w ) (q
sink

)

andwe have that itransδP (w ) (q
sink

)∩IP , ∅. Thus eδ (wY ) (FP )∩
IP , ∅ hencewY is a safe-acc strongly certain query answer
for AP .

□
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9 CONCLUSION

We studied the problem to find approximations of certain query
(non-)answers for path queries on hyperstreams that can be com-
puted efficiently.

For compression-free hyperstreams we proposed the notion of
strong certainty for Nfas, which approximates the universal states
of theNfa based on the accessibility relation of the automaton mod-
ulo self-loops. We conjecture that strong certainty yields an exact
approximation for path queries without disjunction and negation.
This was illustrated by Example 6 but still needs verification in the
general case. Restricted to the case of streams, the conjecture may
follow from Theorem 10 of the present paper and an adaptation of
Theorem 2 of [14] from NWAs to Nfas.

For hyperstreams with compression, we do not know whether
strong certainty can be decided in PTime. Therefore, we proposed
the notion of pruning strong certainty which removes compres-
sion by pruning the hyperstream before applying the notion of
strong certainty. This yields a PTime algorithm that is promising
in practice, but at the cost of a coarser approximation.

The next natural steps in this line of research are first, to lift
the notion of pruning strong certainty to path queries on nested
words, and thereby to path queries on trees or graphs. Second, we
would like to develop efficient algorithms that test incrementally
evolving hyperstreams for pruning strong certainty dynamically.
One question here is which information to maintain to obtain high
time efficiency without spoiling neither the space efficiency nor
the latency.
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