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How to choose biomarkers in view of parameter estimation

Jean-Frédéric Gerbeau, Damiano Lombardi, Eliott Tixier

Inria Paris & Laboratoire Jacques-Louis Lions (Sorbonne Université),
2 rue Simone Iff, F-75012 Paris, France

Abstract

In numerous applications in biophysics, physiology and medicine, the system
of interest is studied by monitoring quantities, called biomarkers, extracted from
measurements. These biomarkers convey some information about relevant hidden
quantities, which can be seen as parameters of an underlying model. In this paper
we propose a strategy to automatically design biomarkers to estimate a given param-
eter. Such biomarkers are chosen as the solution of a sparse optimization problem
given a user-supplied dictionary of candidate features. The method is in particular
illustrated with two realistic applications, one in electrophysiology and the other in
hemodynamics. In both cases, our algorithm provides composite biomarkers which
improve the parameter estimation problem.

Keywords: feature selection, sparse optimization, inverse problems,
electrophysiology, hemodynamics

1. Introduction

In numerous applications in biophysics, physiology and medicine, the system of
interest is studied by monitoring a number of quantities, called biomarkers. For
example in electrophysiology, an action potential can be viewed through simple
quantities like the action potential duration, the amplitude, the rate of depolariza-
tion, etc. In hemodynamics, the systolic and diastolic pressures, or the pulse wave
velocity, are typical biomarkers extracted from pressure measurements.

The biomarkers are obtained by applying a nonlinear map to the signal mea-
sured during experiments or clinical observations. They convey some information
on hidden quantities, that are not directly measured. For example in hemodynam-
ics, the pulse wave velocity can be linked to the arterial stiffness. When performing
parameter estimation for a biophysical model, it is often much more convenient to
work with biomarkers than with the whole signals. A natural question is therefore:
which biomarker should be chosen to estimate a given parameter?
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Biomarkers are usually proposed by the community, based on physical intuition
and experimental observations. They are often relevant in qualitatively describ-
ing the hidden quantities. However, in most practical applications, although the
biomarkers exhibit a good correlation with respect to the hidden quantity they are
designed to monitor, they have a non-negligible correlation with respect to others,
making them less robust or of difficult interpretation.

In the present work, we propose a strategy to automatically design biomarkers.
The basic ideas of our approach are: (1) to design composite biomarkers that are
maximally correlated with the hidden quantities they have to reveal, and minimally
correlated with respect to all the others; (2) to provide a set of quantities making
the parameter estimation better conditioned.

The biomarker design problem may be interpreted as a feature selection problem.
Most of the literature considers the problem of selecting features in the input space in
order to predict a given output (that may be the output of a computational model).
Even though the aim of this work is reverse we will momentarily consider, for the sake
of comparison, the biomarkers to be inputs and the parameters of interests to be the
outputs. A common strategy to select a subset of the available features is by ranking
or eliminating them according to a given criterion or score. This score may be based
on a sensitivity analysis (e.g. first-order sensitivity indices [1]), based on information
theory (e.g. Fisher information matrix [2] or mutual information [3]) or on the input
covariance matrix [4]. For other feature selection techniques and an overview of
the field, the interested reader is referred to [5]. Other methods consist in selecting
directions in the parameter space. In other words, instead of selecting a subset
of features, linear combinations of the features are sought. In Principle Component
Analysis directions of maximum variance in the parameter space are sought [6]. The
same principle holds for functional-PCA [7], its counterpart applied to the case where
the input space is a function space. Neither of these approaches take into account
the relationship between inputs and outputs. In Active Subspaces [8], directions
in the input space are sought so that the gradient of the output with respect to
these directions is maximum. In Partial Least Squares [9], directions are sought in
the parameter space so that their covariance with the output is maximum. In this
regard, this approach bears some similarities with the present work. Indeed, we look
for biomarkers that are maximally correlated with their respective parameters. The
main difference is that we also add the constraint that they are minimally correlated
with all remaining parameters. Another way to reduce the input space is to perform
a sparse linear regression using the Lasso algorithm [10]. The use of the `1 norm
penalization makes this approach similar to the present work even though the cost
function to be minimized is different.

Another aspect which makes the present approach different from previous works
is that the feature, or biomarker, selection is performed in order to simplify future
inverse problems. This issue has been addressed in [11] but is rarely the focus of
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feature selection studies. For a comprehensive review of inverse problem techniques,
the reader is referred to [12].

Our method is based on a semi-empirical approach. A mathematical model of
the system of interest is considered and a database of simulations is built, by taking
meaningful scenarios into account. Then, a dictionary of linear and nonlinear forms
of the observable is considered. Such a dictionary is user-defined and therefore the
efficiency of the proposed method relies on a relevant choice of its entries. Typically,
such a dictionary is built by considering first common or “classical” biomarkers
defined in the literature and then by incorporating agnostic features to enrich the
space spanned by the dictionary entries. The composite biomarker is defined as
a linear combination of the elements of the dictionary. The linear combination
is sought such that the resulting biomarker is maximally correlated to the hidden
quantity it refers to, and minimally correlated with respect to all the others.

From a practical point of view, at the computational cost of one single offline
database computation (done once for all), the expansion coefficients of the biomark-
ers on a dictionary of observable forms are computed, for a given experimental setup
or physical system. Then this result can be exploited for an unlimited number of
experiments. As a by-product, when doing parameter identification, the `2–distance
in the space of the biomarkers defines a metric which is the `2–distance in the space
of the hidden quantities, up to a controlled perturbation (see Proposition 1). This
makes the inverse problem less ill-conditioned and, in general, easier to solve.

The structure of the work is as follows. In section 2, the notation is introduced
and the method is described. In section 3, a property of the proposed composite
biomarkers is analyzed. The numerical methods used to solve the problem in practice
are described in Section 4. In section 5, three numerical experiments are shown. In
the first one, a synthetic case is considered to illustrate the approach and highlight
its features and performances. Then, two realistic examples are considered, one in
the context of electrophysiology and the other in hemodynamics. In both cases,
our algorithm provides composite biomarkers which lead to more efficient inverse
problems.

2. Problem setting

2.1. Notation

Let (Θ,A,P) be a complete probability space, Θ being the set of outcomes, A a
σ–algebra and P a probability measure. Let E [·] denote the expectation operator.
In the following, random variables are denoted by boldface letters.

We assume we have an ODE or PDE model, depending on p parameters θ1, . . . ,θp,
which, for the sake of simplicity, are assumed to be zero-mean unit-variance and mu-
tually uncorrelated (see remark 1).
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The observable of the model is defined as a function v from Rp to RM which
corresponds to the output of the parameterized equations. The observable can be
viewed as a random vector v of the following form:

v :

{
(Θ,A,P) −→ RM

(θ1, . . . ,θp) 7−→ v (θ1, . . . ,θp) .
(1)

Let us now define a biomarker g as a function from RM to R. A biomarker can also
be viewed as a random variable g defined as follows:

g :

{
(Θ,A,P) −→ R

(θ1, . . . ,θp) 7−→ g (v (θ1, . . . ,θp)) .
(2)

We introduce the biomarkers dictionary, a set of Ng biomarkers G =
{
g1, . . . , gNg

}
.

The biomarker gk is referred to as the k-th entry of the dictionary.
The purpose of this work is to derive p composite biomarkers corresponding to

the p parameters. The composite biomarker y(j) associated with the parameter θj
is sought as a linear combination of the dictionary entries:

y(j) =

Ng∑
k=1

w
(j)
k gk, ∀j ∈ {1, . . . , p}, (3)

where w
(j)
k , 1 ≤ k ≤ Ng, 1 ≤ j ≤ p, are the weights of the dictionary decomposition

and the unknowns of the problem. Analogously, a random composite biomarker is
defined as follows:

y(j) =

Ng∑
k=1

w
(j)
k g̃k, ∀j ∈ {1, . . . , p}, (4)

where g̃k = gk − E [gk], gk is the k-th random dictionary entry as defined in (2).

The vector of the unknowns (w
(j)
1 , . . . , w

(j)
Ng

) is denoted by w(j) in what follows.

Example: To illustrate the notation, consider the following parametric ODE model:{
u̇(t; θ1, θ2) = θ1u(t; θ1, θ2), t ∈ [0, T ],
u(0; θ1, θ2) = θ2.

(5)

The output of the model is assumed to be made of the values of the solution u at M
time instants t1, . . . , tM . Thus the observable v = (v1, . . . , vM) is defined as:

v :

{
R2 −→ RM

(θ1, θ2) 7−→ (u(t1; θ1, θ2)), . . . , u(tM ; θ1, θ2))) .
(6)

The dictionary is assumed to be made of Ng = 3 biomarkers G = {g1, g2, g3}, gi :
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RM −→ R, defined for example by:

g1 : (v1, . . . , vM) 7−→ max (v1, . . . , vM) ,
g2 : (v1, . . . , vM) 7−→ min (v1, . . . , vM) ,

g3 : (v1, . . . , vM) 7−→ 1
M

∑M
i=1 vi.

We will not discuss the choice of the entries of the dictionary: we just assume that
they are given and can be applied to the measurements of the phenomenon of interest.
Our wish is to build a quantity y(1) (resp. y(2)) that is well suited to the identification
of the parameter θ1 (resp. θ2). More precisely, the algorithm proposed in this work
will find two vectors w(1) and w(2) of R3 which define the two composite biomarkers
as:

y(1) = w
(1)
1 g1 + w

(1)
2 g2 + w

(1)
3 g3,

y(2) = w
(2)
1 g1 + w

(2)
2 g2 + w

(2)
3 g3.

Once the problem is solved, Proposition 1 below can give an a posteriori hint about
the quality of the dictionary with respect to the parameter estimation problem.

The following quantities will be useful to the definition of the algorithm:

Ck,l := E [g̃kθl] , for 1 ≤ k ≤ Ng, 1 ≤ l ≤ p,

Vk,l := E [g̃kg̃l] , for 1 ≤ k ≤ Ng, 1 ≤ l ≤ Ng,

ν(w(j)) = w(j)TV w(j), for 1 ≤ j ≤ p,

e(j) = (e
(j)
l )l=1,...,p, with e

(j)
l := δlj, for 1 ≤ j ≤ p, 1 ≤ l ≤ p,

(7)

where δlj is 1 if l = j and 0 if l 6= j.

2.2. Problem formulation

For j ∈ {1, . . . , p}, we define the composite biomarker y(j) by
∑Ng

k=1w
(j)
k gk, where

(w
(j)
k )k=1,...,Ng is solution to the minimization problem:

w(j)
∗ = arg min

w(j)∈RNg
Jλ(w(j)) (8)

with

Jλ(w(j)) = J (w(j)) +
λ(j)

Ng

‖w(j)‖`1(RNg ), (9)

and

J (w(j)) =
1

2
‖CTw(j) − e(j)‖2`2(Rp) +

ξ

2

(
ν
(
w(j)

)
− 1
)2
, (10)

where the parameters λ(j) and ξ are assumed to be given for now. Note that the
first part of J (w(j)) is convex while the second one is not.
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It follows from the definition of y(j) and the definitions in (7) that

CTw(j) = E
[
θy(j)

]
,

ν(w(j)) = E
[(
y(j)
)2]

.
(11)

Let us explain the rationale of problem (8). We remind the reader that the
parameters θ1, . . . ,θp are supposed to be zero-mean unit-variance random vari-
ables. Thus, the minimization of ‖CTw(j) − e(j)‖2`2(Rp) implies that y(j), defined

by
∑Ng

k=1w
(j)
k g̃k, has a covariance with parameter θj (i.e. E

[
y(j)θj

]
) close to 1, and

a covariance with the other parameters (i.e.
∣∣E [y(j)θl

]∣∣ ,∀l 6= j) close to 0. The

penalty term ξ
2

(
ν
(
w(j)

)
− 1
)2

will force the variance of y(j) to be close to one. The

penalty term λ(j)

Ng
‖w(j)‖`1(RNg ) tends to promote sparsity. The motivation behind the

sparsity promotion is twofold. First, the obtained biomarkers, if most values of w(j)

are zero, can be more easily interpreted. Second, `1–penalized models tend to be
more predictive and less prone to overfitting than `2–penalized ones, as proved for
example in the case of logistic regression in the comparative study [13].

Remark 1. The parameters θi have been assumed to be zero-mean unit-variance
and mutually uncorrelated. In the general case, the mean and the covariance of the
parameters read:

θi := E[θi],

Sϑij := E[(θj − θj)(θi − θi)].

When the matrix Sϑ is positive definite, there exists an affine change of coordinates
such that the transformed parameters have the properties assumed in the derivation
of the method.

Remark 2. Problem (8) corresponds to a penalization of a minimization problem
which has a unique solution (minimization of the strictly convex function Jλ over
the compact set defined by ν

(
w(j)

)
= 1).

3. Analysis of a property of the composite biomarkers

In this Section, we propose an estimation which illustrates the benefits of the
composite biomarkers as defined above. For the sake of simplicity, the analysis is
carried out in absence of `1-penalization, i.e. it is assumed that λ(j) = 0.

From a parameter identification perspective, an ideal configuration would be to
have the j-th composite biomarker y(j) proportional to the parameter θj. So we
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propose here to assess how far we are from this configuration and to relate this
distance to the value of the functional J (j). The result can also be viewed as an
indication about the quality of the biomarkers dictionary G.

The composite biomarker y(j), after the coefficients w(j) have been found, can
be seen as a function of the random variables θ1, . . . ,θp. We remind that the θj are
zero-mean unit-variance and mutually uncorrelated random variables, i.e E[θj] = 0,
E[θjθl] = δjl, ∀j, l. The expression of the biomarker y(j) can be decomposed into a
linear part with respect to the parameter vector θ = (θ1, . . . ,θp) and a non-linear
part as follows:

y(j) = θTα(j) + q(j), (12)

where α(j) ∈ Rp and q(j) : (Θ,A,P)→ R are such that E[q(j)θl] = 0,∀l.
Proposition 1. Decomposing the biomarker y(j) as in (12), we have:

‖q(j)‖2 ≤ K
(
J (j)

)1/4
,

where K is a constant, J (j) = J (w(j)) is defined as the minimum of (10), and
‖v‖22 = E[v2].

Proof. For convenience, the vector α(j) is decomposed in e(j) + γ(j), where e
(j)
l = δlj.

Let ∆(j) = θTγ(j). Inserting the formulas in (11) into Eq.(10) leads to:

J (j) =
1

2

∥∥E
[
θy(j)

]
− e(j)

∥∥2
`2(Rp)

+
ξ

2

(
E
[(
y(j)
)2]− 1

)2
, (13)

=
1

2

∥∥E [θθj] + E
[
θθT

]
γ(j) − e(j)

∥∥2
`2(Rp)

+
ξ

2

(
E
[
θ2j + ∆(j)2 + q(j)2 + 2∆(j)θj

]
− 1
)2
,

(14)

=
1

2

∥∥γ(j)∥∥2
`2(Rp)

+
ξ

2

(
E
[
∆(j)2

]
+ E

[
q(j)2

]
+ 2E

[
∆(j)θj

])2
, (15)

=
1

2
‖∆(j)‖22 +

ξ

2

(
‖q(j)2‖22 + ‖∆(j)‖22 + 2E

[
∆(j)θj

])2
. (16)

First, we notice that ‖∆(j)‖2 ≤
√

2
(
J (j)

)1/2
. Then, applying the Cauchy-Schwarz

inequality and observing that ‖θj‖2 = 1, ∀j, we have:

‖q(j)‖22 ≤
1√
ξ

(
2J (j) − ‖∆(j)‖22

)1/2
− ‖∆(j)‖22 − 2E[∆(j)θj]

≤
√

2

ξ

(
J (j)

)1/2 − ‖∆(j)‖22 + 2‖∆(j)‖2 ≤
√

2

ξ

(
J (j)

)1/2
+ 2‖∆(j)‖2,

≤ K2
(
J (j)

)1/2
(17)

with K2 =
√

2/ξ + 2
√

2. ♦
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The result of the proposition shows that q(j), which is the nonlinear part (with
respect to the parameters) of the biomarker y(j), has a norm ‖ · ‖2 controlled by
the value of the functional J (j), which is minimized. If the value of the functional
is close to zero, then, the norm of q(j) is close to zero. Thus, the biomarker, which
is a nonlinear map of the observable, is close to a linear map of the parameters.
In addition, this linear map is a perturbation of the identity. The amplitude of
this perturbation is measured by the quantity ‖∆(j)‖2 introduced in the proof of

Proposition 1, and it was noticed that ‖∆(j)‖2 ≤
√

2
(
J (j)

)1/2
. This shows that if

the value of J (j) is small, then the `2–distance of the biomarkers is close to the `2–
distance of the parameters. This property is particularly appealing when considering
parameter identification problems, as will be shown below.

In conclusion, it is desirable that the value of J (j) be as small as possible. Thus,
the value reached by J (j) once the minimization has been performed can be seen as
an a posteriori indicator of the quality of the dictionary.

Remark 3. If the smallness of J (j) is not deemed satisfactory, the biomarkers dic-
tionary may be augmented with additional entries. Knowing a priori the typical
number of entries in the dictionary required to obtain a small enough cost function
is a challenging task. This important question goes beyond the scope of the present
paper.

4. Numerical methods

4.1. Discretization

The expectation operators appearing in the definition (7) are approximated
by a Monte-Carlo method. In the offline phase, N samples of the random pa-
rameters (θ1, . . . ,θp) are drawn and stored in the matrix P ∈ RN×p. For each
sample (θ1,i, . . . , θp,i), i ∈ {i, . . . , N}, the computational model is evaluated and
v (θ1,i, . . . , θp,i) is computed. The entries of the matrix G ∈ RN×Ng are then defined
by:

Gi,k = gk(v (θ1,i, . . . , θp,i))−
1

N

N∑
i=1

gk(v (θ1,i, . . . , θp,i)). (18)

4.2. Solution of the optimization problem

The `1 penalty term makes the objective function Jλ not differentiable. A
standard way to deal with this difficulty is to introduce the change of variables
w(j) = w

(j)
+ − w(j)

− , where w
(j)
+ (resp. w

(j)
− ) is the positive (resp. negative) part of
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w(j) [14]. The minimization problem can then be recast as follows:
min

w
(j)
+ ,w

(j)
−

J (w
(j)
+ − w(j)

− ) + λ(j)

Ng

(
1Tw(j)

+ + 1Tw(j)
−

)
s.t.

w
(j)
+ ≥ 0

w
(j)
− ≥ 0

, (19)

where 1 denotes the vector of ones in RNg . Note that while the non-differentiability
issue of the `1–norm is avoided, the number of unknowns is doubled and 2Ng in-
equality constraints are added.

Many algorithms can be used to solve the constrained optimization problem
in (19). In the present work, we choose the Nesterov accelerated gradient descent
method [15, 16] in which, at each step, the unknowns are projected onto the con-
straint set if they do not satisfy the inequality constraints. Given the type of con-
straints, this projection is straightforward. The gradient to be used in the Nesterov
gradient descent iterations reads:

∂
w

(j)
+
Jλ =

1

N
GTP (

1

N
P TGw(j) − e(j)) +

2ξ

N
(

1

N
w(j)TGTGw(j) − 1)GTGw(j) +

λ(j)

Ng

1,

∂
w

(j)
−
Jλ = − 1

N
GTP (

1

N
P TGw(j) − e(j))− 2ξ

N
(

1

N
w(j)TGTGw(j) − 1)GTGw(j) +

λ(j)

Ng

1.

(20)

4.3. Choice of the penalty parameter ξ

A very simple automatic tuning of the penalty parameter ξ is performed along
the resolution of the minimization problem (19): starting from an initial guess, it is
increased until the constraint is verified up to a certain tolerance parameter εc. The
strategy is summarized in Algorithm 1 in the Annex A1.

4.4. Choice of the penalty parameter λ(j)

Two strategies are proposed to set the regularization parameters λ(1), . . . , λ(p):
“L-curve” criterion and training error threshold.

“L-curve” criterion. A common way to set the regularization parameters involves
computing the so-called “L-curve” which represents the balance between the spar-
sity of the solution and the corresponding training error. Here, the sparsity of
the solution is measured by ‖w(j)‖`1(RNg ). The training error corresponding to the

biomarker y(j) is defined as ‖ 1
N
P TGw(j)− e(j)‖`2(Rp) and quantifies how well the dis-

crete biomarker y(j) = Gw(j) fulfills the objectives for a given training set {P,G}.
The problem in (19) is solved for different values of λ(j) and therefore one L-curve
is obtained for each biomarker y(j) (i.e. for each parameter θj) for j = 1, . . . , p. In
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Figure 1 an example of L-curves is provided when considering the first two parame-
ters of the model presented in Section 5.3. A natural way to determine λ(j) from the

0.0 0.1 0.2 0.3 0.4 0.5

‖ 1
N P TGw(j) − e(j)‖ℓ2(Rp)

0.0

0.1

0.2

0.3

0.4

0.5
1 N
g
‖w

(j
) ‖

ℓ1
(R

N
g
)

λ =1e-06

λ =0.001

λ =0.02
λ =2.0 λ =20.0

j = 4

j = 5

Figure 1: The “L-curve” is obtained for the first two parameters of the test case presented in
Section 5.3. The `1-norm of w(j) is plotted against the training error for different values of λ(j).
Here, λ(j) varies between 10−6 and 20.

L-curve is to choose the λ(j) that maximizes its curvature. It is, in practice, a good
compromise between an over-fitted (λ(j) is too small) and an over-regularized (λ(j)

is too large) solution, as detailed in [17] where several approaches are compared. It
also has the advantage of not requiring other hyperparameters.

Training error threshold. Another way to set the regularization parameters is to
choose the largest λ(j) so that a user-defined training error is respected. While easy
to implement, this requires an additional tuning parameter.

5. Numerical Experiments

5.1. Parameter identification algorithm

One of the outcomes of the proposed methodology is to make the parameter es-
timation easier. Before illustrating this feature in numerical experiments, we briefly
present in this section the strategy used to identify parameters.

The parameter estimation is formulated as an optimization problem, in which
the misfit between measurements and the simulated observables is minimized. The
cost function has the following form:

J1(θ) =
1

2
‖v(θ)− v∗‖2`2(RM ) , (21)
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where v∗ ∈ RM denotes the vector of measurements from which the parameters true
values θ∗ are to be estimated. In the following numerical experiments, v∗ is simply
a noisy evaluation of the model:

v∗ = v(θ∗) + (η1, . . . , ηM) (22)

where the ηi are independent realizations of η ∼ N (0, τ 2).
When considering the composite biomarkers, the cost function reads:

J2(θ) =
1

2
‖y(v(θ))− y(v∗)‖2`2(Rp) . (23)

The minimization is performed with a simplification of Powell’s BOBYQA algo-
rithm [18] which relies on successive quadratic approximations of the cost function.
Starting from an initial guess, the cost function is locally evaluated and approxi-
mated by a quadratic function from which the minimum is easily computed. This
iterative process does not require any gradient evaluation and converges, in prac-
tice, faster than the classical gradient descent. The algorithm, later referred to as
gradient-free minimization, is presented in Algorithm 2 in the Annex A2.

5.2. A synthetic model
To start with, we illustrate our algorithm with a simple algebraic model defined

as follows:

u(x; θ1, θ2) = x2 exp

(
−(θ21 + θ22 −R2)2

2σ2
0

)
+ θ1 exp

(
−(x− (x1 + αθ1))

2

2σ2
1

)
+ θ2 exp

(
−(x− (x2 + αθ2))

2

2σ2
2

)
, x ∈ [−1, 1]

(24)

with the following fixed parameters: R = 0.75, x1 = −0.5, x2 = 0.5, α = 0.1,
σ0 = 0.2 and σ1 = σ2 = 0.1. Here, x is the state variable and the uncertain
parameters are θ1 and θ2. The segment [−1, 1] is discretized into a uniform grid of
M = 201 nodes x1, . . . , xM . The observable v is defined as follows:

v :

{
R2 −→ RM

(θ1, θ2) 7−→ (u(x1; θ1, θ2)), . . . , u(xM ; θ1, θ2)))
(25)

The biomarkers dictionary is composed of Ng = M entries defined as follows:

gk :

{
RM −→ R

(v(θ1, θ2)1, . . . , v(θ1, θ2)M) 7−→ v(θ1, θ2)k
, 1 ≤ k ≤ Ng. (26)

Note that, in this particular example, (g1(v), . . . gNg(v)) and v coincide but this is not
always the case. More complex transformations of the observable will be presented
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in the next numerical examples.
The biomarkers dictionary entries are the values of the model at each node of the

discretized domain u(x1), . . . , u(xNg). The training set is generated with N = 103

samples of (θ1, θ2) drawn from the normal distribution N (µ,Σ), where µ = (0, 0)
and Σ = 2.5 · 10−1 × I2.
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Figure 2: Model outputs for different values of θ1, θ2.

5.2.1. Biomarkers computation

The procedure described in Section 4 is applied to the present test case. The
thresholding method is used to choose the regularization parameters λ(1) and λ(2).
The method in Algorithm 1 is used with a constraint tolerance εc = 10−3. The
threshold on the training error is set to 10−2 which yields λ(1) = 0.11 and λ(2) = 0.09.
The obtained biomarkers weights w(1) and w(2) are represented in Fig. 3 as well as
the composite biomarkers y(1) and y(2) with respect to the parameters. Note that
most coefficients are zero, as expected with the sparsity promoting `1 penalty.

5.2.2. Parameter estimation

Here, we highlight how using the previously obtained composite biomarkers leads
to easier inverse problems. In the context of a parameter estimation problem, one
seeks the true values of the uncertain parameters θ∗ from a measurement v∗ as
defined in (22) with θ∗ = (0.3, 0.3) and τ = 2 · 10−2. We propose to perform a
parameter estimation using J1 and J2 with a gradient-free minimization. The cost
functionals J1 and J2 as function of θ1, θ2 are plotted in Fig. 4. While J1 features
local minima and is non convex, the functional J2 has only one global minimum,
corresponding to the true solution. The results of the parameter estimations are
summarized in Table 1. As expected, the parameter estimation fails when using J1
in the sense that the distance to the true solution at the end of the minimization
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Figure 3: Analytical model: biomarkers weights (top) and corresponding biomarkers (bottom).
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procedure is large. The minimization method falls, for J1, into a local minimum
as seen in Fig. 4. On the contrary, the minimization succeeds in finding the true
solution when using J2 (using the composite biomarkers).

5.2.3. Influence of hyperparameters

Using the analytical model, we now investigate the influence of the regularization
parameters λ(1), λ(2) and the training set parameters samples (denoted in matrix
form by P ). For the sake of simplicity and because θ1 and θ2 have essentially
symmetrical effects, the study will be restricted to the cases where λ(1) = λ(2). In
Figure 5, the cost function J2(θ1, θ2) associated with the inverse problem in (23) is
represented for a regularization parameter increasing from 10−5 to 101. For high
values of λ(j), the cost function loses its convexity since the penalty term in (8)
becomes predominant.
In Figure 6 is represented J2(θ1, θ2) for different training set parameters samples P .
Using the same number of samples (N = 103) and same standard deviation, the
samples are drawn from a normal distribution with different means. The method is
robust with respect to the choice of training set in the sense that the cost function
remains convex even when the training set center is far from the true solution, except
in the last case (µ = (−2,−2)).

5.3. A model in electrophysiology

In this section, the proposed methodology is applied to a cardiomyocyte (heart
muscle cell) electrophysiology model. Cardiomyocytes are contractible cells that
react to an electrical activation. Detailed electrophysiology models have been de-
veloped to reproduce the cardiomyocytes complex electrical activity. Such models
consist in general in a set of nonlinear coupled ODEs of the following form:

dV

dt
=

m∑
i=1

Φi(V, t),

Φi(V, t) = κifi(V, zi) for 1 ≤ i ≤ m,
dzi
dt

= ζi(V, zi) for 1 ≤ i ≤ m.

(27)

‖θ(niter) − θ∗‖`2(Rp) niter

J1 1.31× 100 7

J2 6.14× 10−3 18

Table 1: Parameter estimation using Powell’s method. Both approaches (J1 and J2) are compared
in terms of number of iterations to reach convergence and distance from the converged solution
θ(niter) to the true solution θ∗
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Despite a wide variety of models, most of them share this common structure. The
integer m corresponds to the number of different kinds of ionic currents and ranges
from 1 to more than 30 depending on the model’s precision level. In this paper, the
model by Davies et al. [19] was chosen. It countsm = 17 ionic currents, 29 ODEs and
is designed to model cardiomyocytes belonging to the ventricular region of the canine
heart. The observable quantity is the action potential (AP), denoted by V in (27). It
corresponds to the electrical potential difference between the inside and the outside
of the cell. It drives the heart contraction and its alteration is at the origin of many
cardiac diseases. In Figure 8 is plotted a typical AP along with some biomarkers
that are commonly extracted from it. In our case, the parameters of interest are
the conductances, κi in (27). They are the parameters commonly calibrated to fit
different kind of cells or to model diseases and drug-induced AP alterations. We
chose to retain 5 of these conductances as the parameters of interest, namely DKr,
DK1, Cto1, DCa,L and DNaCa. Each parameter θj, 1 ≤ j ≤ is a multiplicative factor
of the corresponding parameter reference value, which is equivalent to making the
following modifications in the original model:

DKr = θ1D̄Kr, DK1 = θ2D̄K1, Cto1 = θ3C̄to1, DCa,L = θ4D̄Ca,L,

DNaCa = θ5D̄NaCa,

where the bar symbol refers to the published values. Estimating this kind of pa-
rameters has many applications in electrophysiology, ranging from fitting models
to experiments [20, 21, 22] to obtaining insights into disease-induced cell modifica-
tions [23]. Most often, this inverse problem is solved by using biomarkers.

Figure 9 shows how correlated these 5 parameters of interest are with their clas-
sically associated biomarkers. The latter are, respectively, APD90, RMP, Vnotch,
APD50/APD90, APD50 (see Figure 8). This choice of biomarkers reflects the com-
mon associations made in the literature [19, 24, 25]. Without surprise, this result
shows that the classically adopted biomarkers are indeed correlated with the pa-
rameters of interest. Nevertheless, it also shows that each feature is not maximally
correlated with its corresponding parameter and that it is also correlated with the
other parameters. There is therefore room for improvement, and we propose to
test if our strategy to define composite biomarkers can lead to a better parameter
estimation.

We apply our method to a dictionary of 104 entries computed from V (t) + η,
where η ∼ N (0, τ) with τ = 0.5. More details about the dictionary entries may be
found in the Annex A3. This corresponds to a SNR of 43 dB. The dictionary entries
are the AP values at different times, the products of AP values at different times,
the time derivatives, the integral over time, the PCA coefficients and the “classical”
biomarkers (see Figure 8). The training set is generated with N = 5× 104 samples
drawn from a uniform distribution over the hypercube [0.5, 3]5. This means the
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conductances κi are allowed to vary from half to three times their reference values.
The penalization parameter ξ is fixed and set to 1. A posteriori verifications show
that the error on the variance constraint does not exceed 10−2 in practice.

The regularization parameters are set using the L-curve criterion.
As an example, Figure 7 shows the resulting biomarker for parameter θ3. Inter-

estingly, the algorithm finds that the composite biomarker is a correction of Vnotch,
which is indeed the biomarkers classically associated with parameter θ3.

Vnotch

Figure 7: Biomarker weights w(3) associated with θ3. The composite biomarker is actually a
correction of the classically associated one Vnotch.

The obtained composite biomarkers are now used to solve parameter estimation
problems. Figure 10 shows an example of such an inverse problem. Given a certain
true value θ∗ and initial guess θ(0), both in [0.5, 3]5, the parameter estimation is
carried out by minimizing J1(θ) and J2(θ) with the gradient-free method described
in Algorithm 2. In this specific example, minimizing J1 fails to reach the true
solution because it falls into a local minimum, whereas minimizing J2 leads to the
true solution.

We now propose to illustrate the advantage of using composite biomarkers in-
stead of the time series to identify parameters. Since the efficiency and the accuracy
of the parameter estimation strongly depends on the initial guess and the sought val-
ues, we carry out a statistical survey: 25 samples are randomly drawn from [0.5, 3]5

and an inverse problem is executed for each two-point combination. This amounts
to 625 inverse problems. Each inverse problem is carried out twice by minimizing J1
and J2 and the estimation error is stored. Here, the estimation error is simply de-
fined as the 2–norm between the true solution and the solution of the minimization
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problem. Figure 11 shows the histogram of estimation errors in both cases. When
using the composite biomarkers instead of the whole time series, the estimation error
is in average smaller and is less spread (lower standard deviation). In the first case,
the estimation error has mean 0.12 and standard deviation 0.16. In the second case,
the estimation error has mean 0.44 and standard deviation 0.43.
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Figure 8: Action potential (V (t) in (27)) computed using the Davies model. Common features
associated with the parameters of interest used in the literature are also represented.

5.4. A model of systemic blood flow circulation

A last an application is provided concerning the hemodynamics in a networks
of arteries. The motivation is for example the monitoring of hypertensive patients,
for which it is important to assess arteries stiffening from non-invasive measure-
ments. The biomarker which is typically used in practice is the Pulse Wave Velocity
(PWV), which is the average speed of the pressure waves travelling from carotid to
femoral arteries. But arterial stiffness is not the only property affecting the PWV.
Daily fluctuations of PWV can be explained as the interplay of different phenom-
ena occurring in the cardiovascular system, such as the different metabolic need of
the peripheral organs or the fluctuation in the heart rate due to physical activity.
In what follows, the possibility of correcting PWV is studied, in order to have a
biomarker which is more intrinsically related to arteries stiffness.

The main 55 arteries of the human body are considered, and the fluid-solid
interaction occurring in blood vessels is described by means of a simplified 1-D
model (see e.g. [26, 27, 28]). The resulting system is a set of coupled hyperbolic
partial differential equations in the unknowns (Ai, qi), where Ai(x, t) is the cross-
sectional area of the i-th vessel and qi(x, t) is the sectional averaged blood velocity,
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Figure 11: Histograms of the parameter estimation error for the 625 inverse problems carried out
with both J1 and J2 as the inverse problem cost function.

x ∈ [0, `i] being the axial coordinate of the i-th vessel, t ∈ R+ being the time. The
system takes the following form:

∂tAi + ∂x (Aiqi) = 0, (28)

∂tqi + ∂x

(
q2i
2

+
pi
%

)
= −κ qi

Ai
, (29)

where % is the blood density, κ a friction coefficient, pi(x, t) is the pressure in the
vessels which is related to the cross-sectional area through the following algebraic

relation: pi = p0 + β
(
A

1/2
i − A(0)1/2

i

)
, where β is the elastic coefficient [26] and A

(0)
i

is the cross sectional area of the i-th vessel, at rest. The boundary conditions for
the model are of three natures. First, the flow Q(t) is imposed at the inlet of the
ascending aorta as follows:

A1(0, t)q1(0, t) = Q(t). (30)

Q(t) is user-defined and is supposed to mimic the heart activity. Second, the effects
of the organs and micro-circulation are modeled by standard three-element Wind-
kessel models at the outlets [28]. Third, boundary conditions at the bifurcations are
set by enforcing mass conservation and continuity of total pressure. The model is
discretized and solved following [29] where a kinetic scheme is considered.

The model, having more than 100 free parameters, suffers from a severe identi-
fiability issue when using realistic data. Hence, the model has been reparametrised
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by introducing 8 hyper-parameters, accounting for the main source of variability in
the observed data. In particular, the main goal is to be able to represent (in a simple
way) the daily fluctuations of the blood flow in the network as well as the variability
in the material properties of the arteries. The stiffness of the different segments has
been parametrized as follows:

βi = θ1 + θ2β
(ref)
i , (31)

where β
(ref)
i is a reference elastic coefficient for the i-th vessel, available in the

literature [27]. The three-element Windkessel model parameters have been grouped
into three sets: the first one gathers the terminal models of the upper part of
the body, the second one gathers those of the central part and the last one the
lumped models of the lower body. For each, the distal resistance is rescaled, and the
capacitance is set in such a way that the characteristic time of the circuit remains
unchanged:

Ru,j = θ3R
(ref)
u,j , Cu,j =

C
(ref)
u,j

θ3
, (32)

Rc,j = θ4R
(ref)
c,j , Cc,j =

C
(ref)
c,j

θ4
, (33)

Rl,j = θ5R
(ref)
l,j , Cl,j =

C
(ref)
l,j

θ5
. (34)

Three additional parameters account for variations in the cardiac output and cardiac
rhythm:

Q(t) =

{
θ6 sin

(
π

θ7Ts
t
)

0 ≤ t ≤ θ7Ts

0 θ7 < t ≤ θ8T
, (35)

where Ts = 0.25s is the systolic period and T = 0.8s is a reference cardiac period.
The training set is generated by drawing N = 1024 samples of θ = (θ1, . . . , θ8)

from the normal distribution N (µ,Σ), where µ = (0, 1, 1, 1, 1, 1, 1, 1) and Σ =
0.052× I8. The flow and pressure signals are computed by integrating the model for
these samples. With the variability considered, the fluctuation in terms of pressure
and flow are about 20%, which is enough to cover meaningful scenarios of daily
fluctuations.

The dictionary is built as follows. In three distinct locations – the carotid, the
subclavian artery and the femoral artery – average in time, maximum and minimum
value of pressure, flow, and mechanical power Pm = pAq are taken. The last three
elements of the dictionary are PWV taken from carotid to femoral, from carotid to

21



subclavian and from subclavian to femoral. The dictionary is ordered as follows:

G = {(Aq)0, . . . , (Aq)8, p0, . . . , p8, Pm,0, . . . , Pm,8, PWV0, PWV1, PWV2} .

The method is used with λ(j) = 10−3, ∀j ∈ {1, . . . , 8}. The penalization parameter
ξ is fixed and set to 1. A posteriori verifications show that the error on the variance
constraint does not exceed 10−2 in practice.
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Figure 12: Correlation of PWV with respect to all parameters (black) and correlation of y(2), the
composite biomarker associated with θ2, with respect to all parameters (red).

In Fig.12, the red squares (resp. the black dots) show the correlation coefficients
between the biomarker y1 provided by our algorithm (resp. the PWV) and each of
the 9 parameters. The PWV is significantly correlated to θ1, which is not a surprise
since the arterial stiffness is known to be linked to the PWV. But the PWV also
has a significant correlation (of about 0.3 − 0.4) with the peripheral resistances of
the central body and with the cardiac output. This provides a possible explanation
for the observed daily fluctuations of the PWV. On the contrary, the biomarker y1
provided by our method has a higher correlation with respect to θ1 and a negligible
correlation with respect to all the other parameters.

Interestingly, the decomposition of the biomarker onto the dictionary sheds some
light onto the physical interpretation of the correction. In Fig.13 the expression of
w(2) is shown. We can observe that it is sparse. As expected, the PWV from carotid
to subclavian is selected. Then, the correction is provided by a combination of
the mechanical power. It is remarkable that the relevant quantity proves to be the
product of the flow and the pressure, but not the flow and the pressure separately.

22



0 5 10 15 20 25 30

entry index

−3

−2

−1

0

1

2

3

w
(2

)

PWV

Figure 13: Biomarker expression on the dictionary, for y(2)

In conclusion, if we are interested in estimating the arterial stiffness, the algo-
rithm suggests that it could be more relevant to consider a combination of PWV
and mechanical power rather than just the PWV.

This result is preliminary and would require a deeper investigation. Nevertheless,
it shows an example of possible applications of the proposed method to correct the
expression of standard biomarkers used in hemodynamics.

6. Conclusions and Perspectives

In this work a method is proposed to define composite biomarkers. A semi-
empirical approach is used, that consists in building a database of simulations and
exploiting the results in order to define biomarkers which are maximally correlated
to the parameters they are meant to monitor and minimally correlated with respect
to all the others. Such an objective is translated into an optimization problem and
the biomarkers are sought as the solution of its discretized version. The biomarkers
are, by construction, linear combinations of dictionary entries that comprise rele-
vant features found in the literature and additional quantities computed from the
observable signal. Furthermore, a sparsity-promoting penalization ensures that the
obtained biomarker representation on the dictionary entries are sparse and, often,
easily interpretable. As a by-product, a metric in the space of the observable is
obtained which is equivalent, up to a small perturbation, to the `2–distance in the
space of parameters. The final cost function of the optimization problem can be
used as an a posteriori estimate of the biomarkers dictionary quality. In case this
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cost is deemed to high, additional entries may be added to the dictionary using ag-
nostic or model-driven quantities. The method can be exploited in order to enhance
the robustness of the biomarkers which are used in biology and medicine by using
numerical simulations. Furthermore, it can be used to regularize inverse problems
and make them less ill-conditioned.

The proposed approach is particularly suited to biomedical applications where
biomarkers are often preferred to raw measurements. However, the authors believe
the methodology presented in this work could find applications beyond this scope.
For all the systems in which several signals are measured and predictions, identifi-
cation, statistical learning tasks have to be performed, the proposed approach could
be of some help. For instance, applications could be considered in environmental
sciences, ecology, climate monitoring or geophysics.
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Annexes

A1. Algorithm to solve the minimization problem (19)

Input:

• Sparsity promoting parameter: λ(j)

• Initial guess: w(j),0

• Stopping criteria: absTol and relTol

• Constraint tolerance: εc

• Constraint penalization parameter (initial guess): ξ

• Constraint penalization parameter update factor: α > 1

i← 0;

r(0) := Jλ(w
(j),0); // Residual

while r(i) < absTol or
∣∣r(i) − r(i−1)∣∣ < relTol× r(i) do

if
∣∣ν(w(j),i)− 1

∣∣ > εc then
ξ ← αξ ; // increase constraint penalization parameter

end

Compute gradient: ∂
w

(j)
±
Jλ(w

(j),i); // using (20)

Update weights: w(j),i+1 := f(w(j),i, ∂w(j)Jλ(w
(j),i); // Nesterov formula

Update residual: r(i+1) := Jλ(w
(j),i+1);

i← i+ 1 ;

end

Algorithm 1: solve the minimization problem (19) with an automatic tuning
of parameter ξ.
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A2. Algorithm to solve the parameter identification problem

Input:

• Cost function: J(θ) (see Eqs. (21),(23))

• Initial guess: θ(0)

• Bracket size: γ

• Stopping criteria: absTol and relTol

i← 0;

r(0) := J(θ(0));

while r(i) < absTol or
∣∣r(i) − r(i−1)∣∣ < relTol× r(i) do

for j = 1 to p do

Fit quadratic model Q(s) to f(s) = J(. . . , θ
(i)
j−1, s, θ

(i)
j+1, . . .) for

s ∈ I(i)j = [θ
(i)
j − γ, θ(i)j + γ];

Update: θ
(i+1)
j := arg min

s∈I(i)j

Q(s);

end

Update residual: r(i+1) := J(θ(i+1));
i← i+ 1 ;

end

Algorithm 2: Alternate directions descent quadratic approximations for the
parameter identification problem (simplification of Powell’s BOBYQA algo-
rithm [18]).

A3. Action potential biomarkers

The 104 dictionary entries for the action potential model used in Section 5.3 are
hereby described.

Action potential durations. The first entries correspond to action potential durations
(APDx) at x% repolarization. They are defined as the amount of time during which
the action potential remains above its peak value minus x% of its amplitude. There
are 8 APD values in the dictionary: APD90, APD80, ..., APD20.

Other classical biomarkers. Some classical biomarkers are also added, respectively
APD50/APD90, APA (AP amplitude), RMP (resting membrane potential).

Action potential values. The following entries are action potential values at 61 dif-
ferent time steps between 0ms and 600 ms. Vnotch is the 6th of these entries.

Derivatives and integrals. The following entries are dV/dtmax (maximum derivative
during the upstroke), dV/dtmin (minimum derivative during the repolarization) and
AUC (area under curve).
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Auto-correlation. 21 entries correspond to products of the action potential values at
different time steps of the form: V (ti) ∗ V (tj).

PCA coefficients. Finally, 8 entries correspond to the first 8 coefficients of a trun-
cated PCA expansion of V (t).
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