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Abstract
We study bandit best-arm identification with arbitrary and potentially adversarial rewards. A simple
random uniform learner obtains the optimal rate of error in the adversarial scenario. However, this
type of strategy is suboptimal when the rewards are sampled stochastically. Therefore, we ask: Can
we design a learner that performs optimally in both the stochastic and adversarial problems while
not being aware of the nature of the rewards? First, we show that designing such a learner is impos-
sible in general. In particular, to be robust to adversarial rewards, we can only guarantee optimal
rates of error on a subset of the stochastic problems. We give a lower bound that characterizes the
optimal rate in stochastic problems if the strategy is constrained to be robust to adversarial rewards.
Finally, we design a simple parameter-free algorithm and show that its probability of error matches
(up to log factors) the lower bound in stochastic problems, and it is also robust to adversarial ones.
Keywords: multi-armed bandits, best-arm identification, adversarial and stochastic rewards

1. Introduction

In best-arm identification (Maron and Moore, 1993; Bubeck et al., 2009), the learner tries to identify
the arm (option, decision) with the highest (expected) average reward amongK given arms. At each
round t of the game (the interaction of the learner with its environment), each arm k is assigned a
reward gk,t. On this very same round t, a learner chooses an arm It and only observes the reward of
that arm, gIt,t, while the rest of the vector gt is hidden from the learner.

Typically, we assume stochastic rewards: Each arm k is associated with a distribution νk and,
for all k and t, the gk,t is sampled i.i.d. from νk. In this paper, we aim for a robust solution for this
setting and we allow the possibility that the rewards are non-stochastic. The rewards could have
been chosen even by an oblivious adversary: The rewards are fixed before the start of the game but
they are not necessarily drawn i.i.d. from a distribution. We focus on fixed-budget, where a total
number of arm pulls n is fixed and the learner wishes to identify, as accurately as possible, the arm
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that attains the highest cumulative reward. However, the results extend to a fixed-confidence case
as we discuss in Section 6, together with adaptive adversaries and other cases.

Given g and round n, we define the cumulative gain of arm k as Gk =
∑n

t=1 gk,t. Same as
for adversarial bandits for cumulative-regret (Auer et al., 2002), the best arm in hindsight is defined
as k?g = argmaxk∈[K]Gk.1 In a similar way, we define the gaps in hindsight with respect to g

between two arms k and j as ∆g
k,j ,

1
n

∑n
t=1(gk,t − gj,t), giving a good proxy for the difficulty of

discriminating between these two arms even in an adversarial environment. We design a learner and
show that the probability2 of error at round n given g against any fixed adversarial reward design g
is bounded by a measure of complexity depending on the gaps in hindsight with respect to g and n.

Next, we discuss the motivations for studying non-stochastic best-arm identification. First,
learning in the presence of adversarial data implies robustness. In a real-world best-arm identifi-
cation, such as clinical trials or online ad recommendation, the assumption of i.i.d. data may not be
valid. For instance, there could a correlation between subsequent pulls of an arm. It is also possible
that an adversary is trying to obscure the correct results: For example, the adversary might use a bot-
net to make the learner sell more ads. As discussed by Bubeck and Cesa-Bianchi (2012, Section 3),
a deterministic learner or a learner that eliminates arms with low observed cumulative reward in an
early stage of the game could be easily fooled by an adversary feeding it uninformative rewards in
each of its deterministic pulls or in early stages of the game. Therefore, an efficient learner needs to
employ internal randomization and pull each arm with a positive probability pk,t , P(It = k).

Best-arm identification with completely adversarial rewards is so difficult that a very conserva-
tive approach is already near-optimal. In Section 3 we show that by playing the arms uniformly at
random, the learner obtains the optimal gap-dependent rates of error against worst-case adversarial
sequence. In the stochastic case, however, picking arms uniformly at random is suboptimal. This
reveals the best of both worlds (BOB) question: Is there a learner that attains the optimal error
rates in both the stochastic and adversarial settings without knowledge of the environment?

To study the above question, we face a number of challenges: How to efficiently mix the needs
for randomization and exploration with the urge to pull the most promising arms? Can the learner
detect if the rewards are stochastic or adversarial? What is an appropriate estimate of Gk? In the
stochastic case, Ĝk , n

∑n
t=1 1{It=k}gk,t∑n
t′=1 1{It′=k}

is commonly used, but if not used carefully, it can be

easily biased by an adversary. In the adversarial case, G̃k ,
∑n

t=1
gk,t
pk,t

1{It = k} is usual but it can
have a high variance if pk,t is small (scaling with

∑n
t=1(1/pk,t)). Controlling this potentially large

variance, especially when dealing with a stochastic problem, is one of the main challenges that we
face. In particular, high variance can happen if a learner explores uniformly for too long.

Our contributions We consider a new formulation of the adversarial best-arm identification. We
study whether a BOB result is possible for fixed-budget best-arm identification. We answer the
question negatively and show that for a class of stochastic problems, no robust (to adversary) learner
can achieve the optimal stochastic error rates. To prove this result, we introduce a new measure
of complexity of the stochastic part of the task. This measure of complexity gives the problem-
dependent error rates that a robust learner can guarantee in any stochastic problem. We study this
new complexity in different stochastic regimes and provide several positive examples where BOB is
possible but also several negative ones. We notice that even in stochastic problems where our lower

1. An alternative definition of best-arm identification could be predicting argmaxk∈[K]gk,n+1. However, this is impos-
sible in the adversarial case where gk,n+1 can be chosen arbitrarily without any dependence on gk,[n].

2. Note that in our setup, given g, the randomness comes solely from the potential internal randomization of the learner.
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bound seems to indicate that BOB is achievable, the robust uniform learner is clearly suboptimal.
Therefore there is a need for a new algorithm to bridge the gap. In Section 5, we design a simple
parameter-free learner and show that its error rate matches, up to log factors, the lower bound in the
stochastic case as well as those of the uniform strategy in the adversarial case.

Related work The stochastic best-arm identification was introduced in the fixed-budget setting
by Bubeck et al. (2009) and Audibert et al. (2010). Refined upper and lower bounds can be found
respectively in the works of Karnin et al. (2013) and Carpentier and Locatelli (2016). For cumulative
regret, the BOB question was raised by Bubeck and Slivkins (2012). Seldin and Slivkins (2014) gave
a practical algorithm for addressing the same problem (see also Seldin and Lugosi, 2017). A lower
bound and a refined upper bound for the problem was given by Auer and Chiang (2016).

Best-arm identification has been studied in a different non-stochastic setting by Jamieson and
Talwalkar (2016) and Li et al. (2016). At round t for its m-th pull of arm k, their learner observe
gk,m, whereas our learner observes gk,t. Moreover, their work is specifically tailored for online hy-
perparameter optimization of learning methods, where the value of each hyperparameter is assumed
to converge, at some unknown rate, to its true value as it is given more resources (e.g., data or time).
Therefore, their objective is to identify the best arm once the convergence has happened while in
our setting, we do not assume any convergence and are interested instead in comparing the cumu-
lative rewards Gk of each arm. By assuming convergence of the arms and asymptotically having
the learner observe all the rewards, they prove that a state-of-the-art deterministic learner from the
vanilla stochastic best-arm identification also solves their setting.

Allesiardo and Féraud (2017) and Allesiardo et al. (2017) analyze a non-stationary stochastic
best-arm problem in a fixed-confidence setting but under the assumption that the game can be split
into independent sub-games where the identity of the best arm does not change. This assumption
precludes many of the hard examples where the adversary tricks the learner in the early stages of
the game. The learner can then simply use a randomized version of Hoeffding Races and safely
stop pulling arms. Also, while our notion of gaps is defined for round n, they define gaps at any
intermediate round of the game but then consider the minimum gaps over time for each arm. This
leads to a larger notion of complexity and permits ignoring the variance of the estimates.

Two types of applications In the first type, the learner believes that future rewards will be similar
to the ones already observed. Here, from the n observations, the learner could use the estimated best
arm in the upcoming rounds. In an expert setting, we might test the quality of experts for a limited
time before committing to one. We may also optimize the hyperparameters of algorithms. Contrary
to Jamieson and Talwalkar (2016), our objective is to find the arm (hyperparameter) with the highest
cumulative value over a test set, rather than the performance that is achieved by the hyperparameter
after convergence. In the second type, there are no new upcoming rounds. The identity of the best
arm is used to take an action based on the collected data. As an example, consider a law-enforcing
agency that collects information periodically from different targets, one target per week, and at the
end of the year, it decides which target to investigate thoroughly over its activities in the past year.
This problem can be seen as a game between the agency and the malignant targets. Therefore, it
would be useful to have algorithms that are robust to worst-case scenarios but still take advantage of
easy data in case malignant targets actually do not take precautions to avoid being caught. Finally,
in our setting, we are not trying to be robust to corruption of the data, as we want to find the best arm
whether it includes corruption or not, unlike Altschuler et al. (2018) who study corrupted bandits.
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2. More on the problem formulation in a general adversarial and stochastic settings

Let [a : b] = {a, a + 1, . . . , b} with a, b ∈ N, a ≤ b, and [a] = [1 : a]. A vector indexed by both
round t and a specific element index k is wk,t. We detail the general game protocol in Figure 1.

Input: the time horizon n and the number of arms K
For t = 1, 2, . . . , n,

I simultaneously, the learner chooses arm It ∈ [K], and
I the adversary picks a gain vector. gt ∈ [0, 1]K .
I Then, the learner observes gt,It .

After round n is over, the learner recommends the arm Jn with the objective that Jn = k?g.

Figure 1: General protocol of the adversarial setting. The adversary is oblivious.

Adversarial case The adversary is denoted as ADV. It is the process that generates g. Let (m)
denote the index of the m-th best arm in [K] and G(m) its corresponding cumulative gain so that
G(1) > G(2) ≥ . . . ≥ G(K). Dually to (·), 〈k〉 denotes the rank of arm k after sorting according
toG(·) so that 〈(k)〉 = (〈k〉) = k, ∀k ∈ [K]. Without loss of generality, note that we assumed there
exists a unique best arm k?g = (1). For each arm k ∈ [K], we define the gap ∆g

k as

n∆g
k ,

{
G(1) −Gk if k 6= k?g,

G(1) −G(2) if k = k?g.

The gap can also be written as n∆g
k =

∣∣max
i 6=k

Gi−Gk
∣∣. Jn ∈ [K] is the arm returned by the learner at

the end of the exploration phase. Given a budget n and a fixed adversarial set of rewards g designed
by an adversary ADV, the performance of the learner is measured by the probability eADV(g)(n) of
not identifying the best arm, i.e., eADV(g)(n) , P

(
Jn 6= k?g

)
. The smaller eADV(g)(n), the better

the learner. The probability is taken over the randomness of the learner as g is fixed. An alternative
definition of the best arm, i.e., with highest Gk in expectation over adversarially sampled g, would
lead to an impossible problem. Indeed, it could happen that the best arm in expectation is actually
always clearly suboptimal on any realization g. We define the random variables g̃k,t as

g̃k,t ,
gk,t1{It = k}

pk,t
,

for arm k at round t and for which EIt∼pt [g̃k,t] = gk,t. We similarly define G̃k,t ,
∑t

t′=1 g̃k,t′ .

Stochastic case In stochastic bandits (Audibert et al., 2010), that we denote STO, the distribu-
tion νk of arm k is bounded in [0, 1] with mean µk. The ordering (·) is such that µ(1) > µ(2) ≥ . . . ≥
µ(K), as we assume the uniqueness of the best arm without loss of generality. The distributions {νk}
are unknown to the learner. The best arm to be identified is k?STO = argmaxk∈[K]µk. Similar to the
adversarial case, the gaps are ∆k , |maxi 6=k µi − µk|, ranked as ∆(1) , ∆(2) ≤ . . . ≤ ∆(K), and
the error of the learner is eSTO(n) , P (Jn 6= k?STO). However, unlike in the adversarial case, this
definition of the error includes the randomness of rewards. Nonetheless, it is only with a probability
upper-bounded by ρ = O(K exp(−n∆2

(1))) that a g ∼ STO can verify k?STO 6= k?g. However, this
difference with the adversarial formulation is not significant as the probability ρ is never larger than
the probabilities of errors studied in this paper and it is often insignificant with respect to it.
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Notions of complexity Given gaps ∆k for k ∈ [K], we define two notions of complexity of the
identification task, HSR and HUNIF, that were introduced by Audibert et al. (2010). In particular,

HSR , max
k∈[K]

k

∆2
(k)

and HUNIF ,
K

∆2
(1)

·

HSR relates to the complexity of the stochastic case. HUNIF will be used both in the adversarial and
stochastic cases. In the adversarial case, the complexity and the gaps are defined with respect to g
and but we also sometimes write the uniform complexity as HUNIF(g) for clarity.

Class of problems We define a set of classes to group problems with very similar gap structure
and with complexities that are only a constant multiplicative factor apart. For any 0 < ∆1 = ∆2 ≤
∆3 ≤ . . . ≤ ∆K ≤ 1/8, we define a problem class ∆c with c ≥ 1. Given these gaps and c, in
the adversarial case, we say that g ∈ ∆c if for all k ∈ [K], ∆k/c ≤ ∆g

k ≤ c∆k except for only
one arm k whose gap is related to the smallest gap as ∆1/c ≤ ∆g

k
≤ c∆1. In the stochastic case,

STO ∈∆c under the same condition on its gaps defined as ∆k , |maxi 6=k µi − µk| for k ∈ [K].

3. General adversarial case: An optimal learner can play uniformly at random

In this section, we define a simple learner (Rule) and in Theorem 1, we provide an upper bound on
its probability of error depending on the gap in hindsight. We also give a matching lower bound for
the general adversarial best-arm identification (Theorem 2) proving that Rule obtains the optimal
gap-dependent rates of error against worst-case adversaries.

At round t, the random uniform learner (Rule) selects an arm It ∈ [K] uniformly at random,
i.e., with probability pk,t , P(It = k) , 1/K for all k ∈ [K]. At the end of the game, the
recommended arm Jn is the one with highest estimated cumulative gain, Jn , argmaxk∈[K]G̃k,n.

Theorem 1 (Upper bound for Rule in the adversarial case) For any horizon n, given rewards g
chosen by an oblivious adversary, with gk,t ∈ [0, 1] for all t ∈ [n] and for all k ∈ [K], Rule outputs
an arm Jn with the guarantee that its probability of error eADV(g)(n) verifies

eADV(g)(n) ≤ K exp

(
− 3n

28HUNIF(g)

)
·

Sketch of the proof (full proof in Appendix B): The deviation of G̃k,t from Gk,t is bounded by a
Bernstein bound which applies since, given g and the fact that pt is fixed to constant values for all
the rounds, the g̃k,t are independent. g̃k,t are scaled Bernoulli random variables where the use of
the Bernstein bound leads to a bound that scales with the variance of the g̃k,t which is K. Using a
Hoeffding bound would lead to a bound that scales with the range of the g̃k,t squared which is K2.

Theorem 2 (Lower bound for the adversarial problem) Given any problem class ∆3 with asso-
ciated complexityHUNIF, for any learner, for any horizon n such thatK exp

(
−n∆2

1/128
)
≤ 1/128

and K ≥ 4096, there exist g1 ∈ ∆3 and g2 ∈ ∆3 so that the probabilities of error suffered by the
learner on g1 and g2, denoted eg1(n) and eg2(n) respectively, verify

max
(
eg1(n), eg2(n)

)
≥ min

(
1

128
exp

(
− 32n

HUNIF

)
, 1

32

)
·
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Sketch of the proof (full proof given in Section D): We construct two similar bandit problems.
Between the two problems, only one arm differs by a change in the mean of order ∆(1) for about
n/(2K) time steps. Therefore, using a change-of-measure argument, with a probability of order
exp(−n/HUNIF) these two problems generate each a set of rewards, g1 and g2 respectively, that
the learner is not able to discriminate. In this undecidable case, the learner still needs to recommend
an estimated best arm. However, these two problems have different best arms k?g1 6= k?g2 . Therefore,
the learner makes a mistake of order exp(−n/HUNIF) on at least one of the two problems.

We consider any fixed learner and let us have K base Bernoulli distributions with means µ1 ,
1/2 and for all k ∈ [2 : K], µk = 1/2 − ∆k. We consider the first half of the game from round
t = 1 to a round bn/2c as a set of rounds denoted L. By Dirichlet’s box principle, there exists at
least one arm, denoted k, that is pulled less than O(n/(2K)) in expectation during L. This arm,
that the learner does not explore very much, is then used to construct the two bandit problems that
look similar to the learner. We now describe the two problems in detail.

The first problem is following the original Bernoulli distributions for all arms in phase L. Then
the second part of the game, t = bn/2c + 1, . . . , n, is deterministic. Almost all the rewards of all
the arms are 0, except some rewards of k which are set to 1. This is done so that in expectation in
this setup, the total reward of k is n(1/2−∆1) and therefore it becomes the second best arm.

The second problem only differs from the previous one in its first, stochastic part and only
affects k which instead of having the Bernoulli mean 1/2−∆k, has now a mean of 1/2−∆k+2∆1.
In this problem, the effect of the deterministic part is that in the end, when t = n, the expected mean
of arm k is (1/2 + ∆1) instead of (1/2−∆1), therefore in this case, k becomes the best arm.

Remark 3 The assumption K exp(−∆2
(1)n/8) ≤ 1/32 is mild. Essentially, it asks for horizon n

to be large enough so that the stochastic problem is learnable within n rounds. The assumption
on K is likely to be an artifact of the proof. Even with this assumption, our main message holds, in
general, no learner can perform better than the random uniform leaner, up to constants.

4. The best of both worlds challenge

In this section, we ask if we can have a learner that performs optimally under adversarial and
stochastic rewards. The lower bound in Theorem 4 shows that in general, this is impossible.

Existing robust solutions? In the stochastic setting, a state-of-the-art algorithm, Sequential Halv-
ing (SH, Karnin et al., 2013)—see also Successive Rejects (SR) by Audibert et al. (2010))—guarantees
eSTO(n) ≤ O (logK exp (−n/(HSR logK))). However, as discussed in the introduction, SR or
SH can fail against a worst-case adversary. On the other hand, as discussed by Audibert et al.
(2010), uniform-like algorithms (like Rule) can only guarantee that in the stochastic case, we get
eSTO(n) ≤ Õ (exp (−n/HUNIF)). In general, HSR ≤ HUNIF and in some problems, we even have
HSR = HUNIF/K. Therefore, SH can notably outperform uniform algorithms in the stochastic case.

The best of both worlds We now reveal the holy grail of our endeavor, which is the following
question: Does there exist a learner, unaware of the nature of the reward-generating process, that
guarantees for any n, for any stochastic problem STO, and any set of rewards g that its respective
probabilities of misidentification eSTO(n) and eADV(g)(n) simultaneously verify

eSTO(n) ≤ Õ
(

exp

(
− n

HSR logK

))
and eADV(g)(n) ≤ Õ

(
exp

(
− n

HUNIF(g)

))
?
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Why is the BOB question challenging? The learner could choose, for arm k, at round t, to

use the cumulative gain estimator Ĝk,t =
t
∑t

t′=1 1{It′=k}gk,t′∑t
t′=1 1{It′=k}

. This estimator can be potentially

highly biased if it is used against a malignant adversary. For this reason, we base our approach
on the estimator G̃k,t =

∑t
t′=1

gk,t′
pk,t′

1{It′ = k}. However, this usage potentially introduces high

variance in our estimates; the final amount of variance of G̃k,n is the sum of the variance of each g̃k,t
and therefore scales with

∑t
t′=1 1/pk,t′ . The high variance is most damaging in the stochastic

case when trying to have a learner based on G̃k,t to obtain the optimal error rates of Karnin et al.
(2013). Indeed, these optimal rates are obtained by algorithms using Ĝk,t, which has no bias and
small variance in the stochastic case. Therefore, we strive to characterize the minimum amount
of unavoidable variance of the mean estimators of each arm. The learner would like to allocate
more pulls at any round t to the arms that are among the best arms, which means having large
pk,t for these arms. Indeed, discriminating between them is the hardest part of the task and large
pk,t reduces the variance term 1/pk,t. However, it is natural to think that the learner is not able to
guarantee that it pulls the best arms at the beginning of the game more than in a uniform fashion.
If the arms are pulled uniformly, the variance is of order K, which is very large. The amount
of time that the learner accumulates large variance on its estimate of the best arms because they
are not yet well identified determines the final probability of error. Intuitively, the lower bound in
Theorem 4 constructs worst-case examples showing that any learner cannot pull the best arm more
than a certain amount in some period of the game because it is difficult to identify the best arms.
Therefore, this learner is susceptible to be tricked by an adversary. Our new learner in Section 5
tries to limit this effect by making early and almost costless bets on what are the best arms given
the early rewards and starts to pull them more right away. Note that if any learner allocates pulls
uniformly for the first half of as it is done in algorithms like SR or SH, then even if the pulls are
randomized, the variance of the estimator Ĝk of arm k would still scale with K which prevents
outperforming even the static random uniform learner.

Another approach could be a learner that determines online if the observed rewards are stochas-
tic. This was used by Bubeck and Slivkins (2012) and Auer and Chiang (2016). They detect if the
difference between Ĝk,t and G̃k,t is way too large. However, their bound itself uses terms depend-
ing on K and the variance of each arm, 1/pk,t, which leads to similar open questions as discussed
just above. In this paper, inspired by the approach of Seldin and Slivkins (2014), we give a prac-
tical simple parameter-free and versatile algorithm. Furthermore, the algorithms that are based on
stochastic tests are usually cumbersome and complex, as discussed by Seldin and Slivkins, 2014.

Why is the best of both worlds unachievable? We define a new notion of complexity, HBOB as

HBOB ,
1

∆(1)
max
k∈[K]

k

∆(k)
·

HBOB is a complexity for the stochastic case. As we detail in Remark 5, HSR ≤ HBOB ≤ HUNIF.

Theorem 4 (Lower bound for the BOB challenge) For any class problem ∆4, for any learner,
there exists an i.i.d. stochastic problem STO with complexity HBOB and there exists an adversarial
problem g such that for any n satisfying K exp

(
−∆2

1n
/

128) ≤ 1/32, if the probability of error of
the learner on STO satisfies

eSTO(n) ≤ 1

64
exp

(
−2048n

HBOB

)
,
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then, in the adversarial problem, the learner suffers a constant error,

eADV(g)(n) ≥ 1

16
·

Remark 5 In general, we have
HSR ≤ HBOB ≤ HUNIF.

Below, we compare the three complexities in three specific gap regimes in order to intuitively ex-
plore whether the inequalities in the previous equation are strict or not. Interestingly, while in
two regimes HSR = HBOB, in the third regime, called the ‘square-root gaps’, we can obtain
HBOB =

√
K/2HSR. This equality shows that on some problems and for large values of K, our

lower bound on the complexity of the BOB problem is significantly larger than the complexity of the
strictly stochastic case. This ultimately shows that no learner can guarantee the BOB in general
and that any learner that is optimal in all strict stochastic problems is then inconsistent against
worst-case adversaries.

I Flat regime We assume all the gaps are equal, k ∈ [K], ∆k = ∆1. Then, HSR = HBOB =
HUNIF. Having HSR = HBOB shows that our stochastic BOB lower bound for robust learners
(Theorem 4) using HBOB is of the same order as the one in the strict stochastic setting (Audibert
et al., 2010) usingHSR. In this stochastic regime, Rule is optimal while being robust to an adversary.

I Super-linear gaps Let (2) ∈ argmink∈[K](∆(k)/k). This holds if ∀k ∈ [3 : K], we have that
∆(k) = k∆(1), ∆(1) ≤ 1/K. Then, HSR = HBOB = (2/K)HUNIF. Again, our BOB lower bound
is of the same order as in the strict stochastic setting. This seems to indicate that in this case, BOB
is achievable. However, it is not achieved by the uniform learner that is clearly suboptimal. This
observation demands a new robust learner. Intuitively, the learner can identify bad arms quickly and
start focusing early on the best arms without incurring high variance on its estimates for them.

I Square-root gaps We assume (2) ∈ argmink∈[K](∆
2
(k)/k). Let us denote arm j for which

j ∈ argmink∈[K](∆(k)/k). For some constant c, let ∆(1) = c∆(j)/j. We have c ≤
√

2j because
∆2

(1)/2 ≤ ∆2
(j)/j as (2) ∈ argmink∈[K](∆

2
(k)/k). Therefore,

HSR =
2

∆2
(2)

=
2

∆2
(1)

=
2

∆(1)

j

c∆(j)
=

2HBOB

c
=

2HUNIF

K
·

We can get c =
√

2j =
√

2K. This happens if
√
K/2∆(1) = ∆(K) and

√
k/2∆(1) ≥ ∆(k) for

k ∈ [3 : K − 1]. Then, we get
√
K/2HSR = HBOB. HBOB is

√
K/2 larger than the complexity

of the strictly stochastic setting. Intuitively, the learner needs to spend some time to identify the
‘square-root gaps’ suboptimal arms before starting to focus on the best arms. This makes it suffer
an additional amount of variance on its estimates for the best arms.

Sketch of the proof (full proof in Appendix E): Our proof of the lower bound uses some arguments
of purely stochastic best-arm identification lower bounds of Audibert et al. (2010) and Carpentier
and Locatelli (2016). We have been also inspired by the lower bound of Auer and Chiang (2016)
for the BOB question for the cumulative regret. However, our specific construction is new.

Consider a fixed learner. We construct a stochastic and an adversarial problem. Between the
two problems, only one arm differs. We bound the number of pulls from the learner on this arm.

8
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Using a change-of-measure argument, with a probability O (exp (−n/HBOB)) the two problems
are impossible to discriminate. However, the two problems have different best arms. Therefore the
learner makes a mistake O (exp (−n/HBOB)) on at least one of the two problems.

Let us defineK base Bernoulli distributions with means µ1 , 1/2 and for all remaining k ∈ [2 :
K], µk , 1/2 −∆k. Let i ∈ [2 : K] be an arbitrary arm. Let ni , nai, where ai , ∆1/∆i ≤ 1,
is a number of early rounds in the game. Because the total number of pulls by the learner is limited
by ni during this phase, by Dirichlet’s box principle, there exists at least K − i + 1 arms included
in [2 : K] that are pulled by the learner less than O(ni/i) times in expectation. Therefore, in this
set of arms, there is an arm, denoted k, that has a gap of order or smaller than ∆i. This arm, with
a small gap, that the learner does not explore very much, is then used to construct the two similar
bandit problems that the learner has a hard time to differentiate. The stochastic problem is made by
only modifying the original Bernoulli distribution of arm k by setting it to µk , 1/2 + ∆1/2. The
adversarial problem samples g randomly: It is mimicking the stochastic problem for all rounds and
all arms with the exception of the k during the first ni rounds of the game where the gains are from
the base Bernoulli distribution (with mean 1−∆k).

If ai ≥ ∆1/∆i— fixing a large enough phase at the beginning to modify the identity of the best
arm—then the best arms in both problems are different. The event on which the two problems are
impossible to discriminate has a probability ofO

(
exp(−ni(∆i)

2/i
)
. To maximize this probability,

we minimize ai while still ensuring to have the change of best arm between the two problems, by
setting ai , ∆1/∆i. Therefore, the probability is now O (exp(−n∆1∆i/i)). Again to maximize
it, we choose i , argmink(∆k/k) and obtain the claimed result for some fixed g.

5. A simple robust parameter-free algorithm for stochastic & adversarial rewards

In this section, we present a new learner and analyze its theoretical performance against any i.i.d.
stochastic problem or any adversarially designed rewards.

We call the algorithm ProbabilityONE, denote it by P1, and detail it in Figure 2. Intuitively,
P1 pulls the estimated best arm with “probability” one, the estimated second best arm with “proba-
bility” one half, the estimated third best arm with “probability” one third, and so on until pulling the
estimated worst arm with “probability” one overK.a In order to get proper probabilities, we need to
normalize them by the K-th harmonic number logK =

∑K
k=1(1/k), where logK ≤ logK + 1 for

all positive integers K. P1 is following a Zipf distribution with an exponent of 1 (Powers, 1998).

For t = 1, 2, . . .

I Sort and rank the arms by decreasing order of G̃·,t−1: Rank arm k as 〈̃k〉t ∈ [K]a.

I Select arm It ∈ [K] with pk,t , P (It = k) ,
1

〈̃k〉t logK
for all k ∈ [K].

Recommend, at any given round t, Jt , argmaxk∈[K] G̃k,t.

a. Equalities between arms or comparisons with arms that have not been pulled yet are broken arbitrarily.

Figure 2: The ProbabilityONE (P1) algorithm
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The estimate used in P1 is G̃k,t−1 for arm k at round t. P1 is heavily inspired by Successive Rejects
(SR) of Audibert et al. (2010), as both are somehow ranking the arms and attempt to allocate to
arm k a number of pulls Õ (n/〈k〉) according to its true rank 〈k〉. Our new learner is parameter-free
and naturally anytime (agnostic of n). As SR, it does not need any knowledge of any complexity
nor it is trying to estimate any. However, contrarily to SR, it does not divide the game into different
sampling phases. The same rudimentary sampling procedure is repeated at all rounds t in æternum.

As discussed in Section 4, in order to minimize the misidentification error in the stochastic case,
it is crucial to limit the variance of the estimators for the best arms. Therefore P1, from its very
first pull, pulls more (i.e., with higher probability) the arms that are estimated to be among the
best. First, this comes with almost no cost: Indeed, pulling the estimated best arm with probabil-
ity 1/logK does not prevent from pulling all the arms almost uniformly and more precisely with
probability at least 1/(KlogK). Therefore, no suboptimal arm is actually left out in the early chase
for the best arm and the variances of the estimators can only increase by a factor of logK with
respect to the uniform strategy. Second, it gives the learner the flexibility to adapt to different types
of stochastic problems with different gap regimes. If in a setup, some arms are clearly suboptimal,
it is helpful to pull the clearly best arm more and right from the beginning. This is a more flexible
behavior than the one of algorithms that are fixing the number of pulls for each arm during a fixed
period in advance. Additionally, compared to a fixed-phase algorithm, our analysis is also more
flexible: We can analyze, for instance, the quality of the estimated ranking 〈̃·〉 and therefore the
adaptive sampling procedure of the arms at any round. Actually, these rounds called comparison
rounds, can be chosen in a problem-dependent manner, in order to minimize the final probability of
error. This is conspicuous in the complexity measure present in the upper bound as it is defined as a
minimum complexity among complexities defined for any set of comparison rounds. Note again that
this optimization procedure is only for the analysis of the learner while the learner itself is utterly
agnostic of the optimal ‘virtual’ phases and just follows its simple routine. We now define this new
notion of complexity. First, we define the proportion of rounds for comparison a in a space A. Let
A ,

{
a ∈ [0, 1]K : nai ∈ N,∀i ∈ [K], 1 = a1 = a2 ≥ a3 ≥ . . . ≥ aK > aK+1 = 0

}
. The com-

plexity associated with the P1 learner is HP1 and is defined first as

HP1(a) , max
k∈[K]

∑K
i=〈k〉(ai − ai+1)i+ 1

24Ka〈k〉∆k

a2
〈k〉∆

2
k

logK and then, HP1 , min
a∈A

HP1(a).

In HP1(a), for arm k, the term
∑K

i=〈k〉(ai − ai+1)i corresponds to the sum of variances Õ(i), for
i ∈ [〈k〉 : K], during a proportion of time ai − ai+1 between the comparison rounds i + 1 and i.
Indeed, we expect the estimated ranking of arm k, 〈̃k〉t, for t ∈ [nai+1 : nai], to be smaller than i,
which corresponds to its true ranking as 〈k〉 ≤ i. This leads, for t ≥ nai+1, to pk,t ≥ 1/(ilogK)
and therefore, as g̃k,t =

gk,t
pk,t

1{It = k}, to a variance of g̃k,t smaller than ilogK. In the denominator,
the term a〈k〉 is proportional to the amount of pulls, a〈k〉n, allocated to arm k.

Theorem 6 (Upper bounds for P1) For any stochastic problem STO with complexityHP1 and for
any g fixed by an oblivious adversary with complexity HUNIF(g), the probabilities of error of P1,
denoted eSTO(n) and eADV(g)(n) in their respective environment, for any n, simultaneously verify

eSTO(n) ≤ 2K3n exp

(
− n

128HP1

)
and eADV(g)(n) ≤ K exp

(
− 3n

40log(K)HUNIF(g)

)
·

10
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Sketch of the proof (full proof in Appendix F): For the adversarial case, it is enough that the learner
pulls each arm with a probability larger than 1/(KlogK) to obtain the same complexity HUNIF as
Rule, up to a factor logK. For the stochastic case, we consider K − 1 arbitrary ‘virtual’ phases
that each ends at round ni = nai, that will be chosen in hindsight to minimize the upper bound.
Note that P1 is oblivious to these values. The phases are following a countdown from phase K to
phase 2 that is the last one. Intuitively, ni is a round after which we expect the following event ξi
to happen with high probability: For all t > ni, P1 has well estimated the rank of any arm k with a
significantly smaller gap than the i-th gap, in particular, 〈̃k〉t ≤ i − 1 < i, if µ(1) − µk ≤ ∆(i)/2.
The important consequence is that any such arm k, for t > ni, will be pulled with pk,t ≥ 1/(i− 1)
leading to a smaller variance (of order i − 1) in their estimates g̃k,t for t > ni. Reducing these
variances leads in turn to better estimates in the rest of the game. The proof works iteratively over
the phases. We consider that an error has occurred as soon as the estimated ranking is wrong at the
end of a phase i, i.e., that ξi does not hold. We bound the probability of making such a mistake at
the end of phase i, give the fact that no mistakes were made in previous phases. Indeed, with no past
mistake before phase i, the learner is guaranteed to have sharp estimates. Summing all the errors
gives a bound on the probability of not ranking well the best arm at the end of the last phase n2 = n.

To bound eSTO(n), we use the Bernstein inequality for martingale differences. This inequality
takes into account the variances and holds despite the dependencies of the random variables g̃k,t.

When minimizing HP1 by choosing ak, for k ∈ [K], we need to trade off between short phases,
possibly meaning not enough samples to discriminate the suboptimal arms (the denominator term
of the suboptimal arms is small) and long phases, which means that in early stages, the best arms are
considered as badly ranked for a long time and the variance of their mean estimators is increasing
with the length of the early phases (the numerator term for the best arms is larger).

Corollary 7 The complexity HP1 of P1 matches the complexity HBOB from the lower bound of
Theorem 4 of up to log factors,

HP1 = O
(
HBOB log2K

)
.

The result of Corollary 7 is obtained by setting ak = ∆(1)/∆(k), ∀k ∈ [K].3 Notice that the
same values were also used in the lower bound in Theorem 4. The full proof of Corollary 7 is
in Appendix G, where we also discuss the relation between HP1 and HSR and HBOB for different
regimes of the gaps. Corollary 7 demonstrates that P1 achieves the best that can be wished for in
the two worlds, up to log factors.

Remark 8 In the adversarial case, a modification to P1 leads to similar upper bound as for Rule,
where HUNIF(g) appears instead of HUNIF(g)logK. Indeed, with probability one half we can play
according to Rule and otherwise use P1. We keep the recommendation Jn = argmaxk∈[K] G̃k,n.

Remark 9 We studied the hard (adversarial) and easy data (stochastic) settings. However, as
discussed by Seldin and Slivkins (2014) and Allesiardo et al. (2017), we can consider intermediate
settings of difficulty. First, quite simply, the result in the stochastic case would still hold up to
constants when the gaps of the arms do not change by more than the same numerical factor during
the game. More generally, we could design variants of HP1 under the assumption that after some
round t′ the (ground-truth) ranks of all the arms are upper bounded each by a constant. Indeed,
soon after t′, P1 will itself rank every arm at most according to its maximum rank. Such results
would even hold in a case of a change of the identity of the best arm in the game.

3. To ease the exposition, we assume without loss of generality that nai ∈ N, ∀i ∈ [K].
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6. The simplicity of P1 and its sampling routine have potential extensions

Fixed-confidence In this i.i.d. stochastic setting, (Maron and Moore, 1993, Even-Dar et al., 2006;
Mnih et al., 2008; Kalyanakrishnan et al., 2012; Kaufmann and Kalyanakrishnan, 2013; Garivier and
Kaufmann, 2016) the goal is to design a learner that stops as soon as possible and returns the best
arm with a fixed confidence. Let ñ be the round when the algorithm stops and Jñ its returned arm.
Given a confidence level δ, the learner has to guarantee that P (Jñ = k?STO) ≤ δ. The performance
of the learner is then measured by its sample complexity, which is the number of rounds ñ before
stopping, either in expectation or in high probability.

Mimicking the Hoeffding and Bernstein Races (Maron and Moore, 1993; Mnih et al., 2008),
we could design Freedman Races based on P1. All the arms would be pulled according to the
parameter-free sampling routine of P1. No arm could be ever discarded because we could happen
to face an adversary. The learner would stop using the P1 routine based on having the confidence
intervals from the Bernstein concentration inequality for martingales and in particular, it would stop
when the confidence interval for the empirically best arm is separated from the confidence intervals
for all the other arms. For this fixed-confidence variant of P1, we could reuse the proof techniques
developed for the fixed-budget setting and bound the accumulation of variance of the estimates.
Then, in the stochastic case, we would be able to guarantee that the expected sample complexity of
such algorithm is Õ (HBOB log(1/δ)), up to log factors.

For the adversarial case, we can consider an infinite sequence of rewards g fixed by the adversary
for all arms. Assume that the sample complexity on the rewards up to round t, is bounded by some
n(g[t]), the smaller the better. We can then guarantee that if at any round ñ, g[ñ] verifies n(g[ñ]) ≤ ñ,
then with probability 1− δ, the learner can both stop and recommend the best arm k?g[ñ]

at round ñ.
Our Freedman algorithm would be able to satisfy this requirement with the complexity of uniform
allocation, Õ

(
HUNIF(g[ñ]) log(1/δ)

)
. Note that the learner could possibly never stop.

Streams, windows, thresholds, m-set, and active anomaly detection P1 can be used to recom-
mend the best arm in the latest time window between t−W and t for each round t. Essentially, W
would replace n in our bounds if P1 recommends the estimated best arm in that window. Also, P1
could also be adapted to identify m best arms out of K as did Bubeck et al. (2013) The key is to
redefine the gap with respect to the m-th best arm instead of the best arm. We could also extend P1
to a setting where the rewards converge (Li et al., 2016). Locatelli et al. (2016) defined the gaps with
respect to a given fixed threshold and the objective is to determine which arms have a mean higher
than the threshold. Again, our approach would apply. Moreover, it could prove to be a good robust
approach to the problems that are linked to the threshold bandit problem as discussed by Locatelli
et al. (2016, Section 3), one of them being the active anomaly detection (Carpentier and Valko,
2014). Indeed, in adversarial anomaly detection, the learner might be monitoring different streams
of non-stochastic rewards and could potentially detect an anomaly if one of the streams outputs a
reward signal that is on average larger than a given threshold during a time window period W. A
variant of P1 would then be a robust anomaly detector and would be also adaptive to easy data.

Adaptive adversaries Our upper bounds results extend naturally to adaptive adversaries given
the following condition: HUNIF is an upper bound on the complexity of all g that the adaptive
adversary can possibly generate. The proofs remain the same except that the Bernstein concentration
inequality in Theorem 1 is replaced by the Bernstein concentration inequality for martingales.
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Appendix A. Experiments in the stochastic setting

After the theoretical main course, we propose an experimental dessert. We reuse the experimental
setups of Audibert et al. (2010) in Experiments 1 to 7. We only consider Bernoulli distributions and
the optimal arm has always mean 1/2. Each experiment corresponds to a different situation for the
gaps. They are either clustered in a few groups or distributed according to an arithmetic or geomet-
ric progression. Experiment 8 reuses the ‘square-root gap’ scenario when HBOB =

√
2KHSR as

detailed in Remark 5. The experimental setups are given below.

I Experiment 1: One group of bad arms, K = 20, µ2:20 = 0.4 ≡ ∀j ∈ {2, . . . , 20}, µj = 0.4

I Experiment 2: Two groups of bad arms, K = 20, µ2:6 = 0.42, µ7:20 = 0.38.

I Experiment 3: Geometric progression, K = 4, µi = 0.5− (0.37)i, i ∈ {2, 3, 4}

I Experiment 4: 6 arms divided into three groups, K = 6, µ2 = 0.42, µ3:4 = 0.4, µ5:6 = 0.35

I Experiment 5: Arithmetic progression, K = 15, µi = 0.5− 0.025i, i ∈ {2, . . . , 15}

I Experiment 6: 2 good arms and a large group of bad arms, K = 20, µ2 = 0.48, µ3:20 = 0.37

I Experiment 7: Three groups of bad arms, K = 30, µ2:6 = 0.45, µ7:20 = 0.43, µ21:30 = 0.38

I Experiment 8: Square-root gaps K = 100, µi = 0.5− 0.25
√
i/(2K), i ∈ [2 : 100]

In Table 1, we report the complexities HSR, HBOB, and HUNIF computed in these experimental
setups. Unsurprisingly, in Experiments 1, 3, and 5 we recover HSR = HBOB and in Experiment 8,
we have HBOB =

√
2KHSR. Experiments 2, 4, 6, and 7 then give an idea about the behavior of

HSR, HBOB, and HUNIF with respect to each other.

Experimental setup HSR HBOB HUNIF

1. One group of bad arms 2000 2000 2000
2. Two groups of bad arms 1389 2083 3125
3. Geometric progression 5540 5540 11080
4. 6 arms divided into three groups 400 500 938
5. Arithmetic progression 3200 3200 24000
6. 2 good arms and a large group of bad arms 5000 7692 50000
7. Three groups of bad arms 4082 5714 12000
8. Square-root gaps 3200 22627 160000

Table 1: Comparing complexities HSR, HBOB, and HUNIF.

In Figure 3, we report the average success rate (which is an estimate of the probabilities of error)
of SR, P1, and the static uniform allocation on the 8 experimental problems previously detailed.
The static uniform allocation is not the algorithm Rule. Rule samples an arm uniformly at random
while the static uniform allocation simply allocates n/K pulls to each arm deterministically. The
empirical results follow very closely our theoretical findings as the empirical behavior in Figure 3
mimics the behavior of the complexities in Table 1. As Audibert et al. (2010), we chose horizon n
to be of the order of the complexity H1 =

∑
k∈[K](1/∆

2
k), where HSR ≤ H1 ≤ HSR logK.
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Figure 3: Probabilities of error of SR, P1, and the static uniform allocation.

16



BEST OF BOTH WORLDS: STOCHASTIC & ADVERSARIAL BEST-ARM IDENTIFICATION

In the remained of the appendix, for a random variable X , we denote its variance by σ2
X . Moreover,

we also write that a bounded random variable X ∈ [`X , uX ] has a range bX = uX − `X .

Appendix B. Upper bound on the probability of error of Rule in the general
adversarial case

Theorem 1 (Upper bound for Rule in the adversarial case) For any horizon n, given rewards g
chosen by an oblivious adversary, with gk,t ∈ [0, 1] for all t ∈ [n] and for all k ∈ [K], Rule outputs
an arm Jn with the guarantee that its probability of error eADV(g)(n) verifies

eADV(g)(n) ≤ K exp

(
− 3n

28HUNIF(g)

)
·

Proof We assume that the arms are sorted by their means so that arm 1 is the best. Given the
adversary gain vector g, the random variables g̃k,t are conditionally independent from each other
for all k ∈ [K] and t ∈ [n] as we have pk,t , 1/K, fixed for all k ∈ [K] and t ∈ [n]. We have

eADV(g)(n) , P
(
Jn 6= k?g

)
= P

(
∃k ∈ [2 : K] : G̃1,n ≥ G̃k,n

∣∣∣ g)
≤ P

(
∃k ∈ [2 : K] : G̃k,n −Gk ≥

n∆g
k

2
or G̃1,n −G1 ≤

n∆g
1

2

∣∣∣∣ g)
≤ P

(
G̃1,n −G1 ≤

n∆g
1

2

∣∣∣∣ g)+

K∑
k=2

P
(
G̃k,n −Gk ≥

n∆g
k

2

∣∣∣∣ g)
(a)
≤

K∑
k=1

exp

(
−

3(∆g
k)2n

28K

)
≤ K exp

(
−3(∆g

1)2n

28K

)
,

where (a) is using Bernstein’s inequality applied to the sum of the random variables with mean
zero that are g̃k,t − gk,t for which we have the following bounds on the variance and range. The
variance of g̃k,t is the variance of a scaled Bernoulli random variable with parameter 1/K and range
[0,Kgk,t], therefore we have |g̃k,t − gk,t| ≤ K, and σ2

g̃k,t−gk,t = σ2
g̃k,t

= 1/K(1− 1/K)K2g2
k,t ≤

K. We also use ∆g
k ≤ 1, for all k ∈ [K] so that we have for all k ∈ [2 : K] (and a symmetrical

argument for k = 1),

P
(
G̃k,n − G̃k,n − n∆

gk
2 ≤ −

n∆g
k

2

)
≤ exp

(
−

(∆g
k/2)2n2/2∑n

t=1 σ
2
g̃k,t−gk,t + 1

6K∆g
kn

)

≤ exp

(
−

(∆g
k)2n2/8

nK + 1
6Kn

)

≤ exp

(
−

(∆g
k)2n2/8

nK + 1
6Kn

)

= exp

(
−

3(∆g
k)2n

28K

)
·
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Appendix C. Change of measure

Lemma 10 (Change of measure) Let L be a phase, i.e., a subset of rounds of the game, L ⊂ [n].
Let us consider two bandit problems. In these two problems, at all rounds t ∈ [n], and for all arms
k ∈ [K], the rewards gk,t are sampled in a stochastic learner-oblivious independent fashion from
a distribution νk,t. We consider problems that for all rounds of the game only differ in the rewards
of one arm k during phase L. For all t ∈ L, in the two problems, the distribution of arm k is a
Bernoulli (independent of all the other events in the bandit game for any round t ∈ L) with means
µ2
k
(t) , µ2

k
, 1/2 + ∆ and µ1

k
(t) , µ1

k
, 1/2 − ∆′ respectively for the two problems, where

1/8 > ∆′ ≥ ∆ ≥ 0. The expectation and probability with respect to the learner and the samples
of this problem p are denoted by Ep and Pp. Then, if we have an event W depending only on g
generated by the problems and the actions of the learner I[n] when the number of rounds arm k is
pulled during phase L is upper-bounded by B, we have

P2 (W ) ≥ P1 (W )

8
exp

(
−16

(
∆′
)2
B
)
.

Proof This lemma is a slight extension of Lemma 12 by Auer and Chiang (2016) which in turn
is based on the result of Mannor and Tsitsiklis (2004). In the case of Auer and Chiang (2016),
∆′ , ∆.

For p ∈ {1, 2}, let Pp and Ep denote the probability and expectation with respect to the bandit
problem p defined above. Let G ,

∑
t∈L gk,t1{It = k} be the sum of rewards received when

playing arm k in phase L. Conditioned on the number of pulls of k during phase L that we denote
by T , G is a binomial random variable with parameters T and µp

k
in problem p. Hence, by Kaas and

Buhrman (1980),

P1

(
G ≤ bT (1/2−∆′)c

)
≤ 1

2
·

Let w denote a particular realization of rewards gk,t, k ∈ [K], t ∈ L, and learner choices {It}t∈L.
For any realization w, the probabilities P1(w) and P2(w) are related by

P2(w) = P1(w)
(1/2 + ∆)G(w)(1/2−∆)T (w)−G(w)

(1/2−∆′)G(w)(1/2 + ∆′)T (w)−G(w)
·

Also, since 1/2+∆
1/2−∆′ ≥ 1 and both the numerator and denominator of the previous fraction are posi-

tive, then the function x 7→ 1/2+∆+x
1/2−∆′+x is non-increasing for x ≥ 0. Therefore, we have

1/2 + ∆

1/2−∆′
≥ 1/2 + ∆ + (∆′ −∆)/2

1/2−∆′ + (∆′ −∆)/2
=

1/2 + (∆′ + ∆)/2

1/2− (∆′ + ∆)/2
·

Similarly, since 1/2−∆
1/2+∆′ ≤ 1 and both the numerator and denominator of the previous fraction are

positive, then the function x 7→ 1/2−∆−x
1/2+∆′−x is non-increasing for 1/2 − ∆ ≥ x ≥ 0. Therefore,

choosing x = (∆′ −∆)/2, which verifies x = (∆′ −∆)/2 ≤ 1/2−∆ we have that

1/2−∆

1/2 + ∆′
≥ 1/2−∆− (∆′ −∆)/2

1/2 + ∆′ − (∆′ −∆)/2
=

1/2− (∆′ + ∆)/2

1/2 + (∆′ + ∆)/2
·
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Therefore, we have

P2(w) ≥ P1(w)
(1 + ∆ + ∆′)G(w)(1−∆−∆′)T (w)−G(w)

(1−∆′ −∆)G(w)(1 + ∆′ + ∆)T (w)−G(w)

= P1(w)

(
1−∆−∆′

1 + ∆ + ∆′

)T (w)−2G(w)

≥ P1(w)

(
1− 2∆′

1 + 2∆′

)T (w)−2G(w)

·

If G(w) ≥ bT (w)(1/2−∆′)c, then P2(w) ≥ P1(w)
(

1−2∆′

1+2∆′

)2∆′T (w)+2
·

Hence,

P2 (W ) ≥ P2

(
W ∩G ≥ bT (1−∆′)c

)
≥ P1

(
W ∩G ≥ bT (1−∆′)c

)(1− 2∆′

1 + 2∆′

)2∆′B+2

≥ P1 (W )

2

(
1− 2∆′

1 + 2∆′

)2∆′B+2

≥ P1 (W )

2

(
1− 4∆′

)2∆′B+2

(a)
≥ P1 (W )

8
exp

(
−16(∆′)2B

)
,

where (a) is because for 0 ≤ x ≤ 1/2, 1− x ≥ e−2x and ∆′ ≤ 1/8.

Appendix D. Lower bound in the general adversarial setting

Theorem 2 (Lower bound for the adversarial problem) Given any problem class ∆3 with asso-
ciated complexityHUNIF, for any learner, for any horizon n such thatK exp

(
−n∆2

1/128
)
≤ 1/128

and K ≥ 4096, there exist g1 ∈ ∆3 and g2 ∈ ∆3 so that the probabilities of error suffered by the
learner on g1 and g2, denoted eg1(n) and eg2(n) respectively, verify

max
(
eg1(n), eg2(n)

)
≥ min

(
1

128
exp

(
− 32n

HUNIF

)
, 1

32

)
·

Proof Without loss of generality, we assume that n is even. Let Tk(t) be the number of times that
arm k has been pulled by the end of round t. Let us consider any fixed learner and a base problem,
denoted BASE, with ν1, . . . , νK , Bernoulli distributions with means µBASE

1 , . . . , µBASE
K such that

µBASE
1 , 1/2, and for all k ∈ [2,K], µBASE

k , 1/2 − ∆k (the gaps specified in the claim of
the theorem). The expectation and probability with respect to the learner and the samples of this
problem are denoted EBASE and PBASE.

We consider an early period of the game t = 1, . . . , n/2, that we denote as L , [1 : n/2]. The
proof could work with any set of n/2 rounds that are not necessarily the first of the game but we
stick to the early ones to ease the notation. Now we want to identify an arm that the learner will not
pull very much in the base problem BASE during the period L. For our learner, during the period L,
in any case at least one fixed arm among [2 : K] is pulled in expectation less or equal to n/K as
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otherwise the total number of pulls is in expectation strictly larger than (K − 1)×n/K ≥ n/2. We
denote this arm as k. By this construction we have that

EBASE

[
Tk

(n
2

)]
≤ n

K
· (1)

Now we construct the two adversarial problems ADV1 and ADV2. These adversarial problems
sample g randomly. During phase L, at rounds t ∈ L, for any arm k, gk,t is sampled from the
Bernoulli distribution with means µpk(t), p ∈ {1, 2} specifying the problem at hand. The expectation
and probability with respect to the learner and the samples of this problem p are denoted by Ep
and Pp.

For problem ADV1, the distributions of the arms during phase L, t ∈ L, are the same as in
the BASE µ1

k(t) , µBASE
k for all k ∈ [K]. After phase L, for t > n/2, problem ADV1 assigns

deterministically the following gains, for all k 6= k, for t > n/2, gk,t = 0 and gk,t = ∆k − ∆1.
Therefore, the final expected cumulative gain of arm k is

E1

[
Gk,n

]
=
n

2
µBASE
k

+
n

2

(
∆k −∆1

)
=
n

2

(
µBASE

1 −∆1

)
and E1 [Gk,n] = nµBASE

k /2 for all k 6= k. The problem ADV2 only differs from the previous one
in its stochastic first part (the deterministic second part is the same) and only for arm k where, for
t ≤ n/2, where µ2

k
(t) , µBASE

k
+ 2∆1. Therefore, the final expected cumulative gain of arm k is

E2

[
Gk,n

]
=
n

2

(
µBASE

1 + ∆1

)
.

Let us consider the events

ξ1 ,

{
∀k ∈ [2 : K], Gk − E1 [Gk] ≤

n∆1

8

}
∪
{
E1 [G1]−G1 ≤

n∆1

8

}
and

ξ2 ,

{
∀k ∈ [K], k 6= k, Gk − E2 [Gk] ≤

n∆1

8

}
∪
{
E2

[
Gk
]
−Gk ≤

n∆1

8

}
·

Using a standard Hoeffding argument with a union bound we have that

P1 (ξ1) ≥ 1−K exp

(
−2

(
∆1

8

)2 n

2

)

and the same result holds for P2 (ξ2). Also note that in the problem p, for any g that is compatible
with ξp, the gaps associated to g verify ∆k/2 ≤ ∆g

k ≤ 3∆k for all k 6= k and ∆1/2 ≤ ∆g

k
≤ 2∆1

which gives 4HUNIF ≥ HUNIF(g) ≥ HUNIF/9. Also on g ∈ ξ1, we have k?g = 1 and on g ∈ ξ2, we
have k?g = k.

Now we prove the following relation between the probability of error in the problem ADV2,
e2(n), and the probability of successful identification in the problem ADV1, 1 − e1(n), where in
this case, for problem p, ep(n) is defined here as ep(n) , Pg∼ADVp

(
Jn 6= k?g

)
,

e2(n) +K exp

(
−∆2

1n

64

)
≥ 1

8

(
1

4
− e1(n)

)
exp

(
−32∆2

1n

K

)
· (2)
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We have that

e2(n) +K exp

(
−∆2

1n

64

)
(a)
≥ P2

(
Jn 6= k

)
(b)
≥ P2 (Jn = 1)

(b)
≥ P2

(
Jn = 1 ∩ Tk

(n
2

)
≤ 2n

K

)
(c)
≥ P1

(
Jn = 1 ∩ Tk

(n
2

)
≤ 2n

K

)
1

8
exp

(
−16∆2

12n

K

)
(d)
≥
(
P1 (Jn = 1)− 1

2

)
1

8
exp

(
−32∆2

1n

K

)
(a)
≥ 1

8

(
1

4
− e1(n)

)
exp

(
−32∆2

1n

K

)
,

where (a) is because first, as computed above, for problem p,

Pp
(
k?g = 1

)
≥ P(ξp) ≥ 1−K exp

(
−∆2

1n

64

)
,

since; if we denote 1? = 1 (the arm with the highest mean in p = 1) and 2? = k (the arm with the
highest mean in p = 2) and in general p?, we have that

ep(n) = 1− Pp
(
Jn = k?g

)
= 1− Pp

(
Jn = k?g ∩ k?g = p?

)
− Pp

(
Jn = k?g ∩ k?g 6= p?

)
≥ 1− Pp (Jn = p?)− Pp

(
k?g 6= p?

)
≥ 1− Pp (Jn = p?)−K exp

(
−∆2

1n

64

)
·

Moreover, K exp
(
−∆2

1n/64
)
≤ 1/4 by an assumption of the theorem. Next, (b) is because we

have 1 6= k by construction and (c) uses the change-of-measure argument from Lemma 10. Finally,
(d) is because

P1 (Jn = 1) = P1

(
Jn = 1 ∩ Tk

(n
2

)
≤ 2n

K

)
+ P1

(
Jn = 1 ∩ Tk

(n
2

)
>

2n

K

)
≤ P1

(
Jn = 1 ∩ Tk

(n
2

)
≤ 2n

K

)
+ P1

(
Tk

(n
2

)
>

2n

K

)
≤ P1

(
Jn = 1 ∩ Tk

(n
2

)
≤ 2n

K

)
+

1

2
,

where the last inequality combines Equation 1 and Markov’s inequality.

Two cases After proving Equation 2, we finally distinguish two cases.
Case 1) e2(n) > exp

(
−32∆2

1n/K
)
/64: We claim there exists g ∈ ξ2, as discussed above, that its

best arm is k and it possesses a complexity verifying 4HUNIF ≥ HUNIF(g) ≥ HUNIF/9, such that
the lower bound holds. We prove the statement by contradiction. Indeed if no g ∈ ξ2 is such that
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eg(n) ≥ exp(−n32∆2
1/K)/128, then we have

e2(n) = Pg∼ADV2

(
Jn 6= k?g

)
≤ P

(
Jn 6= k?g ∩ g ∈ ξ2

)
+ P

(
Jn 6= k?g ∩ g /∈ ξ2

)
≤ P

(
Jn 6= k?g ∩ g ∈ ξ2

)
+ P (g /∈ ξ2)

≤ 1

128
exp

(
−n32∆2

1

K

)
+K exp

(
−∆2

1n

64

)
=

1

128
exp

(
−n32∆2

1

K

)
+K exp

(
−∆2

1n

128

)
exp

(
−∆2

1n

128

)
(a)
≤ 1

128
exp

(
−n32∆2

1

K

)
+

1

128
exp

(
−n∆2

1

128

)
(b)
≤ 1

128
exp

(
−n32∆2

1

K

)
+

1

128
exp

(
−n32∆2

1

K

)
,

where (a) is becauseK exp
(
−n∆2

1/128
)
≤ 1/128 and (b) becauseK > 32×128 by assumptions.

This is a contradiction with the original assumption of that case.

Case 2) e2(n) ≤ exp(−32∆2
1n/K)/64: We first want to prove that this assumption gives

e1(n) ≥ 1

16
, (3)

that we prove by first using Equation 2 which gives

1

64
exp

(
−32∆2

1n

K

)
+K exp

(
−∆2

1n

64

)
≥ 1

8

(
1

4
− e1(n)

)
exp

(
−32∆2

1n

K

)
,

and hence

1

8
+ 8K

exp
(
−∆2

1n
64

)
exp

(
−32∆2

1n
K

) ≥ 1

4
− e1(n).

Therefore, we have

e1(n) ≥ 1

8
− 8K exp

(
32∆2

1n

K
− ∆2

1n

64

)
(a)
≥ 1

8
− 8K exp

(
−∆2

1n

128

)
(b)
≥ 1

16
,

where (a) is because K > 32 × 128 and (b) is because K exp
(
−n∆2

1/128
)
≤ 1/128 by assump-

tions. We now claim that there exists at least one g ∈ ξ1 with best arm 1 such that eg(n) ≥ 1/32.
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The proof is by contradiction. Let us assume that for all g ∈ ξ1, eg(n) < 1/32. Then, we have

e1(n) = Pg∼ADV1

(
Jn 6= k?g

)
= Pg∼ADV1

(
Jn 6= k?g| g ∈ ξ1

)
P (ξ1) + Pg∼ADV1

(
Jn 6= k?g| g /∈ ξ1

)
P (¬ξ1)

≤ 1

32
× 1 + 1×K exp

(
−∆2

1n

64

)
≤ 1

32
× 1 + 1× 1

128

<
1

16
,

which contradicts Equation 3.

Appendix E. Lower bound in the best of both worlds

Theorem 4 (Lower bound for the BOB challenge) For any class problem ∆4, for any learner,
there exists an i.i.d. stochastic problem STO with complexity HBOB and there exists an adversarial
problem g such that for any n satisfying K exp

(
−∆2

1n
/

128) ≤ 1/32, if the probability of error of
the learner on STO satisfies

eSTO(n) ≤ 1

64
exp

(
−2048n

HBOB

)
,

then, in the adversarial problem, the learner suffers a constant error,

eADV(g)(n) ≥ 1

16
·

Proof Let Tk(t) be the number of times that arm k has been pulled by the end of round t. Let
us consider any fixed learner. Let us consider a base problem, denoted BASE, with ν1, . . . , νK ,
Bernoulli distributions with mean µBASE

1 , . . . , µBASE
K such that µBASE

1 , 1/2, and for all k ∈
[2,K], µBASE

k , 1/2 − ∆k (the gaps specified in the claim of the theorem). The expectation and
probability with respect to the learner and the samples of this problem are EBASE and PBASE.

With respect to this base problem, let i = arg maxj∈[K]
j

∆j
be the index that maximizes the

lower bound. Next, we consider a constant ai ≤ 1. We also consider an early period of the game
t = 1, . . . , ni , dnaie, that we denote Li. The proof could work with any set of ni rounds that are
not necessarily the first of the game but we stick to the early ones to ease the notation.

First we study the cases i = 1 and i = 2. They correspond to the cases where the minimal gap
∆1 = ∆2 is the one maximizing the complexity HBOB (in these cases, the main argument below is
that our claim in our lower bound comes back to the classical lower bound of the stochastic case).

– The case i = 1 is actually impossible by construction/notation as ∆1 = ∆2 so 1/∆1 < 2/∆2,
so 1 cannot be the arg maxj

j
∆j

.

– If i = 2 then HBOB = HSTO as, 2/∆2 ≥ j/∆j gives 2/∆2
2 ≥

j
∆2

j

∆j

∆2
giving 2/∆2

2 ≥
j

∆2
j

for j > 1. Then, because HBOB = HSTO, our claim in the lower bound is the same as the lower
bound in the stochastic case (Audibert et al., 2010) and we do not need extra proof.
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Therefore, for the rest of the proof we have i > 2,
Now we want to identify an arm with a gap of the same order as ∆i that the learner will not pull

very much in the base problem BASE during the period Li. This arm will be the one ’attacked’ by
the adversary to confuse the learner as the learner is not pulling it very much.

How many arms are pulled more than 2ni/i on expectation by the learner on the base problem
during the phase Li ? At most bi/2c. Especially, at most bi/2c arms among the arms that have a
mean larger or equal than µi (they are i of them). So there should exist at least di/2e arms that have
a mean larger than µi and that are pulled less than 2ni/i. So there should exist at least one arm that
is ranked between rank di/2e and rank i that is pulled less than 2ni/i. Let us denote this arm k.

In that case, as i > 2, then k ≥ di/2e > 1.
By construction we have ∆k ≤ ∆i and

EBASE
[
Tk(ni)

]
≤ 2ni

i
· (4)

Note also that because k is ranked between di/2e and i and because i = arg maxj
j

∆j
then

∆i < 2∆k (5)

. This gives a lower bound on ∆k with respect to ∆i and so now we can say we have a change for
arm k of order ∆i during phase ni

Now we construct an i.i.d. stochastic problem, denoted STO, where the distribution of the arms
are the same as in the BASE problem except for arm k, µSTO

k , µBASE
k for all k 6= k. We set in

STO, µSTO
k

, 1/2 + ∆1/4.
This means that the best arm in the STO is the arm k, k?STO , k. Also note that the gaps in the

STO problem verify ∆k ≤ ∆STO
k = ∆k + ∆1/4 ≤ 2∆k for all k ∈ [2, k − 1] ∪ [k + 1 : K].

Also, ∆STO
1 = ∆STO

k
= ∆1/4. Therefore,

HBASE
BOB /2 ≤ HSTO

BOB ≤ 4HBASE
BOB (6)

The expectation and probability with respect to the learner and the samples of this problem are
denoted ESTO and PSTO.

The second bandit problem is the adversarial one, denoted ADV. This adversarial problem
samples g randomly. At round t ∈ [n], for arm k, gk,t is sampled from the Bernoulli distribution
with mean µADV

k (t). For all t and k 6= k, ADV follows the BASE problem: µADV
k (t) , µBASE

k .
For arm k, until the end of phase Li, for all t with 1 ≤ t ≤ ni, µADV

k
(t) , µBASE

k
and then a

switch happens, for ni < t ≤ n, arm k possesses the same distributions as in the STO problem,
µADV
k

(t) , µSTO
k

. The expectation and probability with respect to the learner and the samples of
this problem are denoted EADV and PADV.

Let us now study the identity of the best arm in ADV. We want to show that, with high probabil-
ity, the best arm in the ADV is arm 1 if we have ai ≥ ∆1/∆i. We denote the expected cumulative
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gain in ADV of each arm k ∈ [K] as Mk ,
∑n

t=1 µ
ADV
k (t). For arm k, we have

Mk =

ni∑
t=1

µADV
k

(t) +
n∑

t=ni+1

µADV
k

(t)

= niµ
BASE
k

+ (n− ni)µSTO
k

= ni

(
1

2
−∆k

)
+ (n− ni)

(
1

2
+

∆1

4

)
=
n

2
− ni∆k + (n− ni)

∆1

4

≤ n

2
− ni∆k + n

∆1

4

≤ n

2
− ain∆k +

n∆1

4

≤ n

2
− n∆1

∆k

∆i
+
n∆1

4
(a)
≤ n

2
− n∆1

2
+
n∆1

4

=
n

2
− n∆1

4
,

where (a) is because of equation 5.
For all k ∈ [K], k 6= k and k 6= 1, we have Mk = n/2−n∆k. Furthermore, M1 = n/2. Let us

consider the event ξ = {∀k ∈ [K], |Gk −Mk| ≤ n∆1/16}. Using a standard Hoeffding argument
with a union bound we have that P(ξ) ≥ 1−K exp

(
−∆2

1n/128
)
.

Then, in the ADV problem, for any g that is compatible with ξ, the gaps associated with g
verify ∆k/2 ≤ ∆g

k ≤ 2∆k for all k 6= k and k 6= 1. And ∆1/8 ≤ ∆g

k
≤ ∆1.

Note that therefore the only difference between the two problems STO and ADV is for arm k
during phase Li.

If we have ai ≥ ∆1/∆i, then with high probability, the respective best arms in problem STO
and problem ADV are different, i.e., k?ADV 6= k?STO. That is what we assume for the rest of the
proof. Indeed, we want to use the fact that the two models are hard to differentiate from the learner
point of view with a certain probability and that then the learner has to either choose to recommend
k?ADV or k?STO, which are different, and therefore possibly suffer a mistake.

Then we prove the following relation between the probability of error in the stochastic problem
eSTO(n) to the probability of successful identification in the adversarial problem 1 − eADV(n):
where eADV(n) is defined here as eADV(n) , Pg∼ADV

(
Jn 6= k?g

)
,

eSTO(n) ≥ 1

8

(
1

4
− eADV(n)

)
exp

(
−

64∆2
k
ni

i

)
· (7)
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To obtain Equation 7, we write

eSTO(n) = PSTO
(
Jn 6= k

)
(a)
≥ PSTO (Jn = 1)

(b)

≥ PSTO

(
Jn = 1 ∩ Tk(ni) ≤

4ni
i

)
(b)
≥ PADV

(
Jn = 1 ∩ Tk(ni) ≤

4ni
i

)
1

8
exp

(
−

16∆2
k
4ni

i

)
(c)
≥
(
PADV (Jn = 1)− 1

2

)
1

8
exp

(
−

64∆2
k
ni

i

)
(d)
≥ 1

8

(
1

4
− eADV(n)

)
exp

(
−

64∆2
k
ni

i

)
,

where (a) is because we have 1 6= k by construction (b) uses the change-of-measure argument from
Lemma 10. Step (c) is because

PADV (Jn = 1) = PADV

(
Jn = 1 ∩ Tk(ni) ≤

4ni
i

)
+ PADV

(
Jn = 1 ∩ Tk(ni) >

4ni
i

)
≤ PADV

(
Jn = 1 ∩ Tk(ni) ≤

4ni
i

)
+ PADV

(
Tk(ni) >

4ni
i

)
≤ PADV

(
Jn = 1 ∩ Tk(ni) ≤

4ni
i

)
+

1

2
,

where the last inequality combines Equation 4 and a Markov inequality. Step (d) is because first, as
computed above, Pg∼ADV

(
k?g = 1

)
≥ P(ξ) ≥ 1−K exp

(
−∆2

1n/128
)

and therefore, we have

eADV(n) = 1− Pg∼ADV
(
Jn = k?g

)
= 1− PADV

(
Jn = k?g ∩ k?g = 1

)
− Pg∼ADV

(
Jn = k?g ∩ k?g 6= 1

)
≥ 1− PADV (Jn = 1)− Pg∼ADV

(
k?g 6= 1

)
≥ 1− PADV (Jn = 1)−K exp

(
−∆2

1n

128

)
≥ 1− PADV (Jn = 1)− 1

4
,

where K exp
(
−∆2

1n/128
)
≤ 1/4 holds by assumption of the theorem. Having just proved Equa-

tion 7, we proceed with the rest of the proof. In order to maximize the lower bound we maximize
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ni by setting ai , ∆1/∆i. We have

1

64
exp

(
−2048n

HSTO
BOB

)
≤ 1

64
exp

(
− 2048n

HBASE
BOB

)
≤ 1

64
exp

(
−256n∆1∆i

i

)
=

1

64
exp

(
−128∆2

i

i

2∆1n

∆i

)
≤ 1

64
exp

(
−128∆2

i

i

(⌈
2∆1n

∆i

⌉
− 1

))
≤ 1

64
exp

(
−64∆2

ini
i

)
·

Therefore, if eSTO(n) ≤ 1/64 exp
(
−2048n/HSTO

BOB

)
then using the inequality above, we get that

eSTO(n) ≤ exp
(
−64∆2

ini/i
)
/64. Finally, using the inequality in Equation 7, we have that if

eSTO(n) ≤ exp
(
−64∆2

ini/i
)
/64 then eADV(n) ≥ 1/8.

We now claim that there exists at least one g ∈ ξ such that eg(n) ≥ 1/16. The proof is by
contradiction. Let us assume that for all g ∈ ξ, eg(n) < 1/16. Then, we have

eADV(n) = Pg∼ADV
(
Jn 6= k?g

)
= Pg∼ADV

(
Jn 6= k?g| g ∈ ξ

)
P (ξ) + Pg∼ADV

(
Jn 6= k?g| g /∈ ξ

)
P (¬ξ)

≤ 1

16
× 1 + 1×K exp

(
−∆2

1n

32

)
≤ 1

16
× 1 + 1× 1

32

<
1

8
,

which is a contradiction.

Appendix F. Upper bound in best of both worlds

Lemma 11 Let ξp be the events defined in Equation 9 for all p ∈ [2 : K]. On the conjunction
of events ∩K+1

p=i+1ξp and for i ∈ [2 : K], in an i.i.d. stochastic environment, and complexity HP1,
playing P1, given two distinct arms j ∈ [i : K], k ∈ [K] and a round t ≥ ni such that µ1 − µk <
∆i/2, we have

P
(
G̃k,t ≤ G̃j,t

)
≤ 2 exp

(
− n

128HP1

)
·

Proof We prove that for any proportions of rounds a, we have

P
(
G̃k,t ≤ G̃j,t

)
≤ 2 exp

(
− n

128HP1(a)

)
·
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Then, the claim of the Lemma 11 comes from HP1 = mina∈AHP1(a). First, notice that

µk − µj = µk − µ1 + µ1 − µj
(a)
> −∆j

2
+ µ1 − µj =

∆j

2
> 0,

where (a) is because by the assumption of the lemma, µ1 − µk < ∆i/2 ≤ ∆j/2. We decompose

P
(
G̃k,t ≤ G̃j,t

) (c)
≤ P

(
tµk − G̃k,t ≥ t

µk − µj
2

)
+ P

(
G̃j,t − tµj ≥ t

µk − µj
2

)
(d)
≤ P

(
tµk − G̃k,t >

t∆j

4

)
+ P

(
G̃j,t − tµj >

t∆j

4

)
, (8)

where (c) is because µk − µj > 0 and (d) is because µk − µj > ∆j/2.
We now bound the two terms in Equation 8. To bound the second term in Equation 8 we have

for all t′ ∈ [n], |g̃j,t′ − gj,t′ | ≤ KlogK as pj,t′ ≥ 1/(KlogK). We define arm j+ so that j+ + 1
is the arm with the largest mean among the ones that have the at least twice the gap of the gap
of j, j+ + 1 , arg max

p′:µ1−µj<∆p′/2
µp′ . Note that as j ≥ i > 1, we have j+ + 1 > j and therefore

j+ ≥ j ≥ i. We now bound the cumulative variance
∑t

t′=1 σ
2
g̃j,t′−gj,t′

for the mean estimator of

arm j at round t′,
t∑

t′=1

σ2
g̃j,t′−gj,t′

(e’)
=

K∑
`=j+

n∑̀
t′=n`+1+1

σ2
g̃j,t′−gj,t′ +

t∑
t′=nj++1

σ2
g̃j,t′−gj,t′

(e)
≤

K∑
`=j+

n∑̀
t′=n`+1+1

`logK +

t∑
t′=nj++1

j+logK

=
K∑

`=j+

(n` − n`+1)`logK + (t− nj+)j+logK,

where (e’) is because t ≥ ni ≥ nj+ and (e) is because we are on the conjunction of events ∩K+1
p=i+1ξp.

Therefore, as for each round t′ in the round interval [n`+1 + 1 : n`] with ` ∈ [j+ : K], we verify
µ1 − µj < ∆j++1/2 ≤ ∆`+1/2, then we have 〈̃j〉t′ ≤ `. For t′ ∈ [nj+ + 1 : t], we use the fact that
event ξj++1 holds for arm j by construction of the events {ξi}i and therefore ∀t′ > nj+ ≥ nj++1,

〈̃j〉t′ < j+ ≤ j+ + 1 and we can bound the variance.
By applying the Bernstein inequality for martingale differences we have

P
(
G̃j,t − tµj >

t∆j

4

)
(f)
≤ P

(
G̃j,t − tµj >

t∆j+

8

)

≤ exp

− (
t∆j+/8

)2
2
∑t

t′=1 σ
2
g̃j,t′−gj,t′

+ 2
3Klog(K)

t∆j+

8


≤ exp

(
−

(
t∆j+

)2
/64

2
∑K

`=j+(n` − n`+1)`logK + (t− nj+)j+logK + 1
12Klog(K)t∆j+

)
(g)
≤ exp

(
−

(
nj+∆j+

)2
/64

2
∑K

`=j+(n` − n`+1)`logK + 1
12Klog(K)nj+∆j+

)
,
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where (f) is because ∆j+/2 ≤ ∆j by construction and (g) is because the exponential term is a
decreasing function of t and t ≥ ni ≥ nj+ .

To bound the first term of Equation 8 we use similar arguments. We have for all t′ ∈ [n],
|g̃k,t′ − gk,t′ | ≤ KlogK as pj,t′ ≥ 1/(KlogK). We get

t∑
t′=1

σ2
g̃k,t′−gk,t′ =

K∑
`=i

n∑̀
t′=n`+1+1

σ2
g̃k,t′−gk,t′ +

t∑
t′=ni+1

σ2
g̃k,t′−gk,t′

(e)
≤

K∑
`=i

n∑̀
t′=n`+1+1

`logK +
t∑

t′=ni+1

ilogK

=
K∑
`=i

(n` − n`+1)`logK + (t− ni)ilogK,

where (e) is because we are on the conjunction of events ∩Kp=i+1ξp. Therefore, as for each round t′

in the round interval [n`+1 + 1 : n`] with ` ∈ [i : K], we verify µ1 − µk < ∆i+1/2 ≤ ∆`+1/2,
then we have 〈̃k〉t′ < `+ 1. For t′ ∈ [ni + 1 : t], we use the fact that event ξi+1 holds for arm k by
construction and therefore ∀t′ ≥ ni+1 ≥ ni, we have 〈̃k〉t′ ≤ i and we can bound the variance.

We apply the Bernstein inequality for martingale differences again to get

P
(
G̃k,t − tµk >

t∆j

4

)
(f)
≤ P

(
G̃k,t − tµk >

t∆i

4

)

≤ exp

 − (t∆i/4)2

2
∑t

t′=1 σ
2
g̃j,t′−gj,t′

+ 2
3Klog(K) t∆i

4


≤ exp

(
− (t∆i)

2/16

2
∑K

`=i(n` − n`+1)`logK + (t− ni)ilogK + 1
6Klog(K)t∆i

)
(g)
≤ exp

(
− (ni∆i)

2/16

2
∑K

`=i(n` − n`+1)`logK + 1
6Klog(K)ni∆i

)
,

where (f) is because ∆i ≤ ∆j by construction and (g) is because the exponential term is a decreasing
function of t and t ≥ ni ≥ nj+ .

Lemma 12 Let ξp be the events defined in Equation 9 for all p ∈ [2 : K]. In an i.i.d. stochastic
environment and complexity HP1 playing P1, we have for all i ∈ [2 : K],

P

ξci
∣∣∣∣∣∣
K+1⋂
p=i+1

ξp

 ≤ 2K2n exp

(
− n

128HP1

)
·
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Proof Let us consider one arm k ∈ [K] and a round t > ni such that µ1 − µk < ∆i/2. We bound
the probability that 〈̃k〉t ≥ i as

P
(
〈̃k〉t ≥ i

) (a)
≤ P

(
∃j ∈ [i : K], G̃k,t−1 ≤ G̃j,t−1

)
≤

K∑
j=i

P
(
G̃k,t−1 ≤ G̃j,t−1

)
(b)
≤

K∑
j=i

2 exp

(
− n

128HP1

)
,

where (a) is because if ∀j ∈ [i : K], G̃k,t > G̃j,t, then we have 〈̃k〉t < i, (b) is using Lemma 11
with t′ = t− 1 and we have t′ = t− 1 > ni − 1 ≥ ni. Using union bounds on the arms in k ∈ [K]
and the rounds t, we get the claim of the lemma.

Theorem 6 (Upper bounds for P1) For any stochastic problem STO with complexity HP1 and for
any g fixed by an oblivious adversary with complexity HUNIF(g), the probabilities of error of P1,
denoted eSTO(n) and eADV(g)(n) in their respective environment, for any n, simultaneously verify

eSTO(n) ≤ 2K3n exp

(
− n

128HP1

)
and eADV(g)(n) ≤ K exp

(
− 3n

40log(K)HUNIF(g)

)
·

Proof We consider two cases separately.

The i.i.d. stochastic case We place ourselves in the i.i.d. stochastic setting described in Section 4.
To ease the notation and without loss of generality, we assume that the arms are sorted by their
means so that arm 1 is the best, µ1 > µ2 ≥ . . . ≥ µK , and ∆1 = ∆2 ≤ . . . ≤ ∆K .

Let us consider any rounds verifying n2 = n ≥ n3 ≥ . . . ≥ nK+1 = 0. Intuitively, ni is a
round after which, for t ≥ ni, we expect P1 to have well ranked any arm k with a gap smaller than
half the gap of arm i, in the sense that 〈̃k〉t < i, if µ1 − µk ≤ ∆i/2. For i ∈ [2 : K + 1], we define
the following event ξi,

ξi ,

{
∀t > ni,∀k ∈ [K] : µ1 − µk <

∆i

2
=⇒ 〈̃k〉t < i

}
· (9)

Note that as the ranks 〈̃k〉t are integers, 〈̃k〉t < i is equivalent to 〈̃k〉t ≤ i − 1. We initialize the
sequence by defining ∆K+1 = 3∆K and then we have that event ξK+1 is always true.

If ξ2 holds, the algorithm P1 makes no mistake as 〈̃k〉n+1 = 1 and the returned arm is Jn = 1.
More generally, we say for i ∈ [2 : K], that if ξi does not hold, or equivalently if its complement ξci
holds, then the algorithm makes a mistake at stage i. We now bound the probability of an event A
with respect to the probability of mistake at a stage j, P(ξcj) as

P (A) = P
(
A ∩ ξcj

)
+ P (A ∩ ξj) ≤ P

(
ξcj
)

+ P (A ∩ ξj) .
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Therefore, applying recursively the previous inequality to bound the probability of error of P1 de-
noted eSTO(n), we write

eSTO(n) = P (ξc2) ≤
K∑
i=2

P

ξci ∩
 K+1⋂
j=i+1

ξj

≤ K∑
i=2

P

ξci
∣∣∣∣∣∣
K+1⋂
j=i+1

ξj

.
Using Lemma 12; we get our claimed result in the stochastic case.

The adversarial case Given the adversary gain vector g, the random variables g̃k,t can be depen-
dent of each other for all k ∈ [K] and t ∈ [n] as pk,t depends on previous observations at previous
rounds. Therefore, we use the Bernstein inequality for martingale differences by Freedman (1975).

For random variables g̃k,1, . . . , g̃k,n, we know that their variance is the variance of the Bernoulli
random variable with parameter 1/pk,t, scaled to the range [0, gk,t/pk,t]. For all k ∈ [K] and
t ∈ [n], having a lower bound on pk,t ≥ 1/(KlogK), we have |g̃k,t − gk,t| ≤ KlogK and

σ2
g̃k,t−gk,t = σ2

g̃k,t
=

pk,t(1− pk,t)g
2
k,t

p2
k,t

≤ KlogK.

Then, following the same reasoning as in the proof of Theorem 1, but replacing the Bernstein
inequality by the Bernstein inequality for martingale differences of Freedman (1975) applied to the
martingale differences g̃k,t − gk,t, we obtain the claimed result for the adversarial case.

Appendix G. On the complexities of HP1, HSR, and HBOB

We now show that in general, HP1 = O
(
HBOB log2K

)
. This demonstrates that P1 achieves the

best that can be wished for in the two worlds, up to log factors. The extra logK from the log2K is
not always present and we report an even more detailed discussion on the three different regimes of
the gaps used in Remark 5 at the end of the section.

Corollary 7 The complexity HP1 of P1 matches the complexity HBOB from the lower bound of
Theorem 4 of up to log factors,

HP1 = O
(
HBOB log2K

)
.

Proof To simplify the exposition, we assume, without loss of generality, that nai ∈ N, ∀i ∈ [K].
We set j , argmin(∆k/k). Let ak , ∆(1)/∆(k), ∀k ∈ [K] and remember that aK+1 = 0. First
note that the second term in HP1(a), taken for a fixed k, is of order (not considering the numerical
constants and the logK)

Ka〈k〉∆k

a2
〈k〉∆

2
k

=
K

∆(1)
≤ K

∆(K)∆(1)
≤ j

∆j∆(1)
= HBOB.
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Similarly, we have the first term in HP1(a) of order∑K
i=〈k〉(ai − ai+1)i

a2
〈k〉∆

2
k

=

∑K−1
i=〈k〉

(
∆(1)

∆(i)
− ∆(1)

∆(i+1)

)
i+K

∆(1)

∆(K)

∆2
(1)

=

∑K−1
i=〈k〉

(
1

∆(i)
− 1

∆(i+1)

)
i+K 1

∆(K)

∆(1)

(a)
≤

∑K−1
i=〈k〉

(
j

i∆(j)
− j

(i+1)∆(j)

)
i+K j

K∆(j)

∆(1)

=
j
(∑K

i=〈k〉

(
1
i −

1
i+1

)
i+ 1

)
∆(1)∆(j)

=
j
(∑K

i=〈k〉
1
i+1 + 1

)
∆(1)∆(j)

≤ HBOB (logK + 1),

where (a) is because as j , argmink∈[K](∆(k)/k), for all i ∈ [K], 1/∆(i) ≤ j/(i∆(j)). More
precisely, to see (a), we unfold the sum and notice that actually there are no negative signs anywhere
therefore, the upper bound holds.

G.1. Relation between HP1, HSR, and HBOB for different regimes of the gaps.

We now study the relation between HP1, HSR, and HBOB for different regimes of the gaps. We use
the same examples as the ones used in Remark 5. We assume without loss of generality that nai ∈
N, ∀i ∈ [2 : K]. In these three regimes of interest we prove that at worst, HP1 = O(HBOB log2K).
In the flat regime and the square-root gap regime, we have HP1 = O(HBOB logK).

I Flat regime All the gaps are equal, that is, k ∈ [2 : K], we have that ∆k = ∆1.
We choose ai = 1, ∀i ∈ [2 : K]. First note that in HP1(a) the term

Ka〈k〉∆k

a2
〈k〉∆

2
k

=
K

∆(1)
≤ K

∆2
(1)

= HSR = HBOB.

Then we have the first term∑K
i=〈k〉(ai − ai+1)i

a2
〈k〉∆

2
k

≤ K

mink∈[K] ∆2
k

= HSR = HBOB.

I Super-linear gaps Since (2) ∈ argmink(∆k/k), we get that (2) ∈ argmink(∆
2
k/k).

Let ai , 1/i, ∀i ∈ [2 : K]. The two terms verify

Ka〈k〉∆k

a2
〈k〉∆

2
k

=
K

a〈k〉∆k
=
Kk

∆k
=

2K

∆(1)
≤ 2K

∆(K)∆(1)
=

2

∆2
(1)

= HSR = HBOB and
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∑K
i=〈k〉(ai − ai+1)i

a2
〈k〉∆

2
k

=

∑K
i=〈k〉

(
1
i −

1
i+1

)
i

a2
〈k〉∆

2
k

≤
4
∑K

i=1

(
1
i −

1
i+1

)
i

∆2
1

=
4
∑K

i=1

(
1
i (i+ 1)

)
i

∆2
1

≤ 4 logK

∆2
1

= 2HSR logK

= 2HBOB logK.

I Square-root gaps We have that (2) ∈ argmink(∆
2
k/k),

√
K/2∆(1) = ∆(K), and also that√

k/2∆(1) ≥ ∆(k) for k ∈ [3 : K − 1]. Therefore, we have K ∈ argmink∈[K](∆
2
(k)/k) and

K ∈ argmink∈[K](∆(k)/k).

Let ai = 1/
√
i, ∀i ∈ [2 : K]. The two terms verify

Ka〈k〉∆k

a2
〈k〉∆

2
k

=
K

a〈k〉∆k
=
K
√
k

∆k
=
K
√

2

∆(1)
≤ K

√
2

∆(K)∆(1)
=
√

2HSR
√
K =

√
2HBOB and

∑K
i=〈k〉(ai − ai+1)i

a2
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√
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√
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√
K + 1 ≤ 2HBOB.

33


	Introduction
	More on the problem formulation in a general adversarial and stochastic settings
	General adversarial case: An optimal learner can play uniformly at random
	The best of both worlds challenge
	A simple robust parameter-free algorithm for stochastic & adversarial rewards
	The simplicity of P1 and its sampling routine have potential extensions
	Experiments in the stochastic setting
	Upper bound on the probability of error of Rule in the general adversarial case
	Change of measure
	Lower bound in the general adversarial setting
	Lower bound in the best of both worlds
	Upper bound in best of both worlds
	On the complexities of HP1, HSR, and HBOB
	Relation between HP1, HSR, and HBOB for different regimes of the gaps.


