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Aranovskiy1 2

Abstract

One of the most challenging problems in AC drives applications
is the design of a simple plug-in adaptation scheme to estimate the
unknown rotor resistance and load torque for the industry-standard
indirect field oriented control. In this paper we give the first globally
convergent solution to this problem for torque control of current-fed
induction motors that does not rely on any excitation assumption.
Some results on speed regulation are also presented.
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1 Introduction

The industry standard in induction motor (IM) control is the so-called indi-
rect field-oriented control (IFOC), which provides asymptotic regulation of
the generated torque (or the rotor speed) and flux modulus around constant
references and does not require rotor flux sensors (or estimators) [8, 9, 12, 14].
The popularity of IFOC stems from its extreme simplicity and intuitive op-
eration that permits independent tuning of the flux and torque control loops.
IFOC relies on the assumption that the stator currents are available as control
inputs—an assumption that is often justified in practice by the use of high-
gain current control loops. A drawback of the standard IFOC scheme is that
it requires accurate knowledge of the rotor resistance, which may vary signif-
icantly with temperature, frequency and current amplitude. Even though it
has been shown in [6] that stability is preserved for very large errors in rotor
resistance estimation, this mismatch seriously affects the performance: it de-
grades the flux regulation, which may lead to saturation or under-excitation,
slows down the torque response and induces a steady-state error. It is fair
to say that, from the practitioners’ viewpoint, the development of a plug-in
scheme to incorporate adaptation to IFOC is one of the most relevant open
problems in IM control. For further detail on IFOC the reader is referred to
the books [5, 9, 11, 13].

A globally stable adaptive IFOC for the current-fed IM, with the only
assumption of the rotor resistance belonging to a discrete known (but arbi-
trarily large) set, was reported in [3]. Unfortunately, as shown in [4], the
proposed scheme is extremely complex and difficult to tune hampering its
application in most practical scenarios. In [2] a globally convergent adaptive
IFOC with unknown rotor resistance and load torque, but assuming measure-
ment of the motor torque, was reported. A theoretically interesting globally
stable output feedback adaptive design was reported in [10]. However, there
are several drawbacks to the proposed controller. First, it is much more com-
plicated than the basic IFOC and is difficult to implement and tune. Second,
the stability analysis relies on a critical persistency of excitation requirement
[15] that may be hard to verify in applications. Finally, the scheme is based
on feedback linearization that is in open contradiction with the physical oper-
ation of the system and, as it is based on exact cancellation of nonlinearities,
is a highly non-robust operation. In [13, 14] some analytical and experimen-
tal evidence of these facts are reported. See also [16] for some new results on
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persistence of excitation-based parameter estimation of IM.
In this paper a plug-in adaptive IFOC for regulation of torque of IM

that estimates the rotor resistance is proposed. Global regulation of the
torque and the flux amplitude is guaranteed measuring only the rotor speed
and assuming that load torque is known. The proposed estimator is ex-
tremely simple, does not require any persistence of excitation assumption
and achieves asymptotic convergence even in the case of zero rotor speed
and/or low torque. To remove the practically unreasonable assumption of
known load torque, we then add a load torque estimator and establish global
boundedness and convergence to a residual set of the torque regulation error.
Finally, it is also shown that a slight modification to the estimator can be used
for speed regulation with a PI controller. This leads to error equations that
exactly coincide with the globally convergent dynamics of torque regulation
when the output of the PI converges to a constant. This suggests that the
system is amenable to a singular perturbation-like stability analysis—that is,
unfortunately, still conspicuous by its absence.

The remainder of the paper is organized as follows. In Section 2 we
present the model of the current-fed IM and in Section 3 we recall the torque
regulation IFOC. Section 4 formulates the adaptive IFOC problem while Sec-
tion 5 contains the new plug-in rotor resistance estimator for the adaptive
implementation of the torque regulation IFOC with known load torque. In
Section 6 we add a load torque estimator to remove the assumption of known
load torque. In Section 7 the speed regulation IFOC is briefly presented and
some preliminary results of its adaptive implementation are given. Simula-
tion results that illustrate the transient performance and robustness of the
torque and speed adaptive IFOCs are presented in Section 8. Our work is
wrapped-up with concluding remarks and future work in Section 9.
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2 Model of the Current-Fed Induction Motor

The induction motor in the fixed stator frame is described by the state equa-
tions [8, 9, 12]

_̇

ia =
LsrRr

LsσL2
r

λa +
nPLsr
LsσLr

ωλb − γ0ia +
1

Lsσ
va

_̇

ib =
LsrRr

LsσL2
r

λb −
nPLsr
LsσLr

ωλa − γ0ib +
1

Lsσ
vb

λ̇a = −Rr

Lr
λa − nPωλb +

RrLsr
Lr

ia

λ̇b = −Rr

Lr
λb + nPωλa +

RrLsr
Lr

ib

ω̇ =
1

D
(τ − τL)

τ =
nPLsr
Lr

(λaib − λbia) (1)

where λab = [λa, λb]
> is the rotor flux vector, iab = [ia, ib]

> is the stator
current vector, and vab = [va, vb]

> is the vector of stator voltages. Rs, Rr [Ω]
are stator and rotor resistances, Ls, Lr [H] are the inductances of the stator

and rotor windings and Lsr [H] is the mutual inductance. σ = 1− L2
sr

LsLr
> 0

is the total leakage factor of the motor, γ0 = Rs

Lsσ
+ L2

sr

LsσLrTr
, D [kgm2] is the

rotor inertia, ω [rad/s] the rotor speed and nP is the number of pole pairs.
In many practical applications high–gain current loops (sometimes with

PI actions) of the form

v =
1

ε
(i∗ab − iab)

are used to force iab to track their corresponding references i∗ab, where ε is
a small positive number. It is reasonable then to consider the singularly
perturbed reduced model obtained by setting ε→ 0, that is

λ̇ab = −Rr

Lr
λab + nPωJ λab +

RrLsr
Lr

iab

Dω̇ = τ − τL
τ =

nPLsr
Lr

i>abJ λab

with the skew-symmetric matrix J :=

[
0 −1
1 0

]
. The underlying assump-

tion of this model is that the stator currents are exactly equal to their ref-
erences, i.e., iab(t) ≡ i∗ab(t). To further simplify the equations, we introduce
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the (globally defined) change of coordinates

u = Lsr

[
cos(nP θ) sin(nP θ)
− sin(nP θ) cos(nP θ)

]
iab,

λ =

[
cos(nP θ) sin(nP θ)
− sin(nP θ) cos(nP θ)

]
λab,

with θ̇ = ω. Hence, u and λ are quantities expressed in a frame rotating with
the (electrical) speed of the rotor. In the new state coordinates, and with
the new control inputs u, we have the following bilinear model

L

R
λ̇ = −λ+ u, (2)

Dω̇ = τ − τL (3)

τ =
nP
L
u>Jλ, (4)

where, to simplify the notation, we have defined R := Rr, L := Lr.
Throughout the paper, we will assume that the behaviour of the (so-

called) current-fed induction motor is captured by the dynamical model (2)-
(4). As discussed in [7, 13] this apparently innocuous system can exhibit an
amazingly complex behaviour and poses a significant challenge for control
system design.

3 Indirect Field Oriented Torque Control

The classical IFOC for torque regulation is given as

u = eJρd
[
βd
L
nP

τd
βd

]
ρ̇d =

R

nP

τd
β2
d

, (5)

where βd > 0 and τd > 0 are references for the flux and the torque amplitude,
respectively.

The remarkable stability properties of the torque regulation IFOC, which
does not require any measurement of the systems state, are summarized in
the proposition below. See [6] for its robustness analysis.
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Proposition 1. Consider the IM model (2)-(4) in closed-loop with the torque
regulation IFOC (5). For all initial conditions (λ(0), ω(0), ρd(0)) ∈ R4 we
have

lim
t→∞

τ(t) = τd, lim
t→∞
|λ(t)| = βd, (6)

where | · | is the Euclidean norm.

Proof. First, notice that

eJρd =

[
cos ρd − sin ρd
sin ρd cos ρd

]
,

and define the desired flux vector as

λd := eJρd
[
βd
0

]
.

Notice that |λd| = βd and λd satisfies

L

R
λ̇d = αJλd, λd(0) =

[
βd
0

]
, (7)

where, to simplify the notation, we defined the key positive constant

α :=
L

nP

τd
β2
d

. (8)

The IFOC (5) can then be written as

u = (I + αJ)λd. (9)

Defining the flux error eλ := λ− λd and replacing (7) and (9) in (2) we get

ėλ = −R
L
eλ,

which implies limt→∞ eλ(t) = 0 and, consequently, limt→∞ |λ(t)| = βd.
Now, using (9), the torque equation (4) becomes

τ =
nP
L
u>J(λd + eλ)

=
nP
L
λ>d (I − αJ)Jλd + εt

=
nP
L
α|λd|2 + εt

= τd + εt, (10)

where εt := nP

L
u>Jeλ is an exponentially decaying term and we have used

the facts that J> = −J and J2 = −I. This concludes the proof. ���
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It is clear from the rotor dynamics (3) that, since τ(t) → τd, the torque
reference should be chosen equal to τL to ensure speed remains bounded.3

4 Formulation of the Adaptive IFOC Torque

Regulation Problem

Consider the IM model (2)-(4) verifying the following assumptions.

Assumption 1. Rotor speed ω is measurable, the parameters L and D are
known and the references are such that the constant defined in (8) verifies

α < 1. (11)

Assumption 2. The rotor resistance R is unknown, but two constants RM

and Rm that verify
R

α2
> RM ≥ R ≥ Rm > 0,

are known.

Design a rotor resistance estimator

χ̇ = F (χ, u, ω, τL)

R̂ = H(χ, u, ω, τL), (12)

where χ ∈ Rq is the estimator state such that the IM model (2)-(4) in closed-
loop with the adaptive torque regulation IFOC

u = eJρ̂d
[
βd
L
nP

τd
βd

]
˙̂ρd =

R̂

nP

τd
β2
d

, (13)

ensures (6) for all (λ(0), ω(0), ρ̂d(0), χ(0)) ∈ R4+q.

Although Assumption 2 is quite reasonable in applications, Assumption
1 looks quite technical and deserves some clarification. In Subsection 1.4 of
the comprehensive book [11] it is first shown that the field-oriented version of
the IM model (1), with outputs ω and the d-component of the flux, is exactly
left invertible. Then, in Subsection 2.1, the authors prove that, for constant

3This is, actually, only a theoretical requirement, since in all practical applications, the
presence of viscous friction ensures speed is bounded even if τd 6= τL.
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desired outputs, the inverse dynamics controller destabilizes the system for
large load torques. Finally, in Subsection 5.1, they prove, that when applied
to the current-fed model (2)-(4), the reduced order tracking error dynamics
has an additional equilibrium—besides the origin—and this equilibrium is
unstable if α > 1. In other words, Assumption 1 pertains to the stability of
the open-loop, left-inverting control of the IM.4

5 A Globally Convergent Adaptive Torque

Regulation IFOC

In this section we provide a solution to the adaptive torque regulation IFOC
problem defined in Section 3 adding the following, admittedly unpractical,
assumption.

Assumption 3. The load torque τL is known.

Proposition 2. Consider the IM model (2)-(4) verifying Assumptions 1-3 in
closed-loop with the adaptive torque regulation IFOC (13) with τd > 0 and
the rotor resistance estimator

L
˙̂
λ = −R̂λ̂+ R̂u (14)

ż = γ

[
D

nP
R̂ωλ̂>(J+αI)u+

(̂
λ>Ju

)2

+
LτL
nP

(̂
λ>Ju

)]
(15)

R̂ =


RM if S(z, ω, λ̂, u) ≥ RM

S(z, ω, λ̂, u) if RM > S(z, ω, λ̂, u) > Rm

Rm if Rm ≥ S(z, ω, λ̂, u),

(16)

where γ > 0 is a tuning gain and we defined the switching function

S(z, ω, λ̂, u) := z + γ
DL

nP
ωλ̂>Ju. (17)

For all (λ(0), ω(0), ρd(0), λ̂(0), z(0)) ∈ R7, (6) holds.

Proof. Defining the flux observation error λ̃ := λ̂− λ and using (2) and (14)
we get

L ˙̃λ = −R̂λ̂+ R̂u+Rλ−Ru
= −R(λ̂− λ)− R̃λ̂+ R̃u

= −Rλ̃+ R̃(u− λ̂), (18)

4The authors are deeply grateful to the anonymous reviewer that pointed out this very
important fact.
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where R̃ := R̂−R is the parameter estimation error. Now, from (16) we get

˙̃R =


0 if S(z, ω, λ̂, u) ≥ RM

Ṡ if RM > S(z, ω, λ̂, u) > Rm

0 if Rm ≥ S(z, ω, λ̂, u),

(19)

where Ṡ is computed from (17) as

Ṡ = ż + γ
DL

nP
ω̇λ̂>Ju+ γ

DL

nP
ω
d

dt

(
λ̂>Ju

)
,

with the first right hand term given by (15). The derivative of the speed is
defined by (3) and (4) as

ω̇ = − nP
DL

λ>Ju− τL
D
. (20)

The term d
dt

(
λ̂>Ju

)
is computed as

d

dt

(
λ̂>Ju

)
=

˙̂
λ>Ju+ λ̂>Ju̇

=

(
− 1

L
R̂λ̂+

1

L
R̂u

)>
Ju

+ λ̂>J

(
eJρ̂dJ

[
βd
Lτd
nP βd

])
R̂

nP

τd
β2
d

= − 1

L
R̂λ̂>Ju− λ̂>u R̂

nP

τd
β2
d

= − 1

L
R̂λ̂> (J + αI)u, (21)

where α is given by (8)
Substituting (15), (20), and (21) into (19)—for the caseRM > S(z, ω, λ̂, u) >

Rm—yields

˙̃R = γ
D

nP
R̂ωλ̂>(J + αI)u+ γ

(
λ̂>Ju

)2

+ γ
LτL
nP

(
λ̂>Ju

)
− γ

(
λ>Ju+

LτL
nP

)
λ̂>Ju

− γDL
nP

ω

(
1

L
R̂λ̂> (J + αI)u

)
= γ

[(
λ̂>Ju

)2

− λ>Ju λ̂>Ju
]
. (22)
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B(ρ̂d) 1
Ls+R−

γ
s

B(ρ̂d)λ̃

φ

−R̃

φR̃

Figure 1: Block diagram representation of the estimator error equations
(24).

Notice that the parameter γ plays the role of adaptation gain in the proposed
estimator.

Defining the two-dimensional vector φ := u− λ̂ it is possible to write (22)
as

˙̃R = γφ>Juu>Jλ̃.

Hence, developing Juu>J and defining

B(ρ̂d) := Juu>J = β2
de
Jρ̂d

[
α2 −α
−α 1

]
e−Jρ̂d , (23)

the estimator error equations (18) and (22) can be written in the more fa-
miliar form

L ˙̃λ = −Rλ̃+ φR̃
˙̃R = −γφ>B(ρ̂d)λ̃. (24)

In Fig. 1 a block diagram representation of (24) is given. It clearly un-
derscores the close connection with the classical model reference adaptive
control error system [15, 1]. As is well-known [1] the operator in the feed-
back loop of Fig. 1 is passive. Unfortunately, the matrix B(ρ̂d)—although
positive semidefinite—is not constant. Hence, the operator corresponding to
the forward part cannot be shown to be passive without further assumptions
on ρ̂d. This hampers the application of the standard passivity argument to
prove the stability of the feedback system.

To overcome the aforementioned obstacle and be able to carry out stan-
dard Lyapunov-like analysis it is necessary, as done in [6], to define coor-
dinates on which the steady-state behaviour of the system corresponds to
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constant equilibria and not periodic orbits. Towards this end, we define the
five-dimensional vector

x := col(λ>u, λ>Ju, λ̂>u, λ̂>Ju, R̂). (25)

Straightforward calculations yield

Lẋ1 = −Rx1 + αx5x2 +Rβ2
d(1 + α2)

Lẋ2 = −Rx2 − αx5x1

Lẋ3 = −x5x3 + αx5x4 + x5β
2
d(1 + α2)

Lẋ4 = −x5x4 − αx5x3

ẋ5 = γx4(x4 − x2). (26)

We will, first, analyze the equilibria of (26). From (16) and Assumption
2 we have that

R

α2
> RM ≥ x5 ≥ Rm > 0. (27)

Now, from (26) we have the following equivalences

ẋ1 = ẋ2 = 0 ⇔
[
x1

x2

]
=
Rβ2

d(1 + α2)

R2 + α2x2
5

[
R
−αx5

]
ẋ3 = ẋ4 = 0 ⇔

[
x3

x4

]
= β2

d

[
1
−α

]
,

where we ruled out the case x5 = 0 in the second equivalence. Now, since
x4 = −αβ2

d 6= 0, we have that

ẋ5 = 0 ⇔ x2 = x4

⇔ (x5 −R)(x5 −
R

α2
) = 0,

where the second equivalence is obtained replacing the definitions of x2 and
x4 above. Invoking (27) we see that the only solution of this equation is
x5 = R. Consequently, the system (26) has a unique equilibrium at

x̄ := col(β2
d ,−αβ2

d , β
2
d ,−αβ2

d , R).

To relate the problem of stabilization of this equilibrium with the control
objective notice first that x2 = − L

nP
τ and x̄2 = − L

nP
τd. On the other hand,

11



invoking (13), it is possible to establish the following chain of implications[
x1

x2

]
=

[
x̄1

x̄2

]
⇔
[

u>

−u>J

]
λ=

[
x̄1

x̄2

]
⇔

⇔ λ =
1

|u|2
[
u Ju

] [ x̄1

x̄2

]
⇔ λ =

1

β2
d(1 + α2)

[
u Ju

] [ β2
d

−αβ2
d

]
⇒ |λ| = βd.

Consequently, the control objective is achieved if we can prove that limt→∞(x1(t), x2(t)) =
(x̄1, x̄2) with all signals remaining bounded.

To proceed with the stability analysis it is convenient to shift the equilib-
rium of (26) to zero. For this purpose, we define the errors e := x − x̄ and,
after some basic computations, get the error dynamics

Lė1 = −Re1 + α(e5 +R)e2 − α2β2
de5

Lė2 = −Re2 − α(e5 +R)e1 − αβ2
de5

Lė3 = −(e5 +R)(e3 − αe4)

Lė4 = −(e5 +R)(e4 + αe3)

ė5 = γ(e4 − αβ2
d)(e4 − e2). (28)

The first observation is that, under Assumption 2, the origin of the system
(e3, e4) is globally exponentially stable. Indeed, the derivative of the function

V1(e3, e4) :=
L

2
(e2

3 + e2
4),

verifies

V̇1 = −(e5 +R)(e2
3 + e2

4) ≤ −2Rm

L
V1,

where we have used the fact that

e5 +R = R̂ ≥ Rm.

Second, considering the function

V2(e1, e2) :=
L

2
(e2

1 + e2
2),

we get
V̇2 = −R(e2

1 + e2
2)− αβ2

de5(αe1 + e2). (29)
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Since e5 ∈ L∞ by construction we conclude from the equation above that
e1, e2 ∈ L∞ as well.

Now, define the signals

w1 := e1 − αe2

w2 := e2 − e4 (30)

Evaluating their time derivative along the error dynamics (28) yields

Lẇ1 := −(R− α2R̂)w1 + α(1 + α2)R̂(w2 + e4)

Lẇ2 := −(R + α2R̂)w2 − αR̂(w1 + αe4 − e3)

+(e4 − αβ2
d)e5. (31)

Consider the function

W (w1, w2, e5) :=
1

2

(
L

1 + α2
w2

1 + Lw2
2 +

1

γ
e2

5

)
,

whose derivative verifies

Ẇ = −R− α
2R̂

1 + α2
w2

1 − (R + α2R̂)w2
2

+w1ε1 + w2ε2

≤ −R− α
2R̂

2(1 + α2)
w2

1 −
1

2
(R + α2R̂)w2

2

+
1 + α2

2(R− α2R̂)
ε21 +

1

2(R + α2R̂)
ε22, (32)

where we defined the exponentially decaying signals

ε1 := α(e5 +R)e4

ε2 := α(e5 +R)(αe4 − e3),

in the first identity and used the well-known bound 2ab ≤ ka2 + 1
k
b2 for the

last inequality. Recalling that it has been established that e ∈ L∞, e3 and e4

are exponentially converge to zero, we conclude that there exists a compact
invariant set Ω = {e ∈ R5 : ‖e‖ ≤ CΩ, e3 = e4 = 0}, on which (32) becomes

Ẇ ≤ −R− α
2R̂

2(1 + α2)
w2

1 −
1

2
(R + α2R̂)w2

2 ≤ 0,

hence invoking LaSalle’s invariance principle we conclude that all trajectories
converge to the limit set where Ẇ = 0, i.e. w1 = 0 = w2 = 0. Consequently,
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from (30) follows that on the limit set e1 = e2 = 0 and, using (28), e5 = 0.
Thus, limt→∞ e(t) = 0.

To complete the proof let us compute the torque provided by the con-
troller (13) as in Section 3. Define the desired flux vector as

λ̂d := eJρ̂d
[
βd
0

]
.

Notice that |λ̂d| = βd and λ̂d satisfies

˙̂
λd =

αR̂

L
Jλ̂d, λ̂d(0) =

[
βd
0

]
. (33)

The control law (13) can then be written as

u = (I + αJ) λ̂d. (34)

Defining the flux error eλ := λ− λ̂d and replacing (33) and (34) in (2) we get

ėλ = −R
L
eλ −

α

L
Jλ̂d R̃.

Since R̃ = R̂ − R = e5 converges to zero then limt→∞ eλ(t) = 0 and
limt→∞ |λ(t)| = βd.

Following (10) and using (34), the torque (4) becomes

τ =
nP
L
u>J(λ̂d + eλ) =

nP
L
α|λ̂d|2 + εt = τd + εt,

which completes the proof. ���

6 A Globally Stable Adaptive Torque Regu-

lation IFOC with Load Torque Estimator

The main limitation of the adaptive IFOC of Proposition 2 is, of course, the
assumption that the load torque τL is known. In this section we propose a
load torque estimator that ensures boundedness of all solutions and conver-
gence of the error signals to a residual ball, whose radius is proportional to
the rotor resistance estimation error.
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Proposition 3. Consider the IM model (2)-(4) verifying Assumptions 1 and
2 in closed-loop with the adaptive torque regulation IFOC (13) with τd > 0
and the rotor resistance and load torque estimator

L
˙̂
λ = −R̂λ̂+ R̂u (35)

˙̂z = γ

[
D

nP
R̂ωλ̂>(J+αI)u+

(̂
λ>Ju

)2

+
Lτ̂L
nP

(̂
λ>Ju

)]
(36)

χ̇ = −kτ̂L − k
nP
L
λ̂>Ju (37)

R̂ =


RM if S(ẑ, ω, λ̂, u) ≥ RM

S(ẑ, ω, λ̂, u) if RM > S(ẑ, ω, λ̂, u) > Rm

Rm if Rm ≥ S(ẑ, ω, λ̂, u),

(38)

τ̂L = χ− kDω, (39)

where γ, k > 0 are tuning gains and

S(ẑ, ω, λ̂, u) := ẑ + γ
DL

nP
ωλ̂>Ju. (40)

The following properties are true or all initial conditions (λ(0), ω(0), ρd(0), λ̂(0), z(0), χ(0)) ∈
R8.

(i) All solutions are bounded.

(ii) Define the L∞ norm of the rotor resistance estimation error δ :=
‖R̂(t)−R‖∞. Then,5

lim
t→∞
|τ(t)− τd| ≤ O(δ)

lim
t→∞
||λ(t)| − βd| ≤ O(δ).

Proof. Similarly to the proof of Proposition 2 consider the model of the
observation errors. The flux observation error λ̃ is the same as in (18)

L ˙̃λ = −Rλ̃+ R̃(u− λ̂).

Now, from (38) we get

˙̃R =


0 if S(ẑ, ω, λ̂, u) ≥ RM

Ṡ if RM > S(ẑ, ω, λ̂, u) > Rm

0 if Rm ≥ S(ẑ, ω, λ̂, u),

(41)

5Where O(·) is the uniform big O symbol.
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where Ṡ is computed from (40) as

Ṡ = ˙̂z + γ
DL

nP
ω̇λ̂>Ju+ γ

DL

nP
ω
d

dt

(
λ̂>Ju

)
,

with the first right hand term given by (36). Using (20) and (21), from
(41)—for the case RM > S(ẑ, ω, λ̂, u) > Rm—we get

˙̃R = γ
D

nP
R̂ωλ̂>(J + αI)u+ γ

(
λ̂>Ju

)2

+ γ
Lτ̂L
nP

(
λ̂>Ju

)
− γ

(
λ>Ju+

LτL
nP

)
λ̂>Ju

− γDL
nP

ω

(
1

L
R̂λ̂> (J + αI)u

)
= γ

[(
λ̂>Ju

)2

− λ>Ju λ̂>Ju
]

+ γ
Lτ̃L
nP

(
λ̂>Ju

)
.

where the load torque estimation error τ̃L := τ̂L − τL satisfies

˙̃τL = −kτ̂L − k
nP
L
λ̂>Ju− kDω̇

= −kτ̂L + k
nP
L
u>Jλ̂− knP

L
u>Jλ+ kτL

= −kτ̃L − k
nP
L
λ̃>Ju.

Define the six-dimensional vector

x := col(λ>u, λ>Ju, λ̂>u, λ̂>Ju, R̂,
Lτ̃L
nP

).

Straightforward calculations yield

Lẋ1 = −Rx1 + αx5x2 +Rβ2
d(1 + α2)

Lẋ2 = −Rx2 − αx5x1

Lẋ3 = −x5x3 + αx5x4 + x5β
2
d(1 + α2)

Lẋ4 = −x5x4 − αx5x3

ẋ5 = γx4(x4 − x2 + x6),

ẋ6 = −k(x4 − x2 + x6). (42)

Similarly to the case of known τL, we conclude that the system (42) has
a unique equilibrium at

x̄ := col(β2
d ,−αβ2

d , β
2
d ,−αβ2

d , R, 0).
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To proceed with the stability analysis it is convenient to shift the equilibrium
of (42) to zero and consider the model of errors e := x − x̄ and, after some
basic computations, get the error dynamics

Lė1 = −Re1 + α(e5 +R)e2 − α2β2
de5

Lė2 = −Re2 − α(e5 +R)e1 − αβ2
de5

Lė3 = −(e5 +R)(e3 − αe4)

Lė4 = −(e5 +R)(e4 + αe3)

ė5 = γ(e4 − αβ2
d)(e4 − e2 + e6),

ė6 = −k(e4 − e2 + e6). (43)

Comparing (43) with (28) we notice that the only modification that the load
torque estimator has introduced is the addition in ė5 of the signal e6, whose
dynamics is given in (43).

As shown in the proof of Proposition 2 the origin of the system (e3, e4)
is globally exponentially stable and the function e5 ∈ L∞ by construction.
Now, from (29) we can get the bound

V̇2 ≤ −R
L
V2 +

1

R
α2(1 + α2)β4

d |e5|2,

from which we conclude that e1, e2 ∈ L∞. Moreover, the bound of the steady
state depends on the L∞-norm of e5. Finally, from the last equation of (43)
we conclude that e6 ∈ L∞ which means that all errors are bounded. ���

Therefore, we conclude that the torque and flux amplitude regulation
errors enter asymptotically a neighborhood of zero whose radius decreases
proportionally to the L∞ norm of the rotor resistance estimation error. At
first glance this seems to be a rather weak property that is, however, not
the case. Indeed, by construction, the resistance estimation error lives in the
prior knowledge interval [Rm, RM ], see (27). This implies that the quality
of the regulation is improved with better knowledge of the rotor resistance,
and in the ideal case, when this parameter is exactly known, we achieve
convergence to zero of the errors.

7 Preliminary Results on Adaptive Speed Reg-

ulation IFOC

As is well-known [5, 9, 11, 13] IFOC can also be used to control rotor speed,
instead of torque. This is achieved simply replacing τd in (5) by the output

17



of a PI control loop around the rotor speed error, that is,

τd = −
(
kP +

kI
p

)
ω̃ (44)

where we defined the speed error ω̃ := ω−ωd, with ωd ∈ R the desired speed,
p := d

dt
and kP , kI > 0 are arbitrary tuning gains.

Similarly to the torque regulation IFOC its speed regulation version en-
sures global convergence, as indicated in the proposition below.

Proposition 4. Consider the IM model (2)-(4) in closed-loop with the
speed regulation IFOC (5), (44). For all initial conditions of the PI and
all (λ(0), ω(0), ρd(0)) ∈ R4 we have that all signals remain bounded and

lim
t→∞

ω(t) = ωd, lim
t→∞
|λ(t)| = βd. (45)

Proof. First, notice that the only modification to the torque regulation IFOC
(5) is in the definition of τd. Therefore, we still have the property (10), that
is τ = τd + εt, with εt converging to zero exponentially fast. Replacing the
expression above in (3), (4) we get

D ˙̃ω = τd − τL + εt.

The proof is completed replacing (44) above and invoking well-known prop-
erties of linear systems. ���

It is shown in [6] that stability of the speed regulation IFOC is pre-
served even for large variations of the rotor resistance. However, as is well-
known [12, 13], performance is degraded when this parameter is unknown—
motivating the inclusion of a resistance estimator. In this section we propose
a slight modification to the estimator of Proposition 2 and the addition of a
(fast) filter to the PI controller (44) of the form

τd = −
[

1

p+ kF

(
kP +

kI
p

)]
ω̃, (46)

with kF > 0 a large number, to generate an adaptive speed regulation IFOC.
If the filter 1

p+kF
is chosen sufficiently fast the difference between the filtered

and the unfiltered signal is negligible, although its practical implementation
may generate some numerical problems. As will become clear below, the rea-
son for its inclusion stems from the need to compute—without differentiation
nor measurement of acceleration—the signal τ̇d for the adaptive implemen-
tation.
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We consider the adaptive IFOC (13) with τd defined by the (filtered)
speed PI (46), the estimator (14), (16), (17) and

ż = γ

[
D

nP
R̂ωλ̂>(J+αI)u+

(
λ̂>Ju

)2

+
LτL
nP

(
λ̂>Ju

)]
+ γ

D

nP
ωλ̂>eJρ̂d

[
0

L2

npβd
τ̇d

]
, (47)

where α is given by (8) and (46), γ > 0 and the tuning gains kF , kP and kI
are selected such that the polynomial

δ(s) := s3 + kF s
2 +

kP
D
s+

kI
D

(48)

is Hurwitz.
We will now proceed to show that, modulo the definition of α, the result-

ing closed-loop dynamics exactly coincide with the dynamics of the torque
regulation IFOC. More precisely, α given in (8), is a constant parameter in
the latter, while in speed regulation it is a function proportional to the out-
put of the (filtered) PI (46). As discussed below, this difference significantly
complicates the stability analysis.

First, notice that we have only added to the estimator of Proposition 2
the last right hand term of (47), which equals zero if τd is constant. For
the speed regulation case of interest, this term can be computed—without
differentiation—via

τ̇d = −
[

p

p+ kF

(
kP +

kI
p

)]
ω̃.

Repeating verbatim the calculations in the proof of Proposition 2 we see that
in the computation of u̇ in (21) a term depending on τ̇d appears. To recover
the desired form of the parameter error dynamics (22) the the last right
hand term of (47) must be added to ż. Notice that the flux observer, and
consequently its error dynamics (18), remains also unchanged. Hence, the
estimator error equations are given by (24). Moreover, the dynamics of the
(partial) state vector (25) is given by (26).

Now, define τ̃ := τ − τd and write the rotor dynamics (3) as

D ˙̃ω = τd + τ̃ − τL.

Replacing (46) above and grouping terms we have

Dω̃ =
p2 + kF p

δ(p)
(τ̃ − τL). (49)
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Recalling that τL is constant and δ(s) is Hurwitz, from (49) we see that, if
torque regulation is achieved, that is, if

lim
t→∞
|τ(t)− τd(t)| = 0,

then (45) holds.
As indicated in (ii) of Proposition 4 the vector x defined in (25) is only

a partial state vector for the closed-loop dynamics to which we need to add
the states coming from the PI (46). These new states are fed-back, through
the signal α, to the x dynamics yielding a highly complicated interconnected
system. For instance, the definition of its steady-state behavior—that in
torque regulation IFOC are easily definable constant equilibria—in this case
is hard to elucidate.

8 Simulation Results

In this section we first show simulations of the IM model (2)-(4) in closed-
loop with the adaptive torque regulation IFOC of Proposition 2. Then,
to relax the assumption of knowledge of the load torque τL, the controller
of Proposition 3 is simulated. Finally, simulations for the adaptive speed
regulation IFOC discussed in Section 7 are given.

We have simulated the model of a 0.5[KW ] IM available in the Laborato-
rie de Genie Electrique de Paris, for which experimental results are reported
in [2]. The IM model parameters are given as R = 2.76 [Ω], L = 0.42 [H],
D = 0.06 [kg m2], nP = 2. All simulations start from the initial speed
ω(0) = 0 and without load torque τL = 0 and, at time t = 1[sec], the
load torque is stepped-up to τL = 2 [Nm]. Notice that we have chosen a
worst-case simulation scenario for the rotor resistance estimator. Indeed, for
toque regulation the control u is frozen for 0 ≤ t ≤ 1 providing no excitation
in this time interval for the estimator, with a similar situation happening for
all other controllers.

8.1 Torque regulation with known load torque

Figures 2-5 correspond to the adaptive torque regulation IFOC of Proposition
2, that is, assuming τL is known. The references are set to βd = 1, τd = τL,
which correspond to α = 0.42 and the a priori estimated interval for R was
taken as Rm = 1 and

RM = 5 <
R

α2
= 13.04.
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In Figs. 2 and 3 different initial conditions and a fixed adaptation gain
γ = 100 are considered. As expected from the discussion above the rotor
resistance estimation goes “in the right direction” only after t = 1[sec]—a
pattern that is repeated in all simulations. To show the tracking ability of
the estimator, in Figs. 4 and 5 we present the case when the resistance is
changed from its nominal value R = 2.76 [Ω] for 0 ≤ t < 10 to 0.5R for
10 ≤ t < 20 and 1.5R for t ≥ 20. Fig. 4 shows the behaviour for different
adaptation gains γ. As expected, convergence time decreases with increasing
adaptation gain, at the price of a larger overshoot. Fig. 5 explores the
robustness properties of the scheme when we use wrong estimates of L and
D, denoted L̂ and D̂, respectively. We see from Fig. 5 that the algorithm is
particularly sensitive to underestimation of L.

8.2 Torque regulation with load torque estimator

To test in simulation the performance of the adaptive IFOC with the load
torque estimator of Proposition 3 the same simulation scenario of Fig. 4 was
repeated—with different estimator adaptation gains k. The results, presented
in Fig. 6, show that transient performance degradation of the adaptive IFOC
due to the replacement of the exact knowledge of τL by its estimate is hardly
perceptible.

8.3 Speed regulation

In Figs. 7 and 8 the simulation results for the adaptive speed regulation IFOC
discussed in Section 7, with different desired constant speeds and various PI
tuning gains, are given. In Fig. 7 we fix the desired speed to ωd = 0.4[rpm]
and select the PI controller gains kP , kI , and kF in (46) to make the polyno-
mial (48) equal to (p+ a)3 for different positive constants a. As expected, as
we move the poles further to the left, the speed of response increases. In Fig.
8 we fix a = 50 and show the behaviour for different values of the desired
speed ωd. In all cases the rotor resistance is consistently estimated and the
desired speed and rotor flux norm regulations are satisfactorily achieved.

9 Discussion and Future Extensions

D1 The main difficulty of the task addressed in this paper is the constraint
that the IFOC structure should be preserved and it is only allowed to add
a rotor resistance estimator to track the variations of this parameter. This
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constraint is consistent with industrial practice where a long successful ex-
perience with a given controller, on one hand, discourages practitioners from
major modifications to it while, on the other hand, has led them to iden-
tify the major culprit of the scheme—in the case of IFOC its sensitivity to
variations of the rotor resistance, which happens in normal operation of the
IM. Schemes that involve major departures from IFOC, usually requiring
high-order complicated implementations, have proven to be only of academic
interest. The same remark applies, of course, to controllers relying on the
injection of high-gain, e.g., sliding mode or high-gain observer-based, whose
noise amplification characteristics makes them unsuitable for motor applica-
tions.

D2 The constraint (11) of Assumption 1 expressed in terms of the motor
parameters and the controller references is

τd
β2
d

<
nP
L
.

Given the usual order of magnitudes of these quantities this inequality is
satisfied for a large class of IM—particularly in the cases where there is some
freedom in the choice of βd. In any case, we are investigating modifications
of the proposed scheme to remove this constraint and enlarge the realm of
application of our scheme. Another issue of concern is the sensitivity of the
scheme, observed in simulations, to uncertainty on the rotor inductance—in
particular, to its underestimation.

D3 As shown in the proof of Proposition 2 the assumption α < 1 is required,
on one hand, to ensure uniqueness of the equilibrium. On the other hand,
from (31) we see that the dynamics of the coordinate w1 becomes unstable
at the equilibrium R̂ = R if α > 1. Hence, this is a critical structural con-
dition that is not a consequence of the analytical tools used in the paper.
Simulation results have shown that, for some initial conditions, trajectories
grow unbounded if α > 1. See also the discussion at the end of Section 4.

D4 Unfortunately, the stability analysis of the adaptive speed regulation
IFOC discussed in Section 7 is incomplete. The fact that the dynamics of
this scheme exactly coincides with the globally convergent dynamics of torque
regulation when the output of the PI, i.e., τd, converges to a constant, sug-
gests that the system is amenable to a singular perturbation-like stability
analysis that we are currently investigating.

D5 The IM model (2)-(4) coincides, up to the presence of the term λ in
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the first equation and the load torque τL with the celebrated non-holonomic
integrator of Brockett for which a vast amount of research has been de-
voted. Interesting connections, extensions and simplifications between the
time-varying controllers used for this system and the IFOC of Section 2 are
explored in [7].
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Figure 2: Simulation results of the adaptive torque regulation IFOC of
Proposition 2 with γ = 100, λ(0) = (1, 0), λ̂(0) = (0, 1) and different initial
conditions for z. 1. (blue line) z(0) = 0; 2. (red line) z(0) = 3; 3. (black
line) z(0) = 5.
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Figure 3: Simulation results of the adaptive torque regulation IFOC of
Proposition 2 with γ = 100, z(0) = 2 and different initial conditions for λ and
λ̂. 1. (blue line) λ(0) = (1, 0), λ̂(0) = (0,−1); 2. (red line) λ(0) = (0.5, 0),
λ̂(0) = (0, 0.2); 3. (black line) λ(0) = (0, 1), λ̂(0) = (−1, 3).
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Figure 4: Simulation results of the adaptive torque regulation IFOC of
Proposition 2 with z(0) = 2, λ(0) = (0, 0), λ̂(0) = (1, 0) step changes in R
and different adaptation gains. 1. (blue line) γ = 30; 2. (red line) γ = 100;
3. (black line) γ = 300.

27



0 5 10 15
0

1

2

3

4

5

6

7

t, sec

R̂

 

 

1
2
3

(a) Estimate R̂(t)

0 5 10 15
0

0.5

1

1.5

t, sec

|λ
|

 

 

1
2
3

(b) Module of the flux |λ(t)|

0 5 10 15
−1

0

1

2

3

4

t, sec

τ

 

 

1
2
3

(c) Torque τ(t)

0 5 10 15

0

0.2

0.4

0.6

0.8

1

t, sec

|λ̃
|

 

 

1
2
3

(d) Error of the estimate |λ̃(t)|
Figure 5: Simulation results of the adaptive torque regulation IFOC of
Proposition 2 with γ = 50, z(0) = 2, λ(0) = (0, 0), λ̂(0) = (0, 1) step changes
in R and wrong estimates of D and L. 1. (blue line) D̂ = 0.7D, L̂ = L; 2.
(red line) D̂ = 0.9D, L̂ = 1.2L; 3. (black line) D̂ = 1.2D, L̂ = 0.95L.
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Figure 6: Simulation results of the adaptive torque regulation IFOC with
the load torque estimator (35)-(37) with γ = 200, z(0) = 2, λ(0) = (0, 0),
λ̂(0) = (0, 1) step changes in R and different adaptation gains k. 1. (blue
line) k = 1; 2. (red line) k = 10; 3. (black line) k = 100.
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Figure 7: Simulation results of the adaptive speed regulation IFOC dis-
cussed in Section 7 with γ = 200, z(0) = 2, λ(0) = (0, 0), λ̂(0) = (0, 1),
ωd = 0.4 and different values of a. 1. (blue line) a = 10; 2. (red line)
a = 30; 3. (black line) a = 100.
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(c) Torque τ(t)
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(d) Error of the estimate |λ̃(t)|

Figure 8: Simulation results of the adaptive speed regulation IFOC dis-
cussed in Section 7 with γ = 200, z(0) = 2, λ(0) = (0, 0), λ̂(0) = (0, 1),
a = 50, and different desired speeds. 1. (blue line) ωd = 0; 2. (red line)
ωd = 0.5; 3. (black line) ωd = −0.8.
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