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ABSTRACT
Many Big Data processing applications nowadays run on large-scale
multi-tenant clusters. Due to hardware heterogeneity and resource
contentions, straggler problem has become the norm rather than
the exception in such clusters. To handle the straggler problem,
speculative execution has emerged as one of the most widely used
straggler mitigation techniques. Although a number of speculative
execution mechanisms have been proposed, as we have observed
from real-world traces, the questions of “when” and “where” to
launch speculative copies have not been fully discussed and hence
cause inefficiencies on the performance and energy of Big Data
applications. In this paper, we propose a performance model and
an energy consumption model to reveal the performance and en-
ergy variations with different speculative execution solutions. We
further propose a window-based dynamic resource reservation and a
heterogeneity-aware copy allocation technique to answer the “when”
and “where” questions for speculative executions. Evaluations using
real-world traces show that our proposed technique can improve the
performance of Big Data applications by up to 30% and reduce the
overall energy consumption by up to 34%.

1 INTRODUCTION
Many Big Data processing applications nowadays run on large-scale
multi-tenant clusters. In such clusters, the heterogeneous hardware
models and diverse application categories result in unavoidable per-
formance variability. Despite that there have been many studies
aiming to design improved task/job schedulers [10, 11, 22], the un-
expected long tails in job execution still exist and have become the
norm rather than an exception [8]. These heavy-tailed tasks, i.e.,
stragglers, can severely prolong the job execution time [23]. More
importantly, those heavy tails can result in high resource and en-
ergy consumption [14] and hence adversely impact the resource
utilization and energy efficiency of the cluster.

Much attention and efforts have been paid to mitigate the strag-
glers of Big Data processing applications, in order to improve their
performance and reduce the energy consumption [3, 4, 23]. Amongst
the proposed techniques, speculative execution emerged as one of
the most widely used straggler mitigation techniques. In practice, it
can reduce the average job execution time by 44% [5] compared to
the case when speculative execution is disabled. With the specula-
tive execution technique, it is important to decide when and where
(which server(s)) to launch a speculative copy of each detected strag-
gler. The answers to these two questions, namely when and where,

can strongly affect the effectiveness of the speculative execution on
both performance and energy efficiency.

Concerning the question of when, we analyzed the well-known
CMU traces [16] to investigate the correlation between the ear-
liness of launching speculative copies and achieving good strag-
gler mitigation results. The earliness of launching copies is de-
fined as Earliness = 1− StartTimec−StartTimes

Average Execution Time , where StartTimec and
StartTimes are the start time of speculative copies and stragglers, re-
spectively. Average execution time stands for the average execution
time of all tasks. We randomly select 200 out of the 1000 jobs in
CMU traces and present the observed correlation in Figure 1. On
the one hand, the late speculation handling (e.g., Hadoop’s default
scheduler) leads to poor straggler mitigation results as shown by the
data plotted on the left top of the figure. This is mainly due to the
late launches of copies, which can cause low performance improve-
ment and high resource waste. Ren et al. [16] reported that many
reduce tasks are speculated too late, resulting in wasteful speculative
copies running for less than 10% of the tasks’ average execution
time before being killed. On the other hand, one may expect that
early speculation handling should result in better straggler mitiga-
tion, as it can reduce the execution time of stragglers and consume
less resources. However, it is not true referring to data plotted on
the right top of the figure. Some of these early copies, although are
launched right after stragglers, have very bad performance where
the execution times of the copies are at least 1.5x longer than the
average task execution time. Thus, we conclude that the existing
speculative execution techniques with a fixed solution (either early
or late) to the “when” question is far from ideal.

Concerning the question of where, the heterogeneity problem in
large-scale multi-tenant clusters can greatly affect the performance
and energy efficiency of Big Data applications. However, this prob-
lem has not been well-discussed for speculative execution in existing
work [1–4, 7, 18–20, 23]. Heterogeneity in multi-tenant clusters
mainly comes from hardware heterogeneity and resource contentions.
First, it is common to have different types of hardware in modern
commodity-based clusters due to system upgrade for changing user
requirements [23]. Second, the resource sharing among multiple
users due to resource virtualization can lead to severe contentions
and thus cause variant and unpredictable task execution time. Exist-
ing studies have demonstrated that those heterogeneities can lead
to large performance variances [9, 24] to Big Data applications and
affect the straggler handling results. In this paper, we focus on the
performance variation of Big Data applications resulted from hetero-
geneity, while the cause of heterogeneity is not our concern. As has



Amelie Chi Zhou, Tien-Dat Phan, Shadi Ibrahim, and Bingsheng He

 0

 0.5

 1

 1.5

 2

 0  0.2  0.4  0.6  0.8  1

C
o

p
y
 n

o
rm

a
liz

e
d

 e
x
e

c
u

ti
o

n
 t

im
e

Earliness

Figure 1: The correlation between the earliness of launching
speculative copies and the average execution time of all success-
ful tasks using CMU traces.

been shown in our evaluations, without considering the performance
variation in speculative executions, the overall job execution time
can increase 26% and the energy consumption increases 28%.

In this work, we take into consideration the deficiencies of ex-
isting studies in answering the “when” and “where” questions and
introduce a dynamic and heterogeneity-aware speculative execution
mechanism. Our goal is to optimize the execution time and energy
consumption (i.e., skyline optimization) for Big Data processing
applications in multi-tenant clusters by smartly handling stragglers
at runtime. Specifically, we first propose a performance model and
an energy consumption model to reveal the performance and en-
ergy variations with different task and copy allocations, in order to
well balance the performance and energy optimization goals. With
these models, our heterogeneity-aware copy allocation technique
can decide the best locations of launching speculative copies, hence
answering the “where” question. Second, we propose a window-
based reservation technique to dynamically decide the best timing of
launching speculative copies, hence answering the “when” question,
by considering the benefits of allocating speculative copies onto the
available free slots in the current window. We design a trace-driven
simulator to emulate Big Data processing in multi-tenant clusters.
Evaluations with real-world traces [16] show that, compared to
state-of-the-art speculative execution mechanisms, our technique
can improve the performance of Big Data applications by up to 30%
and reduce the energy consumption by up to 34%. Overall, we im-
prove the energy efficiency of Big Data applications by up to 130%
on heterogeneous clusters. We make the following contributions.

• A performance model and an energy consumption model for
Big Data applications to reveal the performance and energy
variations with different speculation solutions.

• A window-based slot reservation technique to decide the best
timing of launching speculative copies at runtime.

• Evaluations with real-world traces show that our technique
can greatly improve the performance and energy efficiency of
Big Data applications compared to state-of-the-art speculative
execution mechanisms.

The rest of this paper is organized as follows. We introduce the
background and related work of this paper in Section 2. We discuss
the deficiencies of existing speculative execution mechanisms in

Section 3. We give an overview of our design in Section 4 and
introduce more details of the proposed techniques in Section 5. We
evaluate our design with a trace-driven simulator in Section 6 and
conclude this paper in Section 7.

2 BACKGROUND AND RELATED WORK
In this section, we introduce the background and related work on
straggler mitigation in Big Data processing systems.

2.1 Stragglers in Big Data Processing Systems
In large-scale Big Data processing systems, performance varia-
tions can happen due to many reasons such as heterogeneous hard-
ware, locality problems and resource contention between concurrent
jobs [3, 10, 23]. In the following, we do not differentiate the hetero-
geneities caused by hardware or contention, but use the performance
variation of Big Data processing to quantify the overall heterogene-
ity of a system. Performance variations may lead to the case where
some tasks take longer time to finish than the average task execution
time. Those slow tasks, i.e., stragglers, can severely degrade the job
performance and cause resource waste.

As observed from the CMU traces, many jobs (over 30% of jobs)
consist of thousands of tasks, which fully occupy the whole cluster
capacity. This high utilization causes severe resource contentions and
a larger number of stragglers in the system. Hence, it is important to
mitigate stragglers on those highly utilized systems.

2.2 Existing Straggler Mitigation Techniques
Straggler mitigation has attracted much attention due to its high im-
pact on the performance of Big Data applications [23]. We introduce
related studies in the following two categories.

Straggler detection. The default straggler detection mechanism
adopts the progress score (defined as the ratio of processed data
over the total input data of a task) to identify slow tasks. Later,
Zaharia et al. [23] found that using progress score alone is not enough
and network heterogeneity can cause 80% more of unnecessary
speculation. Accordingly, they propose to adopt the progress rate of
a task, which is defined as the percentage of input data processed per
second. It alleviates the launching of unnecessary speculation caused
by network heterogeneity. Chen et al. [4] introduce new straggler
mitigation strategy that considers not only the progress rate but also
the data transfer rate of the tasks to detect slow tasks. It also takes
into account the data skew for determining the stragglers.

Straggler handling. Dean et al. [5] adopt speculative execution
to handle stragglers. With speculative execution, a speculative copy
is launched for a straggler on a different machine. Upon the finish
of either the straggler or the copy, the other gets killed. It is shown
that speculative execution can reduce job execution time by 44% in
Google cluster [12]. Ananthanarayanan et al. [3] introduce Mantri,
a resource-aware straggler handling mechanism. Mantri schedules
speculative tasks only when there is a fair chance to reduce the
tasks’ execution time with a low resource consumption. Considering
that the majority of jobs in production Hadoop clusters are small
jobs, Ananthanarayanan et al. [1] present Dolly, a new approach to
handle stragglers by launching multiple copies (i.e., clone) of tasks
belonging to small jobs. After the first clone of a task is completed,
the other clones are killed to free the resources.
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Figure 2: Performance variations of speculative copies in the
CMU traces.

In this paper, we focus on designing new speculation mechanism
to better mitigate stragglers in highly utilized clusters.

3 DEFICIENCIES OF EXISTING
SPECULATIVE MECHANISMS

For speculative executions, there are two main design factors, namely
when to launch a speculative copy and where (i.e., on which server)
to launch it. We study existing speculative execution mechanisms
and analyze their effectiveness in addressing the two problems.

3.1 When to launch? A fixed solution is far from
ideal

Ren et al. [16] have shown that the late launching of speculative
copies can result in a large number of unsuccessful speculative
copies, which are launched too late and are killed before finishing.
As a result, many studies aim to introduce early speculation handling
solutions [3, 4, 18–20]. However, by analyzing the CMU traces [16],
we discover that early speculation handling does not necessarily lead
to better straggler mitigation results, as shown in Figure 1. This is
mainly because the early allocation can happen at the wrong time.
For example, it is possible that the earliest available slot is not suit-
able for the copy to be launched and leads to a long copy execution
time. As shown in Figure 2, we have observed a large variation in
speculative copy runtime. This shows that a fixed solution to the
question of when to launch a speculative copy is not good enough.
The decision has to be made at runtime and considered together with
the question of where to launch the copy.

3.2 Where to launch? Heterogeneity has to be
considered

Concerning the question of where to launch the speculative copies,
we need to study how different copy allocation solutions differ on
the task performance and energy efficiency. Since the multi-tenant
clusters are usually shared by multiple concurrent jobs, the resource
contention can lead to performance degradation when collocating
tasks with similar critical resource requirement on the same node. For
example, Yildiz et al. [21] have shown that resource contention can
lead to up to 2.5x slowdown. We also observe from the CMU traces
that the performance variation between different speculative copies
within one job can be large. For each job, we compute the ratios
between copy execution time and the median task execution time.
The box-and-whisker diagrams in Figure 2 show the distribution (the
minimum, 25th quantile, median, 75th quantile and the maximum

values) of these ratios per job. We find that the difference between
the execution time of two copies in the same job can be more than
10x. Regarding the energy consumption, previous studies [14, 15]
have shown that there exists a trade-off between the performance
and energy consumption when allocating speculative copies to nodes
with different numbers of running tasks.

In conclusion, it is important to consider the impact of heterogene-
ity on performance and energy consumption when making specula-
tive copy allocation decisions. However, this might not be effective
if it is done passively as shown in [15]. Hence, this motivates our
window-based reservation technique.

3.3 A motivating example
To better explain the two deficiencies mentioned above, we present
an illustrative example as in Figure 3. Consider a cluster with four
nodes and one running job. The job consists of multiple tasks and
the tasks perform differently on different nodes due to hardware
heterogeneity. During runtime, we detect that T3 is a straggler. Thus,
we need to decide the right time and location to launch copy C3 to
handle the straggler. The early copy allocation mechanism launches
C3 on the first freed slot in node N1 (see Figure 3a). The execution
time of C3 on N1 is 16 and the finish time of T3 is 18. With late
copy allocation, C3 is launched after all normal tasks in the queue
(i.e., T5 and T6) have been scheduled (see Figure 3b). Although the
execution time of C3 on N3 is shorter than on N1, the finish time of
T3 is late (i.e., 22) due to the late start of the copy. In comparison, we
propose a window-based copy allocation mechanism, which adap-
tively decides the start time and location of C3 as shown in Figure 3c.
The detailed design of this mechanism is introduced in later sec-
tions. The execution time of C3 in this case is only 11 and the finish
time of T3 is 15. From the perspective of resource consumption, the
window-based mechanism also achieves the best result. The resource
consumption (in terms of #slot× t) of the speculative executions
with early, late and window-based copy allocations are 72, 77 and
70, respectively. This example demonstrates that an adaptive and
heterogeneity-aware speculative mechanism can achieve both better
performance and energy efficiency.

4 DESIGN OVERVIEW
Consider the scenario where multiple MapReduce jobs are running
concurrently in a cluster with N nodes. Each node hosts multiple
slots for task executions and the number of slots per node equals to
the number of cores in the node. Assume the job sizes are large and
the cluster is highly utilized. Assume a fraction α of the tasks in each
job are stragglers. We study the straggler handling problem under
this scenario, with the objective of optimizing both the performance
and energy efficiency of each job.

To achieve this goal, we propose a task-level speculative scheduler
which works together with the built-in job schedulers of Hadoop,
such as Capacity and Fair schedulers. During job executions, the
Hadoop built-in scheduler is responsible for selecting the next job
to schedule in order to satisfy job-level requirements such as fair-
ness. Our task-level scheduler is responsible for launching original
tasks and speculative copies, in order to satisfy the performance and
energy optimization objectives. The main advantage of designing
our speculative scheduler at the task-level is to separate the task
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(c) Window-based copy allocation
Figure 3: An example with different speculative mechanisms.

Figure 4: Design Overview

scheduling problem from job scheduling and thus greatly reduce the
solution space and problem solving latency. As a result, we are able
to optimize the speculative execution at runtime.

Our speculative scheduler has two main components, namely
the window-based resource reservation for speculative copies (Sec-
tion 5.1) and the resource selection component which decides where
to schedule speculative copies (Section 5.2). Figure 4 shows an
overview of our design. With the Hadoop built-in scheduler work-
ing at job-level, in the following, we discuss the details of the two
components using a single job for simplicity. However, note that our
design works for both single job and multiple jobs scenarios.

5 PROPOSED TECHNIQUES
We divide the speculative handling problem into two sub-problems:
i) when to make reservations for launching speculative copies and ii)
where to launch the copies. In the following, we propose a window-
based resource reservation technique and a heterogeneity-aware copy
allocation technique to solve the two sub-problems.

5.1 Window-based Resource Reservation
Existing straggler handling mechanisms are triggered once there are
stragglers detected and free slots for launching speculative copies.
However, in highly utilized clusters, the resource is not always avail-
able for launching speculative copies and reservations have to be
made in advance to make sure the speculative copies get executed.
As has been demonstrated by existing studies [17], static reserva-
tion with fixed sizes can easily lead to over- or under-reservation
problems. In this paper, we propose a dynamic resource reserva-
tion technique, which considers the free resources in the near future
(i.e., a time window) to make good resource reservations at runtime.
Specifically, we define a time window size w, which is set to be
shorter than the average execution time of normal tasks. The average
task execution time can be calculated using runtime information col-
lected from the last time window or all previous windows, according
to the variance of the system. At the beginning of each time window,
we perform straggler detection and store the detected stragglers in a

set S. We also have the set of normal tasks to be scheduled denoted
as T . We assume that the execution speed of a task remains constant
within a time window and preemption is not allowed. Based on this
assumption, we can estimate the finish time of running tasks and thus
have the estimated number and starting time of freed slots. Denote
the set of freed slots ordered by their starting time as V . Then, in
each time window, the resource reservation problem is to reserve
slots from V for speculative copies of stragglers in S, in order to
optimize the performance and energy consumption of the job.

Given |V | free slots and |S| detected stragglers, we can reserve
from 0 (do not execute any speculative copy in the current time
window) to min(|V |, |S|) slots (execute as many speculative copies as
we can). Thus, the solution space to the resource reservation problem
is ∑

min(|V |,|S|)
n=0 P(|V |,n), where P(|V |,n) stands for the permutation

of choosing n slots from V . With the large number of stragglers
in Big Data applications, the time for exhaustively searching the
solution space is prohibitively long. Thus, we propose the following
heuristic to quickly obtain a good solution to the problem. First, we
order the stragglers according to their criticalness, i.e., the residual
time for a straggler to finish. The criticalness of a straggler is defined
as (1− progress) · duration

progress , where progress
duration represents the speed of

the straggler. More critical stragglers have better potential of saving
resources and thus are given higher priorities when being allocated.
A speculative copy is only launched when the residual time of the
straggler is longer than the expected execution time of the copy.
Second, given the set of ordered stragglers, we sequentially search
for a good slot from V for each straggler in S to run the copies, as
shown on the left side of Figure 5. When searching for a good slot
for each straggler, we consider the impact of different allocation
choices to the performance and energy consumption of the job. This
searching is processed using our heterogeneity-aware copy allocation
technique. As will be introduced in the next subsection, the time
complexity of this technique is O(|V |×min{|S|, |V |}). Third, after
making copy allocation decisions for all stragglers, the non-reserved
slots in V are used for executing the normal tasks in T . The normal
tasks are scheduled using the user-defined Hadoop built-in scheduler,
as shown on the right side of Figure 5.

The benefits of our design are two-fold. First, compared to real-
time reservation methods, it provides the ability to look-ahead when
reserving resources and thus offers a larger space of choices for
copy allocations. Second, compared to offline optimization methods,
our resource reservation and copy allocation decisions are made
periodically using up-to-date runtime information from the latest
time window, and thus are more likely to lead to good results.
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Figure 5: An example of window-based resource reservation. In
the current window, S is the set of detected stragglers ordered
by criticalness, V is the set of slots to be freed and T is the set of
normal tasks to schedule.

Discussion on window size: We limit the window size to be
shorter than the average task execution time is to perform one-step
look-ahead when estimating the number of free slots. If the window
size is too large, the |V | and |S| values are likely to be large. Thus,
the optimization overhead is large for one time window. Also, our
assumption of constant task speed in one window is more reasonable
with a small window size. However, if the window size is small, the
number of allocation choices in one time window is also small. Thus,
the overall optimization result can be less effective. In the evaluation
section, we dedicate one part to illustrate the impact of different
window sizes on the space of choices.

5.2 Heterogeneity-Aware Copy Allocation
Given a list of stragglers S (Si, where i = 0, · · · ,k− 1) ordered by
criticalness and a list of slots V (Vi, where i = 0, · · · ,m− 1) to be
freed in the current window, we need to decide which speculative
copies of stragglers should be launched and where to launch them. In
order to answer the “where” question, we first present a performance
and an energy model to estimate the job performance and energy
consumption resulted from different copy allocation solutions. Rely-
ing on those model-based estimations, we propose a copy allocation
heuristic to smartly map speculative copies onto different slots.

5.2.1 Performance Model. The performance of a task (either
a normal task or a speculative copy) on a slot can be affected by
many factors. Existing performance models [15], which usually
predict the task performance using offline profiling, can easily lead
to prediction inaccuracies in heterogeneous clusters. In this paper,
we mainly consider three factors, namely resource contention, data
locality and the capability of slots, which are usually the major
impacting factors to task performances. We can divide the execution
time of a task into the following three components:

t = treq + tcont + tdata (1)

where treq is the shortest time required to execute the task (with local
data and no contention), tcont is the prolonged execution time of the
task due to resource contention and tdata is the time spent on loading
data from remote location if data locality is not achieved.

Given a mapping of straggler Si to slot V j , we estimate the perfor-
mance of the speculative copy of Si, denoted as Ci, using Equation 1.
First, for tasks (i.e., Mappers) running on the same slot, treq is almost

the same, assuming that the input data is evenly assigned to differ-
ent tasks. Second, as the resource contention is mainly caused by
concurrent tasks, the tcont value of Ci can be considered as the same
as that of the latest task running on V j. Lastly, the tdata component
can be easily estimated as tdata =

D
B , where D is the size of the input

data to be loaded by Ci and B is the network bandwidth between the
location where the data resides and V j . With the above analysis, we
can estimate the execution time of Ci using the runtime history of the
latest non-straggling task (either a normal task or a speculative copy)
executed on V j, denoted as Th. There are three cases for estimation.

• Case 1: if Ci and Th execute either (1) with input data locally
available or (2) without input data locally available, then we
have tCi = tTh .

• Case 2: if Ci runs with data locally available and Th does not,
then we have tCi = tTh −

DTh
B .

• Case 3: if Th runs with data locally stored and Ci has to fetch
input data from remote node, then we have tCi = tTh +

DCi
B .

As has been discussed in existing studies [23], the ratio of local
task over the number of total tasks is small in real clusters. For
example, 58% of Facebook’s jobs have only 5% tasks that are local
tasks [23]. As a result, tasks most likely run with remote data. Thus,
case 1 is the most common one in real clusters, which makes the
performance estimation for copy allocations light-weight.

Assume that currently Si is the first straggler in S that has not been
handled and Si runs on slot Vk. As stragglers are ordered according to
their criticalness, we estimate that by handling Si, the job execution
time can be reduced by:

∆ti j = tSi + tVk − tCi − tVj (2)

where tSi and tCi are the estimated execution time of straggler Si and
its copy, respectively. tVj and tVk are the starting time of Ci and Si on
slot V j and Vk, respectively.

5.2.2 Energy Consumption Model. To estimate the energy
consumption of executing Ci on V j, we first propose the node-level
power model. The power consumption of a running node is com-
posed of two parts, namely the fixed static power consumption Ptotal

static
and the dynamic power consumption Ptotal

dyna . The dynamic power
consumption is proportionally related to the usage of resources, in-
cluding the number of active cores, the number of memory accesses
and the amount of data transferred through the network [6]. Assume
a node is equipped with a CPU of c cores, a memory with m GB
capacity and a Network Interface Card (NIC) providing b Gbps
bandwidth. Then, Ptotal

dyna can be defined as the sum of the dynamic
power consumption of all active resources as shown below.

Ptotal
dyna = Pcpu

dyna +Pmem
dyna +Pnet

dyna (3)

The CPU dynamic power consumption of a running node mainly
depends on the number of tasks simultaneously running on the node.
We use Pdyna to denote the power consumption for one active core
and n to denote the number of tasks running on the node. Thus, Pcpu

dyna
can be modeled as below.

Pcpu
dyna =

{
n ·Pdyna for 0 ≤ n ≤ c

c ·Pdyna for c < n
(4)
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The dynamic power consumption of the memory is strongly re-
lated to the number of data accesses per second [6]. It is observed
that this value can be estimated using the runtime history of tasks of
the same job. The dynamic memory power consumption of a task is
modeled as its average data accesses per second multiplied by the
energy consumption of one data access. Pmem

dyna is modeled as the sum
of the dynamic memory power of all running tasks [6]. Pnet

dyna can be
modeled in a similar way, using the total amount of data transfer of
each task [6]. Note that if a task achieves data locality, the dynamic
network power consumption of the task is zero.

Similarly, the static power consumption is composed by the idle
power consumption of CPU, memory and network resources [6].
We model Ptotal

static as the sum of Pcpu
static, Pmem

static and Pnet
static, which are

considered as architecture constants and can be estimated with hard-
ware specifications or measured through profiling [6]. Thus, the total
power consumption P of a running node can be modeled as the sum
of Ptotal

static and Ptotal
dyna , and the power consumption of a slot with a

running task can be calculated as the difference of the node power
consumption before and after running the task.

The energy consumption E of a node is its power integrated
over time and thus can be modeled as E =

∫ T
0 P(t )dt. We use T to

denote the execution time of tasks running on the node. The energy
efficiency EE is defined as the ratio of the throughput to the power
consumption, namely EE = 1/E.

Executing a new copy consumes more energy while at the same
time saves energy due to shortening the execution time of the strag-
gler task. We can formulate the saved energy consumption caused
by launching a copy of straggler Si on slot V j as follows.

∆Ei j = Pk ·∆ti j −Pj · tCi (5)

where Pk and Pj are the power consumption of slots Vk and V j which
execute the straggler Si and copy Ci, respectively.

5.2.3 Copy Allocation Heuristic. Given the performance and
energy models, we have two metrics (∆ti j,∆Ei j ) to decide the fitness
of each map from straggler Si to slot V j. Given any straggler, there
can be m+1 different copy allocation choices assuming that there
are m non-reserved slots in V (i.e., choosing one of the m slots to
launch a copy and do not launch any copy). The objective of our copy
allocation heuristic is to find the allocation decision that maximizes
both the performance and energy metrics for each straggler in S. Fol-
lowing the order of stragglers sorted in the window-based resource
reservation step, we iteratively search all the slots in V and choose
the one with the best performance and energy metrics as the allocated
slot. When comparing two sets of metrics, e.g., M1 = (∆t1,∆E1) and
M2 = (∆t2,∆E2), we use the skyline comparison to decide which one
is better. Specifically, we define M1 > M2 only when both ∆t1 > ∆t2
and ∆E1 > ∆E2 are satisfied. If a slot cannot be found for a straggler
Si, we propose to opportunistically reschedule Si (Section 5.2.4)
with the stragglers scheduled before it, in the hope of optimizing the
overall performance and energy consumption. Algorithm 1 presents
the general flow of our copy allocation heuristic. The worst-case
complexity of this heuristic is O(|V |×min{|S|, |V |}).

5.2.4 Opportunistic Rescheduling. When the best_map is
not found for a straggler Si, we try to jointly reschedule the previ-
ously scheduled stragglers together with Si, in order to optimize the

Algorithm 1 Speculative copy allocation heuristic.
while S is not empty do

straggler i is the head of S;
best_fitness = (0,0);
for slot j in V do

calculate ∆ti j and ∆Ei j using Equation 2 and 5;
if (∆ti j ,∆Ei j ) > best_fitness then

best_map = j;
best_fitness = (∆ti j ,∆Ei j );

if best_map is not found then
select S′ as the set of stragglers to be jointly rescheduled with straggler i;
reschedule(S′, i);

else
launch a copy of straggler i in slot best_map;

remove straggler i from S;

overall performance and energy consumption of Si and the resched-
uled straggler. For example, in Figure 5, if no best_map can be
found for S2, it is possible that the slot favored by S2 has already
been taken by S1. Thus, scheduling the copy of S1 to another slot
and allocating the freed slot to S2 may be better than only launching
a copy for S1. However, when the number of previously scheduled
stragglers is high, considering all those candidates for rescheduling
is clearly too time consuming. Thus, we propose to select k stragglers
that are the most likely to benefit from rescheduling.

Selecting k stragglers: For each straggler S j ( j < i), we define a
metric score j to indicate the potential benefits gained from jointly
rescheduling S j and Si. score j is affected by two factors, namely 1)
the closeness between the criticalness of Si and S j and 2) the pref-
erence of Si on the slot scheduled to S j. As more critical stragglers
have higher potential of saving resources, the first factor indicates
the possibility of improving the performance and energy consump-
tion of Si while not sacrificing too much of those of S j. We define
the closeness as score1

j =
ct j−cti

ct j
, where ct j and cti stand for the

criticalness of S j and Si calculated in the resource reservation step,
respectively. The second factor decides how much benefits Si can
gain by taking over the slot originally assigned to S j , denoted as Vk.
We calculate the benefits on time and energy according to Equation 2
and 5, namely score2

j =
∆tik−∆t jk

∆t jk
and score3

j =
∆Eik−∆E jk

∆E jk
. Overall,

score j = score1
j + score2

j + score3
j .

We select the top-k stragglers with the highest scores in a set S′.
Note that we only select stragglers with positive score2

j and score3
j

values and the straggler selection is triggered only when k < i−1.
Based on sensitivity study, we set k to 3 by default to balance the
performance and energy improvements and optimization overhead.

Joint rescheduling: Given the set S′, for each selected straggler
S′j, we assign the slot of S′j to Si and search for the best_map slot
from the idle ones for S′j using the same way as the copy alloca-
tion heuristic. We adopt the first found solution as the rescheduling
solution. If no solution can be found, no copy is launched for Si.

6 EXPERIMENTAL EVALUATION
6.1 Setup
Trace-based simulator: Our experiments are conducted with a trace-
driven simulator implemented in Java. Our simulator emulates a
Big Data processing cluster. There are two main components in the
simulator, namely nodes and jobs.
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Each node is configured with a specific number of slots, which
represents the number of tasks that can concurrently run on the node.
When multiple tasks are running at the same time, the CPU, memory
and network resources of the node are distributed evenly to those
tasks. The same task on different nodes has different performance.
This is to emulate the hardware heterogeneity. A job component
contains a list of tasks. Moreover, it has specific parameters, which
can be customized. For instance, we can tune the ratio of stragglers
when running a job. These parameters can be manually set, or ex-
tracted from the production traces, e.g., CMU traces [16]. For each
job, its tasks have specific resource usage characteristics (e.g., CPU,
memory and network usages).

There are three important parameters in our simulation, namely
the resource contention degree, hardware heterogeneity degree and
straggler ratio. Resource contention degree indicates how much re-
source contention can affect the job performance. For example, a
contention degree of 2.0x means that the execution time of a task be-
comes twice of its normal execution time due to resource contention.
Hardware heterogeneity degree indicates how different the same
task can perform on different nodes. For instance, a heterogeneity
degree of 3.0x specifies that the same task can have 300% variation
in execution time on different nodes across the cluster. The straggler
ratio represents the ratio of stragglers among all the tasks. We extract
simulation data from the CMU traces collected in January 2012 from
a Hadoop production cluster [16]. During the 30 days of execution,
more than 1500 jobs (1.5 million tasks) were submitted to the cluster
by 78 different users.

Comparison: We compare our reservation-based speculative exe-
cution method (denoted as Window) with the following methods: (1)
noSpec means that the speculative execution is disabled. (2) Default
is the speculative execution mechanism currently used in Hadoop.
It allocates speculative copies at the end of job execution, when all
normal tasks are launched. (3) Hete-aware also allocates specula-
tive copies on available resources at the end of the job execution.
However, it takes into account the impact of both the performance
and energy consumption of different slots. It uses the same copy
allocation heuristic as shown in Algorithm 1.

Configuration: We set the resource contention to 2.5x, straggler
ratio to 0.2, hardware heterogeneity to 3.0x and window size to
0.2 by default. We study the impact of these parameters through
sensitivity studies. In all experiments, we compare the performance
(i.e., makespan) and energy consumption of each job obtained by
different mechanisms. All results are normalized to those of noSpec
if not otherwise specified.

6.2 Comparison Results
Figure 6 shows the normalized average job performance and energy
consumption results obtained by all compared mechanisms. We have
the following observations. First, as shown in Figure 6a, Window ob-
tains the best performance results among all compared mechanisms.
Specifically, Window reduces the average job execution time by 27%,
22% and 20% compared to noSpec, Default and Hete-aware, respec-
tively. This is mainly due to the window-based resource reservation
technique which launches speculative copies at the most appropriate
time (e.g., comparing Window with Hete-aware). Our heterogeneity-
aware copy allocation technique can improve the performance of
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Figure 6: Overall comparison results using different speculative
execution mechanisms.
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Figure 7: CDF of execution time and energy consumption im-
provements of different speculative execution mechanisms with
respect to noSpec.

speculative copies. Window reduces the average execution time of
copies by 48% and 41% compared to Default and Hete-aware, re-
spectively. Second, Figure 6b shows that, Window can significantly
reduce the average energy consumption of each job by 21%, 23%
and 20% compared to noSpec, Default and Hete-aware, respec-
tively. We breakdown the energy consumption according to five
task categories, namely successfully finished normal tasks (denoted
as Normal-Success), successfully finished stragglers (denoted as
Strag-Success), killed stragglers (denoted as Strag-Killed), success-
ful speculative copies (denoted as Copy-Success) and killed specula-
tive copies (denoted as Copy-Killed). Window greatly reduces the
total energy consumption of stragglers thanks to the early launch of
speculative copies. In comparison, many stragglers of the compared
mechanisms are already finished when launching speculative copies.
These results emphasize the importance of early speculative copy
allocation to the performance and energy optimization in Hadoop
clusters.

To better understand the outperformance of Window, we further
study the performance and energy consumption results at the job-
level. Figure 7a and 7b depict the CDF of Window’s improvements
over the other mechanisms on execution time and energy consump-
tion at the job-level. We find that, when looking at each individual
job, Window still shows good improvement over the other mech-
anisms. For example, Window obtains over 30% reduction in job
execution time for more than 90% of the jobs and reduces more than
20% energy consumption for 80% of the jobs compared to noSpec.

An interesting finding is that, Default and Hete-aware can some-
times perform even worse than noSpec in both execution time and
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Figure 8: Sensitivity study on the window size parameter.

energy consumption for some jobs. This is mainly due to the late
launching of speculative copies, which not only prolongs the execu-
tion time of stragglers and hence increases job execution time, but
also wastes more energy on the killed speculative copies.

To examine the combined improvement of performance and en-
ergy consumption, we evaluate the energy efficiency of the compared
speculative execution mechanisms. Window obtains the best energy
efficiency result. Specifically, it increases the energy efficiency by
75%, 70% and 61% compared to noSpec, Default and Hete-aware,
respectively. With our heterogeneity-aware copy allocation tech-
nique alone, Hete-aware increases the energy efficiency by 14% and
9% compared to noSpec and Default, respectively.

In conclusion, dynamically reserving the right resources can sig-
nificantly improve the performance and the energy consumption
(energy efficiency) of speculative executions.

6.3 Sensitivity Study
We first measure the impact of window size in Window on the average
copy execution time and energy consumption. Then we evaluate the
impact of three system factors, namely resource contention, straggler
ratio, and hardware heterogeneity, on the effectiveness of the three
speculative execution mechanisms.

6.3.1 Window Size. Window size is an important parameter
to Window. We vary it from 0.1x to 1.0x of the job’s fastest task to
study its impact on performance and energy efficiency.

Figure 8 shows the average copy execution time and total energy
consumption under different window sizes. With the increase of
window size, the copy execution time decreases. This is because
with a large window size, Window can have more options for the
next reservation. Thus, speculative copies have higher chance of ex-
ecuting on relevant slots. However, when the window size increases,
the energy consumption also increases in most of the cases. This is
mainly because a large window size makes the straggler handling
less frequent. Thus, stragglers can run longer and consumes more
extra energy. These observations are consistent with our analysis
in Section 4. Considering the trade-off between performance and
energy consumption, we set the window size to 0.2 by default.

6.3.2 Resource Contention. We vary the contention degree
from 1.0x (no contention), 1.5x, 2.0x to 2.5x (severe contention) to
simulate the scenario of running different types of applications in
the cluster. Figure 9 shows the results of the four methods under
different contention degrees. We make the following observations.
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Figure 9: Sensitivity study on resource contention degree.

First, when the contention degree increases, the performance
improvement of Window over the other mechanisms also increases.
For example, when the contention degree increases from 1.0x to 2.5x,
the reduction on average job execution time increases from 26% to
29%, 20% to 24% and 19% to 22% when comparing Window with
noSpec, Default and Hete-aware, respectively. Similar trend has also
been observed for the energy consumption results. Second, when the
contention degree increases, the improvements of Hete-aware over
noSpec and Default in performance and energy consumption also
increase. For example, when the contention increases from 1.0x to
2.5x, the reduction on average job execution time increases from 8%
to 11% when comparing Hete-aware with noSpec.

These results indicate that our proposed speculative execution
mechanism works well with diverse resource contention degrees.

6.3.3 Hardware Heterogeneity. Hardware heterogeneity is
a widely recognized problem in many Big Data processing sys-
tems [13]. In this evaluation, we vary the hardware heterogeneity
degree from 1.0x, 1.5x, 2.0x, 2.5x to 3.0x to simulate different types
of commodity clusters. Figure 10 shows the results of the compared
mechanisms under different heterogeneity degrees.

As the hardware heterogeneity degree increases, the straggler
problem becomes more severe and Window is able to obtain higher
improvement in performance and energy consumption compared
to the other mechanisms. For example, compared to Default, the
reduction on average job execution time obtained by Window in-
creases from 16% to 22% and the total energy consumption from
17% to 23%. With a closer look at the execution of speculative copies
(Figure 10c), we find that the average copy execution time increases
much slower in Window than in Default and Hete-aware. Hete-aware
also performs better with the increase of hardware heterogeneity
degree. However, we observe that this increase is small compared
to Window. This is due to the small number of available slots when
Hete-aware allocates copies. We observe that when Hete-aware copy
allocation method allocates speculative copies, the average number
of free slots is less than 5. In contrast, benefiting from the dynamic
resource reservation, Window has 40 free slots on average and thus
has a better chance of allocating slots with high performance and
low power consumption for speculative copies.

Overall, Window obtains much higher energy efficiency (up to
75%) compared to the other mechanisms and the improvement in-
creases with the increase of hardware heterogeneity as shown in
Figure 10d. This means our speculative execution mechanism works
well in commodity clusters with high hardware heterogeneity.
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Figure 10: Sensitivity study on the hardware heterogeneity degree.
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Figure 11: Sensitivity study on the straggler ratio.

6.3.4 Straggler Ratio. By analyzing CMU traces, we observe
that the straggler ratio varies from 0.0 to 0.40 per job. In this eval-
uation, we vary the straggler ratio from 0.05 to 0.40 to study the
behavior of the compared mechanisms.

As shown in Figures 11, with the increase of straggler ratio, the
improvement of Window over the other mechanisms gets higher.
For example, Window reduces the average job execution time by
6.5%–30% and the energy consumption by 6%–34% compared
to Hete-aware. Window significantly increases the overall energy
efficiency when the straggler ratio is high. The increase can be up
to 140%, 135% and 130% compared to noSpec, Default and Hete-
aware, respectively. This demonstrates that our algorithm can work
well in systems with serious straggler problems.

6.4 Evaluation on Underutilized Clusters
Although our speculative execution mechanism is mainly designed
for highly utilized clusters, we show that it can also work well as
state-of-the-art speculative execution mechanisms on clusters with
low utilization.

Specifically, we vary the system utilization from 60% to 95%.
We take Window as a task scheduler and compare it with the default
task scheduler of Hadoop, namely Default. We adopt two job sched-
ulers for comparison, namely Fair [22] and Hopper [17]. Fair is
the de facto scheduler in MapReduce production clusters [22]. It
allocates free slots evenly among all running jobs. Hopper is a recent
speculation-aware job scheduler, which is designed specifically for
clusters with low utilization. We compare results of using Window on
top of the Fair scheduler (denoted as Fair+Window), using Default
on top of Hopper (denoted as Hopper+Default) and using Default
on top of Fair (denoted as Fair+Default).

Figure 12 presents the improvements of the performance and
energy results of Fair+Window and Hopper+Default over those of
Fair+Default. We have the following observations. First, comparing
Fair+Window with Fair+Default, Fair+Window is able to obtain
better execution time and energy consumption/efficiency results
under all system utilization setting. Also, the improvement increases
with the increase of cluster utilization. This is mainly due to the
in-advance resource reservation of Window which works especially
well in high-utilized clusters.

Second, comparing Fair+Window with Hopper+Default, we find
that Fair+Window obtains similar energy efficiency results as Hop-
per+Default when the system utilization is low (< 75%) and obtains
much higher energy efficiency when the system utilization is high
(≥ 75%). Note that Hopper reserves more than one slots (2/β of
the total number of normal tasks and we set β = 1.5) for launching
speculative copies when system utilization is low, thus it can obtain
good execution time results with extra energy consumption. This
is consistent with our observation in Figure 12a and 12b at low
system utilization. When there are not enough free slots to allocate
2/β copies for all stragglers, Hopper allocates free slots to shortest
jobs first. As a result, long jobs have to wait until free slots are
released and the straggler problem remains unsolved. This explains
the observation in Figure 12a where the execution time reduction of
Hopper+Default decreases when system utilization gets high.

7 CONCLUSION
In many multi-tenant clusters, the straggler problem has become the
norm rather than the exception for Big Data applications. Existing
studies have proposed a number of straggler handling techniques to
address this important problem using speculative executions. How-
ever, we have observed from real-world traces that those techniques
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Figure 12: Comparison results on clusters with different utilization degrees.

cannot well address the straggler problem due to inappropriate deci-
sions on “when” and “where” to launch speculative copies. In this
paper, we propose a window-based slot reservation technique and a
heterogeneity-aware copy allocation technique to answer the “when”
and “where” questions for speculative copies. Our techniques are
guided by a performance and an energy consumption model to ac-
curately reveal the system performance and energy variations with
different speculative execution solutions. Evaluations using real-
world traces show that our proposed techniques can greatly improve
the performance of Big Data applications and reduce the overall
energy consumption. As a future work, we plan to implement our
mechanism into real systems to demonstrate its effectiveness.
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