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Abstract. At present, Quality of Experience (QoE) measurements are
accomplished by interrogating users for the perceived quality of a ser-
vice they just have used. Influenced by many factors and often limited
by domain or geographical region, this technique has several drawbacks
when a general state of QoE for the internet as a whole is prospected.
To achieve such a general metric, we leverage user complaints that we
observe in real-time in social media. Such approaches have been success-
fully applied for the monitoring of specific and single services. We aim
to extend existing methods in order to create an overall metric, define
an internet wide QoE baseline, monitor changes and hence, provide a
context for assessing smaller scale findings against a ground truth. The
contribution of this work is to demonstrate the feasibility of using so-
cial media analysis for generating a meaningful value for quantifying the
actual QoE of the internet.

1 Introduction

Management and operation of communication and networking services rely on
holistic knowledge of interrelationships between technical values and perceived
service quality. Especially perceived quality of internet services is fundamental
for both developing web applications and planning network infrastructure [1].
The shift from technology-oriented to user-centric development, operation and
measurement correlates with the trends of network architectures that evolve
from host-oriented to information-centric models, and infrastructure networks
from static to Software Defined Network (SDN) technologies [22].

On a technical level, there exist plenty of measured parameters that can de-
scribe characteristics of network links, protocols, connected systems and applica-
tions and form the well-defined Quality of Service (QoS) concept [16]. Although
the International Telecommunication Union (ITU) definition of QoS includes the
ability to satisfy stated and implied needs of the user of the service, the QoS
concept does not provide insights to users’ satisfaction on consumed services. To
close this gap and to provide specific and measurable objectives to application
and infrastructure developers, the concept of QoE was introduced.



There are many different application domains of the QoE concept resulting
in slightly different understandings. Basically, existing work can be classified
in either concentrating on specific network technologies, e.g., mobile networks
like 3G [20], 4G [28], 5G [22], on specific media (e.g., video [32], voice [12]),
on specific services like Internet Protocol television (IPTV) [31], Mobile Social
Networks (MSN) [6] and YouTube [33], or on the type of service deployment
like cloud services [2] or peer-to-peer networks [11]. Also combinations of the
aforementioned categories are actively researched, e.g., in [5].

QoE can be thought of as QoS plus a human factor. This simple definition
might be misleading, as modeling of the human factor is an unresolved issue,
that includes different fields of psychology like cognitive psychology, memory
psychology, and psychophysics [30]. That is why QoE measurements often in-
clude conducting real-world experiments with test persons, asking them in vari-
ous ways for their opinion on used services. Using this black box test setting, the
inscrutability of the human mind is bypassed and the aimed value is achieved.
The disadvantage is the requirement of strictly controlled testing procedures,
high personnel demand and lack of scalability.

In order to address these shortcomings, this paper is about the question of
whether it is possible to turn complaints of globally distributed social media
users into valuable signals for inferring perceived levels of web service quality.
With a positive outcome, continuous QoE measurement at large scale would be-
come feasible and advanced questions might be identified. With Twitter, people
can publish messages (tweets) using various devices and follow other users to
subscribe to their tweets. The public Twitter Application Programming Inter-
faces (APIs) offer programmatic access to public tweets in a well-documented
JavaScript Object Notation (JSON) format. Twitter is the most widespread
service of its kind and, due to its openness and popularity, current subject of
research in several disciplines covering a broad range of examined topics [34].
In this work, we investigate the feasibility of using tweets as an indicator for
QoE drops. Twitter users are not a representative share of all internet users.
More than that, we expect the population to be biased in various ways. This is a
restriction to our approach, which let us detect only complaints about problems
without providing an unbiased base line. Nevertheless, we expect the outcome
to be actionable in a way that subsequent work can build upon it and support
the presented use cases.

The remainder of this paper is organized as follows. Section 2 gives an
overview of QoE metrics for web services, how measurements are performed,
and which shortcomings exist in current methods. Also, use cases are presented
and requirements to the solution are derived. In Section 3 we investigate exist-
ing approaches on leveraging social media content for detecting disruptions of
web services. A description of our experimental setup, message processing and
signal extraction methods to receive correlations between web services and user
experience are presented in Section 4. In Section 5, we give insights to the gen-
erated data and evaluate our findings with respect to the research question that
is raised. The results are concluded in Section 6 and future work is outlined.



2 Problem Statement

Assessing accurate QoE metrics is a challenging problem. Schatz et. al. give
comprehensive insights in [29]. They define two different kinds of testing tech-
niques for QoE: The first kind is made of subjective tests, typically conducted
in a controlled laboratory setting but also as field tests or using crowdsourcing
methods. All of these methods aim to gather answers from humans to prede-
fined questions and include the downside of being costly, time-consuming and
require careful planning. The second kind of tests is objective measurement that
include measuring physiological aspects of test persons or technical parameters
of the utilized systems and infrastructure. These assessment methods need to be
mapped to a resulting user experience score, requiring a proper model. Whilst
also being affected by the drawbacks of the subjective methods, the big advan-
tage of objective methods is the possibility of automation and therefore, some
degree of scalability.

2.1 Modeling and formalization of QoE

QoE is defined as a metric for the relationship of a person that interacts as
user with an application [25, 21]. While QoS focuses on the relationship between
systems, the authors recognize that a change in QoS only affects QoE if a person’s
expectation is affected. Analogous to this approach, also the concept of Quality
of Business (QoBiz) is introduced, the value of which only is affected by changes
in QoE if a company’s revenue is impaired. The key finding of these publications
is that values of different quality aspects can be seen independent, even though
they build upon each other, so that only weak coupling between these metrics
can be assumed.

2.2 Web QoE metrics and assessment

In contrast to QoS that is well defined and standardized [16], and even adapted
to specific technologies like mobile networks [17], QoE is much harder to quantify.
A common factor of most approaches, is the assignment of an average value for
perceived quality on a scale from 1 to 5 (representing bad, poor, fair, good, and
excellent), what is known as the Mean Opinion Score (MOS) [14].

Streijl et. al. give a comprehensive summary of methods, applications, limi-
tations and alternatives of the MOS in [30]. They describe the influence of psy-
chological aspects, test design, testing methods and even the choice of scales to
the result of MOS measurement. Stating the costly and time-consuming nature
and limited scope of subjective quality tests, they also review objective models
that exist in various types (e.g., arithmetic models, statistical models, paramet-
ric network planning models). While these models can be considered correct, as
long as the calculated MOS lies within the confidence interval of the subjective
MOS, the authors conclude that slight broadening of distortions results in higher
complexity and disagreement between perceived qualities.



2.3 Challenges of objective methods for network related QoE

The ITU outlines a framework for estimating end-to-end-performance in IP net-
works in [15] and recommends to focus on technical metrics like bandwidth,
delay and packet loss rate in order to gain insights to perceived web quality.
While concluding that perceived quality can be derived with a correlation that
is high enough for most use cases (> 0.9), more detailed methods for addressing
factual challenges and considering a higher number of variables have been pub-
lished during the last years. Most of these approaches incorporate in some way
the complexity of human emotion, that are not considered in the framework of
the ITU. Some of the human mind’s complex relationships have been researched
in context of QoE: Egger et. al. show in [8] the direct applicability of the Weber-
Fechner Law (see [10] for a brief historical outline) to the relationship of waiting
time and download experience. They proof this finding empirically for simple
waiting tasks and furthermore, they also investigate the applicability of loga-
rithmic relations between bandwidth and mean opinion score for more complex
tasks like web browsing. Instead of a logarithmic relationship, rather an exponen-
tial relationship was discovered, as has also been shown before by Fiedler et. al.
in [9]. The explanation for this outcome lies in the complex, non-linear models
of network-level page load times, which were investigated in detail by Belshe [4].
Also, a memory effect has to be considered as psychological influence factor as
described in [13]. With [7] Egger et. al. provide a condensed summary of many
of the intertwined aspects. From these insights into technical and psychologi-
cal background of perceived web quality, we can derive that a purely technical
approach to measure web QoE is a hard problem.

2.4 Use Cases

To demonstrate the tangibility of the problem statement, we look at the following
exemplary stakeholders that can benefit from internet wide QoE measurements.

Network Providers need to optimize investments on new infrastructure in a way
that costs are minimized while turnover is maximized, aiming at ultimately
maximizing profit. QoE is a valid metric for customer satisfaction, which in
turn we imply is positively correlated with turnover. Due to this correlation,
optimizing for QoE is more target-oriented than optimizing for technical
QoS parameters. The knowledge of a base level of customer satisfaction and
the ability to detect changes is key either to assess the effect of investments
already carried out and to identify weak points in network infrastructure
that are most in need for further investments.

Service Providers that offer their business to worldwide customers, often rely on
both own and third-party infrastructure to deliver contents. Ensuring con-
tinuous availability and convenient response times, as two key service level
metrics, is business-critical to them. Their challenge in monitoring customer
experience is manifold: Services are frequently added and changed so that
automatic or synthetic monitoring of technical key performance indicators



often lags behind and covers only a small fraction of all service functions.
Also a service provider would like to be aware of a shift of customers’ ex-
perience during the lifetime of a service. Challenging is that the underlying
infrastructure is very heterogeneous in most times, not only because of third-
party services but also because of implementing novel cloud technologies as
demanded by service expansion. In case of a problem, they also want to iden-
tify whether the problem affects only their own service or services of other
providers as well to communicate accordingly to their customers.

Security Actors may observe disruptions of network segments or services of
central importance for the reliability of internet infrastructure as a result of
large-scale attacks. In such scenarios, it is crucial to gain as much informa-
tion as possible as quickly as possible. This is to make up the information
advantage of the attackers and become able to successfully deploy counter
measures in a timely manner. To know whether, which, where and to what
extend web services are affected, can support this process effectively.

2.5 Requirements

To conclude the former stated shortcomings and limitations of current approaches,
we derive the following requirements on real-time QoE measurement at internet
scale, matching the demands of the presented use cases.

1. Identify an overall baseline for web service QoE.
2. Recognize changes in customer experience with web services, especially drops.
3. Monitor for QoE problems independently of underlying network technology.
4. Monitor new services immediately after deployment and adapt to changes.
5. Provide continuous insights to changes and affected service.
6. Provide measurements near real-time.

3 Related Work

In order to examine to which extend the identified requirements are met by
existing approaches and also to eventually identify the open points that have to
be considered, we give the necessary overview of the most significant work in the
relevant fields.

3.1 Measuring QoE

There are several approaches to derive MOS for specific applications from mea-
surable network parameters and traffic monitoring, most of which include elab-
orate field trials interviewing test persons. In [5] Casas et. al. present YOUQ-
MON, an approach to calculate the MOS for YouTube videos in 3G networks
by passively monitoring network packets within the network core. To evaluate
the model, they conducted a field trial with 16 different videos to compare the
calculated MOSs with the ones perceived by test persons.



Mok et. al. investigate how network path qualities (i.e., bandwidth, round-
trip time (RTT) and loss rate) affects QoE of Hypertext Transfer Protocol
(HTTP) video streaming [23]. They measure the MOS in a sophisticated experi-
mental setup under strictly controlled test conditions. Furthermore, they present
first results for a correlation between video category (i.e., sports, news, comedy,
music video) and the perceived quality, while keeping technical attributes like
stall times and re-buffering frequency fixed. The dependency between MOS and
video category is a good example of the human factor in MOS measurement and
shows the non-linear connection between technical values and perceived qual-
ity. Both publications show the need for access to core network components to
automatically measure a QoE score. While fulfilling some of the requirements,
these approaches cannot adapt to new services and are strongly dependent on
the underlying network topology.

The same authors investigate in a recent work the quality of crowd-sourced
approaches to QoE measurement [24]. Though being relatively cost-effective, for
long running settings, costs are still a disadvantage. Advantages over one-time
experiments are, e.g., the ability of conducting an ongoing assessment of certain
services, and due to using humans as sensors, adaptability to changes in the
assessed services. A disadvantage is still the management effort for planning,
supporting and evaluating the questionnaires. Also the quality can be an issue,
as the authors investigate in the paper.

3.2 Using Twitter to detect outages

Principally, not only Twitter is suited as a data source for detecting opinions
about web services. Other social media platforms offer also a wealth of user
generated content. The decisive criterion for choosing Twitter is easy accessibility
of data. This is meant in a technical manner, as Twitter offers a well-documented
API with free and open access for many use cases. Apart from that, using Twitter
is motivated in the text-focused format of the data that can be exploited with
well-established techniques.

Motoyama et. al. were the first to leverage the unique characteristics of Twit-
ter messages for detecting outages of internet services [26]. They identified terms
that qualify tweets to report about service outages by investigating tweets that
occurred in temporal correlation with major service outage reports in the media.
To further refine their filter, they developed a heuristic that leveraged customs
of Twitter users, like using hashtags that include the word fail. To clean up the
derived signals, they made use of exponential smoothing and gave insights into
their chosen parameters to achieve optimal results. Their outcome is to be able
to identify outages of online services by observing between 4 and approximately
200 reports about a specific service outage. The suggested solution was later
implemented by Augustine and Cushing [3]. They used the approach to moni-
tor outages and network problems of the NETFLIX content delivery network.
They were able to evaluate the accuracy of their system because a list of outages
of the monitored web service was available to them and showed the practical
applicability and value of leveraging tweets for their use case.



Qiu et. al. evaluated the relationship between tweets and customer care tick-
ets that both address mobile network experience issues [27]. They found that
tweets, relating to the same problem, preceded customer care tickets by approx-
imately 10 minutes. Furthermore, tweets reported a wider range of problems
while also addressing a slightly different set of problems. Qiu et. al. mapped the
problems reported via Twitter to incidents they knew from the ticket system. In
addition to the already known incidents, they were able to identify short-term
problems that have not been reported via the ticket system. Summing up their
findings, we emphasize that these correspond with our motivation to exploit
tweets for measuring QoE in real-time: Timely detection of drops in experience,
high sensitivity for a broad range of problems and open availability of continuous
monitoring data.

3.3 Open points

We conclude the review of related work with summarizing how the formulated
requirements are met in Table 1. A global baseline for an internet wide QoE
score is not provided by any of the mentioned publications. Furthermore, to the
best of our knowledge, there is no such approach in existing scientific literature.
While the approaches that use network parameter measurements to obtain an
MOS are able to map the results to a continuous scale between 1 and 5, the
approaches that leverage social media messages to detect outages are only able
to make a binary decision between service available and not available. Also to
the best of our knowledge, there is no approach so far that would investigate
other service disruptions like increased latency. Network measurement based ap-
proaches have an obvious dependency on the underlying technology. In contrast,
approaches that use humans as sensor are free of this dependency. Also, human
based test methods are able to adapt to new services and service changes. In
the case of crowd-sourced test methods, questionnaires and manuals have to be
adapted. Provided that services and technology conditions are stable, all meth-
ods can be used for continuous monitoring. Though crowd-sourcing methods
have limited real-time response times, as the setup and management overhead
can be significant.

Table 1. Assessment how the requirements are met by existing work.

Requirement (see Sec. 2.5)
Casas
[5]

Mok’11
[23]

Mok’16
[24]

Motoyama
[26]

Qiu
[27]

Augustine
[3]

1: Global baseline
2: Detect score changes
3: Independent of technology
4: Adapt new services
5: Continuous monitoring
6: Results in real-time

Requirement =not met, =partially met, =fully met



4 Internet Scale QoE Measurement

We address the identified open points in the following way. In contrast to exist-
ing work, our approach aims to isolate a signal that is suitable for inferring an
internet wide QoE score, rather than concentrating on a specific service. Fur-
thermore, we add distinction between a total loss of availability and response
time of a service, which can be used to derive a graduated score of disruption,
rather than a binary decision. According to existing approaches that use social
media content and therefore humans as sensors, we also use tweets to meet the
remaining requirements.

4.1 Experimental setup

In this section, we briefly describe the source of the analyzed data, the ETL
process (i.e., extract, transform, load), and used methods of feature isolation,
data smoothing and signal extraction. All steps were performed using two mid-
class notebooks and one office workstation, equipped with 4–12 CPU cores at
2.7GHz–3.16GHz and 8GB–32GB RAM. For loading and analyzing the data,
these systems formed a small cluster running Elasticsearch on Apache Lucene as
main database supported by a powerful indexing and search environment, and
Kibana for gaining insights into the data. Once the data has been loaded, typical
requests involving a keyword filter took approximately 60–80 seconds.

4.2 Data Source

In order to gather a reasonable data set for our analysis, we used Twitter’s public
API. Combining several API methods, we captured and requested tweets that
have been created in the time interval from 13-Feb-2017 12:00:00.000 UTC to 02-
Mar-2017 08:59:59.999 UTC. The obtained data set is not complete in the sense
that a complete data set would include every single tweet that has been published
during the considered period. First reason is, for being able to analyze textual
content efficiently, we dropped all tweets with a language attribute that differs
from en (i.e., English). This restriction is not as strict as it may seem. First,
English is the most used language on Twitter, and second, internet related issues
are often reported in English, even if it is not the native language of the reporting
user. A possible reason might be that error messages are mostly in English and
are simply cited by reporting users. We have observed this behavior very often
in our data set. In addition, there are several more reasons for the data set
not being complete: Besides public tweets there are direct tweets between users.
Direct tweets are private and not accessible by anyone else but the sending and
the receiving user. Another category of tweets that we missed consists of such
tweets that have already been deleted at the time of our request. Ultimately our
data set lacks of tweets that we simply did not cover with our query parameters.

Taking into account that a productive implementation of our findings, if
appropriate, would most certainly also use the public Twitter API, working on
an equivalent data set with common shortfalls appears to be justified. Beyond



this, an eventual implementation should be able to work on a much smaller data
set than we used to examine the feasibility of the concept.

Figure 1(a) shows a typical Twitter-Day for English content of our data set.
We are able to show the amount of total tweets in the firehose (i.e., the stream
of all public tweets), taking advantage of the nature of Twitter’s sample stream
that we described in [19] and also captured for this analysis. Also the proportion
of our data set can be derived from the figure.

Furthermore, we have the requirement to our data of being as random as
possible. This is due to a limitation in Twitter’s Streaming API: If requested
with a set of keywords (that seems appropriate for our problem at the first
glance), Twitter will deliver all tweets that contain these keywords, applying a
logical OR between the requested keywords and there is no possibility to use
a NOT operator for this request. However, according to the documentation of
the Streaming API, Twitter caps the delivery rate of this stream to 1% of the
current firehose rate. Hence, if the hit rate of our filter exceeds this limit, we
would not be able to derive an accurate result value due to capped measurement
values. Whether this limitation is a real problem or practical systems could rely
on Twitter’s Streaming API, can be derived from Figure 1(b): The histogram
shows the distribution of the resulting percentage of the firehose for all 5 minute
intervals of our data set when we use the keywords that are presented in the
next section. According to this analysis, we would hit the limit of one percent in
more than a half of the time.
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Fig. 1. Properties of the derived data set

Data Extraction The extraction challenge is typically twofold: First, we have
to identify relevant terms, that appear in tweets of our interest. Second, tweets
containing the identified terms have to be collected from the data set to form
generating components for the desired signal.



Inevitably, at first we have to define what characterizes a tweet of interest.
As Twitter is to be leveraged as a sensor for drops in web QoE, tweets that
represent a suitable signal combine the following Properties:

1. Related to a specific web service (no need to mention which in particular).
2. Describe present reduction of availability or speed of (parts of) a web service.
3. May be formulated as a question, may use humor, sarcasm, or irony.
4. Do not notify about intentional down time.

Hereinafter the occurrence of a tweet of interest will be referenced as event.
As a starting point for suitable terms to identify events, we analyzed and used
phrases presented in [26]. The first filter approach used the following Conditions
for tweet content (not case sensitive):

1. Must contain: website OR site OR server
2. Must contain: down OR unreachable OR error

While Condition 1 identifies tweets about web services, Condition 2 restricts
the result set to terms that most likely describe the problem component of
Property 2. Using only these two conditions, a one-time training set of 400
tweets showed a selectivity of 0.77.

After this manual review we optimized the filter choice for selectivity. As a
result, these additional Conditions were added to the filter:

3. Must NOT contain: (going to be OR will be OR was OR is not) down
4. Must NOT contain: (close* OR shut* OR take* OR took OR torn) down
5. Must NOT contain: (clean OR count* OR dress OR low OR right OR scroll

OR settle OR sit OR top OR written) down
6. Must not be a retweet of an original tweet.

Condition 3 was added to ensure the temporal relation of Property 2. To address
Property 4, Condition 4 was introduced. The conditions were further restricted
by introducing Condition 5, covering the most common semantic ambiguities
of the term down, and by Condition 6 as retweets in the training set in most
instances did not fulfill the listed properties. Finally, this set of conditions was
evaluated against a test set of 840 tweets that is distinct to the training set.
For the refined condition set, a selectivity of 0.88 was identified, yielding 12%
false positives. We consider this rate as being sufficient for conducting a proof
of concept, considering the simplicity of our approach.

Data Smoothing The time resolution we applied for this analysis is 5 minutes.
We could have chosen smaller intervals, but then occasional random disconnec-
tions of the Twitter stream, network anomalies or other random errors, would
have a more significant effect on the results. Hence, we have chosen this general
smoothing. Furthermore, we can observe increased activity at every full hour
and also at every half hour. The latter does not weight as much as the first.
To address the artificially generated bursts in the data set, we applied an expo-
nential weighted moving average (EWMA) with a half-life period of 15 minutes
(α ≈ 0.206) and used this value for further calculations. The frequency of the
analyzed tweets also shows a typical variation during a day.



5 Evaluation

For determining a baseline of reports about service outages or service restrictions
like increased response time, we need to apply an appropriate metric. Due to
the nature of tweet distribution that is not unique across a day, we cannot
simply count the number of event occurrences and use this value as a baseline.
Since reports of events underlie the same daily rhythm as the firehose and are
correlated with the biological rhythm of the sensors, we have to normalize the
event count to the current activity. This is achieved by using the proportion
between all events and all non-event tweets as metric. Hence, the ratio of event
occurrences in a specific time interval in comparison to the total number of tweets
in the same time interval qualifies as the desired metric. The simple formula for
the wanted score in time interval n is

event-ration =
|events|n

|EWMA(tweets)|n − |events|n
. (1)

To address temporal spikes in the total tweet number, we applied the smoothing
described in the preceding section to the total number of tweets and Figure 2(a)
show the distribution of the event ratio in our data set for the outage event
defined above. Figure 2(b) shows the event ratio distribution for slow events, for
that we changed Condition 2 to the term slow only.
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Fig. 2. Event ratios of the analyzed data set. The right most spikes, that constitute
a multiple of the average ratio, are related to Amazon’s S3 outage during the capture
time of the data set.

The mean value for the down report ratio can be identified as 2.25× 10−5,
while the median is 1.66× 10−5. Using the median as a baseline seems appro-
priate, as there have been major outages taken place during the capturing of
the data set. The mean value for the slow report ratio is 1.58× 10−6, while the
median is 2.56× 10−7. The significant difference between median and mean is a
clear indicator for outliers, that can be confirmed by the event ratio histogram



that shows occurrences of event ratios that are multiples of the median. Table 2
lists an excerpt from the top 50 event ratios and informs about the causing event,
that we identified by textually analyzing the specific period.

Table 2. Excerpt from top 50 highest event ratio intervals. Events manually evaluated.

# Time Event Ratio Median
Multiplier Causing Event

1 28-Feb-17 18:30 0.000456 27.5 Amazon S3 Outage
2 28-Feb-17 18:10 0.000424 25.6 Amazon S3 Outage
3 28-Feb-17 18:15 0.000374 22.5 Amazon S3 Outage
4 28-Feb-17 18:00 0.000371 22.4 Amazon S3 Outage
5 28-Feb-17 18:25 0.000352 21.2 Amazon S3 Outage
16 27-Feb-17 11:30 0.000275 16.6 Error message on hilton.com
24 02-Mar-17 10:50 0.000246 14.8 Vainglory game server maintenance
37 02-Mar-17 12:25 0.000204 12.3 Booking problem on qatarairways.com
42 27-Feb-17 12:10 0.000188 11.3 Booking problem on klm.com
50 02-Mar-17 12:35 0.000141 8.5 Amazon S3 Outage

6 Conclusion and Future Work

We have been able to define a global baseline for down report and slow report
frequencies. Therefore, there are two main contributions of this work to mention:
1. A practical system for monitoring the overall internet web QoE is feasible and
can be implemented using Twitter analysis. This fulfills Requirement 1 that most
likely has not been addressed by any existing work. 2. Not only outages of web
services, but also degradation of web service quality can be detected. This fulfills
Requirement 2 that has not been completely covered by existing publications.
The remaining requirements have been matched by using humans as sensors.

The presented primary findings about the feasibility of using social media
posts for gaining internet wide insights to QoE aspects in real-time denote an
important step towards more detailed analysis of affected networks, domains and
technologies, constituting a necessary requirement for novel approaches to im-
prove overall network and internet security, e.g., as suggested in [18]. As follow
up research questions, we are already investigating whether root causes of drops
in QoE can be identified by using additional information contained in tweets,
for instance, analyzing geographical origin of the complaints might lead to in-
sights about regional problems and using the contained information about which
client software was used to create the tweet might give further hints on whether
mobile or fixed networks or both are affected by drops in perceived web service
quality. Furthermore, mapping complaints to specific web services in an auto-
mated fashion seems to become feasible, while still being a complex problem.
This would allow to drill down the QoE measurements to individual domains
and accordingly to underlying networks and technologies.
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