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Abstract. Supporting high throughput in Distributed Stream Process-
ing Systems (DSPSs) has been an important goal in recent years. Cur-
rent works either focus on automatically increasing the system resources
whenever the current setup is inadequate or apply load shedding tech-
niques discarding some of the incoming data. However, both approaches
have significant shortcomings as they require on the fly application re-
configuration where the application needs to be stopped and re-uploaded
in the cluster with the new configurations, and can lead to significant
information loss. One approach that has not yet been considered for im-
proving the throughput of DSPSs is exploiting compression algorithms to
minimize the communication overhead between components especially in
cases where we have large-sized data like live CCTV camera reports. This
work is the first that provides a novel framework, built on top of Apache
Storm, which enables dynamic compression of incoming streaming data.
Our approach uses a profiling algorithm to automatically determine the
compression algorithm that should be applied and supports both loss-
less and lossy compression techniques. Furthermore, we propose a novel
algorithm for determining when profiling should be applied. Finally, our
detailed experimental evaluation with commonly used stream processing
applications, indicates a clear improvement on the applications’ through-
put when our proposed techniques are applied.

1 Introduction

In recent years we observe a growing need for supporting complex real-time pro-
cessing of ”big data”. Many systems need to process large volumes of live data
to detect events of interest in real-time. For example, in a traffic monitoring
application it is necessary to inform the city’s authorities for events like traffic
congestion or accidents [19] as they occur. Similarly, healthcare applications [11]
receive input from multiple sensors to detect unusual behavior in the patients’
conditions. In order to be able to analyze such a high volume of data, novel dis-
tributed systems such as Storm [14], Spark [21] and Flink [4] have been proposed
that enable us to perform scalable and low latency complex event detection.

One important challenge in such systems is to support high throughput dur-
ing the applications’ execution despite changes in the data size or the input rate.
In the literature, diverse techniques such as elasticity [9] and load shedding [16]
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(a) Compressed image (0.01 JPEG quality) (b) Original Image

Fig. 1. Image degradation due to JPEG compression.

have been proposed for solving this problem. Elasticity schemes like [9] and [19],
automatically increase the amount of system resources (i.e., stream processing
operators or components) in order to adapt to sudden load spikes. Such tech-
niques have significant shortcomings: (a) often DSPSs do not support this feature
so applications need to be stopped and re-uploaded in the cluster with the new
configurations, and (b) approaches such as load shedding [16], [8], automatically
drop incoming data when load spikes occur; this penalizes the results’ accuracy
as many tuples will not be processed and thus important events of interest may
be lost.

A technique that has not been fully exploited in these settings is the use of
data compression. Data compression can reduce the impact of large-sized data
in the components’ communication time and thus enables the system to process
data faster, increasing the system’s throughput. However, applying compression
is not always beneficial as it creates additional processing overhead as tuples need
to be compressed/decompressed before the operator processes them. In recent
years, we observe a plethora of novel compression algorithms [2] or commonly
used compression libraries such as LZ4 [13], Zip [22] and Snappy [15] which
are applied in the distributed system’s domain [5]. However, in current systems
the compression algorithm must be manually provided by the users and cannot
change during the application’s lifetime. Furthermore, it is not trivial for the
end-user to determine how useful a compression technique is, when it should be
applied, and which compression algorithm is most appropriate to maximize the
system throughput. In general, compression techniques can be divided in two ma-
jor categories, lossless and lossy. The main difference is that lossless techniques
enable the perfect reconstruction of the input data and therefore the decom-
pressed data will be the same as the initial data. In contrast, lossy techniques
include the class of data encoding methods that use inexact approximations and
partial data discarding, in order to represent the content. So these techniques
lead to data degradation and possibly to inaccurate results if they are applied
in event detection applications.

In the following application example we demonstrate that the compression
ratio of lossy techniques needs to be carefully chosen, taking into account the
impact of the compression on the results’ accuracy. Our application (described
in more details in Section 4) receives as input CCTV camera images streamed
in real-time in Dublin city and utilizes a simple image similarity algorithm [12]
against historical images which depict normal and abnormal traffic conditions.
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More specifically, for each incoming image we find the most similar historical
image and based on the characterization of the latter (i.e., whether it depicts
normal or abnormal traffic conditions) we alert the traffic authorities. In Fig-
ures 1(b), 1(a) we illustrate how the JPEG quality metric affects the image in
terms of visibility. As it can observed when we use very low JPEG quality the
image is not visible (i.e., in Figure 1(a) the obstacle that fell on the road is
blurred) and therefore the application is not able to detect the actual accident
that happened (i.e., depicted in Figure 1(b)).

So the JPEG quality affects the accuracy of the results and this can be clearly
shown in Figure 2 where we illustrate the number of detected events and how
many of them are false positives and false negatives. As it is shown in the figure,
when we use low compression quality the false positives and negatives events
increase due to the degradation of the images. However, when low compression
quality is applied it increases the system’s throughput due to the smaller image
sizes. This is clearly illustrated in Figure 3 where we display the application’s
throughput using varying JPEG quality.

This trade-off between the applications’ accuracy and the system’s throughput
needs to be taken into account when we determine whether a lossy compression
technique like JPEG should be applied. Furthermore, it is not trivial for the end-
user to understand when compression is beneficial and how different compression
algorithms can affect these two metrics. So our aim in this work is to provide a
framework that is able to provide answers to the following questions:

1. When is it beneficial to compress the incoming data of a DSPS?
2. Which algorithm should be used for the compression?
3. How the chosen algorithm will be applied efficiently in a distributed stream-

ing environment where the overhead of compression should be minimal?

We propose a novel framework, DIsCO, that executes on top of Apache Storm
and enables the automatic compression of incoming streaming data for the users’
applications. Our approach monitors the application’s performance and auto-
matically adjusts the compression algorithm that should be applied taking into
account the impact of the compression on the observed throughput and the
results’ accuracy. The key contributions of this work are as follows:



4

– We apply a profiling technique that aims to determine when compression is
beneficial for Storm applications and which algorithm should be applied. In
our framework we consider well-known compression algorithms like Zip, LZ4,
Snappy and JPEG. Our technique has as goal to find the compression algo-
rithm that balances the trade-off between the application’s throughput and
the results’ accuracy. Our approach works adaptively, where the profiling
algorithm is re-invoked when the performance of the application in terms of
throughput and results’ accuracy has significantly decreased.

– We enhance the Storm system by adding special threads that are part
of the Storm’s components (i.e., spouts/bolts) and perform the compres-
sion/decompression procedure in parallel. This way we minimize the com-
pression/decompression overhead (i.e., due to the time required for com-
pressing and decompressing the tuples) on the application’s throughput.

– We conduct an extensive experimental evaluation in our local cluster using
different applications that process both text and image data. More specifi-
cally, we used a traffic monitoring application that performs image similarity
on Dublin’s CCTV camera reports, an application that periodically crawls
5 major news sites and searches for traffic incidents and a Twitter First
Detection application [20] which processes the Twitter stream and detects
first story events. Our experimental results indicate the benefits of our ap-
proach and illustrate that we can automatically determine the compression
technique that should be applied during the applications’ execution.

2 Preliminaries and System Model

In this section we provide a brief description of Apache Storm and provide the
key parameters of our approach.

2.1 Preliminaries

Storm is one of the most widely used DSPS mainly because it provides low end-
to-end tuples’ latency and is widely used in a wide range of application domains
including traffic monitoring [19] and Twitter analysis [20]. In Storm, the logic
of a stream processing application is packaged into a Storm topology ; a graph
whose nodes are operators that encapsulate the processing logic and edges model
data flows among operators. Storm uses a Master-workers architecture where
the Master node (i.e., Nimbus) orchestrates the execution of topologies in the
available workers. In the Storm terminology nodes are called components and
the unit of information that is transferred between components is referred to
as a tuple. Users can define two types of components: (i) spouts which are the
input sources of the topology, and (ii) bolts that encapsulate the processing logic,
performing operations such as filtering, correlating and transforming tuples.

In general, there are two main approaches for processing streaming data ei-
ther on a per tuple basis or in mini-batches. The first approach has the lowest
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per tuple latency, as tuples are immediately forwarded to the downstream com-
ponents. However, this approach can increase the communication cost and thus
affects the system’s throughput [6]. On the other hand, when mini-batches are
used, tuples are stalled until the mini-batch is considered ready for further pro-
cessing [21]. Usually, time (i.e., 1 second has elapsed since the creation of the
mini-batch) or size (e.g., emit the mini-batch when it comprises 50 tuples) based
criteria are applied for determining when the mini-batch should be forwarded.

Mini-batches are expected to improve the system’s throughput but they add
overhead on the per tuple’s latency as tuples need to wait until the mini-batch
is considered ready for processing. We have enhanced the Storm API to support
the processing of mini-batches for two main reasons: (1) mini-batches improve
the topology’s throughput [7], and (2) they enable us to parallelize the com-
pression/decompression procedure and thus minimize its overhead on the appli-
cation’s throughput (i.e., see Section 3.2 for more details). Finally, we did not
consider frameworks like Apache Spark [21] and Apache Flink [4] that use only
mini-batches for the data processing as we wanted to be able to support the per
tuple processing offered by Storm to support applications with very strict time
requirements like stock market applications.

2.2 System Model

In this section we define the parameters of our approach. For each Storm topology
the user provides the set of Spouts that comprise the topology’s input sources
and the set of Bolts which are the topology’s processing components. Further-
more, the user provides CompressAlgos which is the set of different compression
algorithms that can be applied for compressing the streaming data that are ex-
changed between the topology’s components. In our framework, we support some
well-known algorithms (e.g., Snappy) but the user can provide also custom im-
plementations. Finally, the user defines the batchThr parameter which controls
the frequency with which monitor reports will be sent to Nimbus. For example,
if this parameter is set to 10 then every 10 processed mini-batches the tasks will
send a monitor report to Nimbus.

When the topology processes batchThr mini-batches, Nimbus receives a mon-
itor report regarding the performance of the compression algorithm c that is
currently utilized. More specifically, it receives the throughputc metric which
depicts the number of processed tuples per second when c is applied. Based on
the compression algorithm that is utilized we end up with different values for
this metric as each algorithm has different effect on the communication cost and
also on the time required for the compression/decompression procedure.

Furthermore, lossy techniques penalize the accuracy of the application as
they modify the input data. For example, when JPG compression with low qual-
ity is applied, the image degrades and some of its characteristics are not visible.
In order to take into account this fact, we also measure the number of false posi-
tive (i.e., falsePosc) and false negative (i.e., falseNegc) events when batchThr
mini-batches have been processed by a lossy compression algorithm c. More-
over, we compute the number of true positive (i.e., truePosc) and true negative
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events (i.e., trueNegc). In our traffic monitoring application (i.e., described in
Section 1), false positive events occur when we mistakenly report that we have
traffic congestion. This happens because the image resolution has degraded and
the similarity algorithm points out a historical image without traffic congestion
as the most similar one. The inverse problem occurs with the false negative
events. For lossless techniques, the falsePosc and falseNegc metrics are equal
to zero as these techniques guarantee the perfect reconstruction of the input
data and thus when they are applied we detect the exact same events as with
the case of no compression.

3 Methodology

In this section we describe the basic components of our framework.

3.1 Profiling

The first component of our approach is the use of profiling for determining if
compression should be applied and which algorithm to use. Profiling techniques
are commonly used for determining the appropriate configuration parameters
to be utilized in distributed processing systems [7]. For example profiling has
been efficiently applied in the context of Spark applications to determine the
appropriate number of nodes that should be allocated to the applications [17].
The benefit is that they can capture the system conditions (e.g., throughput)
which can be extremely useful in streaming environments like the one we consider
where conditions vary over time.

Our technique receives as input a list of the possible compression algorithms
and a threshold on the number of mini-batches that will be processed by each
algorithm. In this work we consider three well-known lossless compression tech-
niques (i.e, Zip, Snappy and LZ4 ) and one lossy compression algorithm (i.e,
JPEG). The JPEG algorithm is examined only when we have image data to
be processed while the other techniques are used mainly in case of text data.
Moreover, JPEG compression depends on the quality metric that determines the
compression ratio, so when this compression algorithm is considered the profiling
algorithm receives as input the quality metrics that need to be examined. For
example, if we want to evaluate three possible values for the quality metric (i.e.,
0.1, 0.5, 0.9) then the profiling algorithm will consider three different variations
of the JPEG algorithm, one for each quality metric.

The basic idea of our algorithm is to execute for a fixed number of mini-
batches each possible configuration (i.e., compression algorithm), compute the
throughput and the results’ accuracy for each compression technique, and then
choose the most appropriate technique. Moreover, the profiling technique also
examines these two metrics when no compression algorithm is utilized in order
to determine whether compression is beneficial. For the results’ accuracy we
take into account the fact that lossy compression algorithms can lead to false
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positive and false negative events (as we indicated in Section 1). More formally,
we compute the results’ accuracy via the following Formula:

accc =
truePosc + trueNegc

truePosc + trueNegc + falsePosc + falseNegc
, ∀c ∈ CompressAlgos (1)

The accc metric captures the percentage of false positives and false negatives
produced when c is utilized. When lossless techniques are applied those two
metrics are equal to zero therefore we have accurate results as accc equals 1.
However, when lossy compression algorithms are considered we expect a decrease
in the accuracy as more false positives and false negatives events will be reported
and thus the denominator in Equation 1 will increase. In contrast, we expect
better throughput when lossy techniques are applied as smaller-size data are
transferred between the components. To balance the throughput with the results’
accuracy, we introduce a utility score function as follows:

utilityc = ˆthroughputc ∗ w + accc ∗ (1− w), ∀c ∈ CompressAlgos (2)

where w ∈ [0, 1] is a weight given by the user based on where he wants to put
more emphasis, i.e., the application’s throughput or the accuracy of the results.
Furthermore, throughputc is normalized so that it is in the same range as accc.

The goal of our profiling algorithm is to identify the compression algorithm
that maximizes Equation 2. The algorithm runs in the Nimbus node as it requires
information from all the topology’s components. More specifically, our technique
consists of the following steps:

1. Initially the profiling algorithm sends to the topology’s spouts all the com-
pression algorithms that need to be examined and a threshold on the number
of mini-batches to emit for each compression algorithm.

2. The algorithm waits for the monitor reports (i.e., described in Section 2.2)
from the bolts that receive and process the data.

3. Upon receiving all reports, the profiling algorithm computes the utility scores
of the different compression algorithms using Formula 2. Then it detects
the compression algorithm that has the largest utility score (i.e., this indi-
cates that the compression algorithm balances better the trade-off between
throughput and accuracy) and informs the spouts that they should use this
compression technique from now on.

In order to take into account dynamic changes in the system’s condition, we
keep monitoring the utility score and if we observe that its value drops signifi-
cantly we re-apply our profiling algorithm. The technique we used for determin-
ing when the profiling algorithm should be re-applied is described in Algorithm 1.
Nimbus continues to receive monitor reports and computes their utility scores.
When a certain number of reports have been gathered, we compare them with a
previous report in terms of utility scores. More specifically, we compute the tan
of the line that is drawn between the utility scores of the new and the previous
report (i.e., Line 5 in Algorithm 1). We use the tan metric because it provides
an indication of how much the utility score has changed (decreased or increased)
from the previous report [3]. If the computed tan is positive we have an increase
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Algorithm 1 Trigger Algorithm

1: Input: prevTan: the previous tan that we have computed, prevReport: the pre-
vious utility score, monitorReports: the monitor reports that will be checked for
a significant decrease in their utility scores, θ: the threshold used for determining
when we have a significant decrease.

2: Output: applyAlgorithm: a Boolean variable that will determine if the profiling
algorithm should be re-applied.

3: applyAlgorithm← true
4: for (report ∈ monitorReports) do

5: tan← report.getUtility()−prevReport.getUtility()
report.getT ime()−prevReport.getT ime()

6: if (tan > 0 || | tan−prevTan
prevTan

| < θ) then
7: applyAlgorithm← false
8: prevReport← report
9: prevTan← tan

10: return applyAlgorithm
11: prevTan← tan
12: prevReport← monitorReports.getLast()
13: return applyAlgorithm

in the utility score and thus we stop the search as there is no point to re-apply
the profiling algorithm. However, if it is negative (i.e., the utility score has de-
creased) we must examine whether the difference between the computed tan and
the previous one (i.e., prevTan) exceeds a user-determined threshold θ. More
formally, we examine whether the following condition is true:

| tan− prevTan
prevTan

| > θ (3)

If the condition is true for all the reports that Nimbus has received, then we
re-apply the profiling algorithm. Essentially, the tan difference helps us identify
whether the utility score has decreased from its previous value significantly (i.e.,
based on the θ parameter).

The performance of the algorithm depends on the θ threshold and the number
of monitor reports that we consider. Using a large threshold we expect fewer
re-invocations of the profiling algorithm as it will be harder to satisfy the re-
invocation condition (i.e., Equation 3). Furthermore, the number of reports that
we use in Algorithm 1 also affects the re-invocations as when we use multiple
reports it will be harder to satisfy the condition in all of them so we expect less
re-invocations of the profiling algorithm. We evaluated how these two parameters
affect the re-invocations in our experimental evaluation (i.e., see Section 4). In
general, we observed that we need at least three reports to be sure that we have a
significant change in the utility score and thus re-applying the profiling technique
is beneficial. In contrast, using only one report leads to multiple invocations of
the profiling algorithm due to short-term fluctuations of the utility score and
this can penalize the application’s throughput as when the profiling algorithm
is re-applied we have to examine again all the compression algorithms.
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3.2 Parallel Data Compression/Decompression

In Figure 4 we illustrate how the compression algorithms are applied on the
mini-batches to be processed. The benefit of utilizing mini-batches is that they
enable us to parallelize the compression/decompression procedure. We use mul-
tiple threads that run in parallel to perform the decompression whenever the
processing component receives a mini-batch. The decompressed data are kept in
a mini-batch which will be used for feeding the component with the input tu-
ples. A similar procedure is followed when we compress the data after the output
mini-batch is complete (i.e., reached the required batch size) and needs to be
emitted to downstream components. In this case the mini-batch is forwarded to
multiple concurrently running threads for the compression.

The number of compression/decompression threads can be provided by the
user. In most cases the number of threads will be fewer than the number of
tuples in the mini-batch so we have to distribute the tuples that comprise it to
the available threads. In order to balance the work among the threads we follow
a round-robin approach for assigning the tuples to the compression/decompres-
sion threads. More formally, assuming that we have N threads, T tuples in the
mini-batch and each tuple t in the mini-batch has an id idt ∈ [0, T − 1] then
the thread that will compress tuple t is computed as: thrId = idt%N , where
thrId will be the id of the thread that will be responsible for compressing (or
decompressing) tuple t. This simple technique balances the load between the
threads and minimizes the compression/decompression overhead.

4 Implementation and Evaluation

Implementation. We have implemented our framework 1 as a module of Apache
Storm and in Figure 4 we illustrate the components we have added in order to
support dynamic data compression. More specifically, we have added two extra

1 http://rtds.aueb.gr/index.php/software/
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components on Nimbus that are responsible for auto-tuning the compression al-
gorithm that is used by the topology’s processing components. The Profiling
component is responsible for invoking the profiling algorithm described in Sec-
tion 3.1 and for adjusting the compression algorithm of the Storm components’
(spouts or bolts). The second component (i.e., Monitor in Figure 4) monitors
the performance of all the topology’s components. More specifically, Monitor
receives reports from the bolts’ tasks whenever the threshold of processed mini-
batches has been reached (i.e., batchThr parameter in Section 2.2), computes
the utility score (i.e., Equation 2) and informs the Profiling component about
the new value.

In order to be able to exploit the auto-compression features we offer, users
must extend two abstract classes. More specifically, the CompressionSpout class
must be extended by the users’ spouts while the CompressionBolt class must
be extended by the users’ bolts. Each instance of these classes uses a special
thread for receiving the compression algorithm that should be applied. Fur-
thermore, these classes create the compression/decompression threads (i.e., see
Section 3.2) that are used for minimizing the computation overhead. Users still
have to provide the implementation of nextTuple (i.e., for spouts) and execute
(i.e., for bolts) methods in order to be able to utilize their processing components
in their topologies.
Evaluation Setup. We have evaluated our approach in our local 8 nodes cluster.
Each node had attached 8 CPU processors and 16 GB RAM. All nodes were
connected to the same LAN and their clocks were synchronized using the NTP
protocol. We implemented our proposals on top of Storm 0.10.2 and used a
dedicated Nimbus node to avoid overloading one of the nodes. We considered
the following applications for examining the performance of our approach:

– Traffic Monitoring Application: This application receives as input live
CCTV data from Dublin city and detects events by invoking a simple image
similarity algorithm (supplied by LIRE framework [12]) against historical
images depicting normal and abnormal traffic conditions. More specifically,
for each incoming image we find the most similar historical image and based
on the characterization of the latter we inform the traffic authorities.

– URL Crawling: The application crawls web pages and detects keywords
in them. More specifically, we crawl well-known sites (e.g., https://news.
google.ie/) and try to detect events like accidents in Dublin city.

– Twitter First Story Detection (Twitter FSD) [20]: This application
retrieves data from the Twitter Streaming API and detects tweets that cor-
respond to new events (e.g., a traffic accident in Dublin city).

Our goal was to consider applications that process both image and text data.
The difference between the two text processing applications is the size of the
data. For the URL crawling application we have larger input data (i.e., approx-
imately 600 kB) therefore compression may be beneficial while for the Twitter
application the tweets are usually small-sized (i.e., less than 200 bytes) so com-
pression may penalize the application’s performance.
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Fig. 5. Parallel Compression Results.
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Performance of parallel compression/decompression. In the first set of
experiments we illustrate the benefits of performing the parallel compression/de-
compression procedure. More specifically, we compare our multi-threaded com-
pression technique varying the number of threads. For the traffic monitoring
application we used JPEG compression with quality 0.1 while for the other two
applications we used Zip compression (similar results were observed with the
other compression algorithms but we do not display them due to lack of space).
As can be observed in Figures 5(a), 5(b) and 5(c) using more threads improves
throughput as long as we do not exceed the available CPU cores on the nodes. We
argue that using at maximum four threads for the compression/decompression
procedure is a valid choice when we have 8 core nodes in the cluster. Further-
more, we wanted to evaluate how the compression overhead (i.e., in terms of
execution time) is affected by the size of the data that we want to compress/de-
compress. We used synthetic test data for this experiment and we applied the
Zip compression algorithm. As we illustrate in Figure 6, our multi-threaded tech-
nique (using 4 compression/decompression threads) is able to keep the overhead
low (i.e., less than 6 seconds) even when we consider data larger than 8 MB.
Profiling re-invocation. In the second set of experiments (i.e., Figures 7 and 8)
we perform a sensitivity analysis on the two parameters that affect the perfor-
mance of our proposed re-triggering mechanism (i.e., Algorithm 1 in Section 3.1).
We considered as input the utility scores of the Twitter FSD application when
no compression algorithm is applied (see the Default approach in Figure 9(c))
and we examined how the number of monitor reports and the θ parameter affect
the number of times that the profiling algorithm will be re-applied.

As we illustrate in Figures 7 and 8 both parameters influence the number
of times we re-invoke the profiling algorithm with the one that affects the most
being the number of monitor reports to consider for the evaluation. In Figure 7
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Fig. 9. Utility scores comparison.

we set θ to 0.5 while in Figure 8 we used 2 reports. As it can be observed in
Figure 7, if we use more than 4 reports the number of re-invocations is minimized.
In contrast, when we use only one monitor report for the comparison, we end
up invoking constantly the profiling algorithm. For the rest of the experiments
we set θ to 0.5 and use 3 previous reports.
Dynamic compression evaluation. In the last set of experiments we evalu-
ated the applicability of our framework to detect the correct compression algo-
rithm that should be utilized. In Figures 9(a), 9(b) and 9(c) we illustrate the
utility score when our framework is applied against the default approach (i.e.,
Default in the Figures) that does not apply any compression algorithm. The
weight of the utility score was set to 0.5. As it can be observed, DIsCO is able
to maximize the utility score in all applications. For example, in case of the
traffic monitoring application our framework exploits JPEG compression and it
is able to guarantee that the impact on the results’ accuracy will be minimal.
DIsCO decides to compress the images using the JPEG compression algorithm
with quality 0.3. So we have less than 200 false positives and negative events as
it can be observed in Figure 2 in Section 1.

For the other two applications the utility score depends solely on the through-
put metric as we considered only lossless compression techniques (i.e., for this
reason the utility score in Figures 9(b) and 9(c) is not scaled between 0 and 1).
The URL crawling application exploits the Snappy compression algorithm which
is able to achieve better throughput than the Default approach. In contrast, in
the Twitter FSD application, DIsCO detects that it is not beneficial to use a
compression algorithm as the improvements in the communication cost are negli-
gible compared to the time required for compressing/decompressing the tweets.
However, because DIsCO samples all the possible compression algorithms, in
this case the Default approach has better throughput.

5 Related Work

In recent years we have observed a plethora of stream processing frameworks
including Spark [21] and Flink [4]. Despite their popularity, there has been little
work in exploiting data compression. One recent proposal comes from the Spark
community with the implementation of a novel distributed filesystem called Suc-
cint [1] which keeps the data in a compressed form using Arrays of Suffixes (AoS)
and enables the processing of the data in this form. However, the wide adoption
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of such system requires time as the majority of the data are stored in either
HDFS or distributed databases like MongoDB or Cassandra. So an approach
like ours that performs on-the-fly compression on the data streams is beneficial
to the system’s performance.

Previous work exploiting compression for improving the energy efficiency in
Hadoop clusters was done in [5]. Our work differs in, that, we examine the prob-
lem in a distributed stream processing setting trying to maximize the observed
system throughput. Authors in [8] propose the use of an unsupervised learning
technique for detecting patterns in the incoming data flow and minimize the
amount of emitted tuples by not transmitting tuples that will not contribute
on the query’s results. In our approach we decided to avoid such load shedding
techniques to minimize the information loss. Novel frameworks like [18] and [10]
have been proposed for performing analysis on streaming data using a com-
pressed representation of the input dataset. Authors in [18] propose the use of
dictionaries for keeping the incoming data and process them in this compressed
form while in [10] the authors describe the use of compressed buffer trees (CBTs)
for keeping the in-memory data. We could exploit such techniques in DIsCO as
users can easily plugin their custom compression algorithms.

6 Conclusions

In this paper we present DIsCO, a novel auto-tuning framework on top of
the Apache Storm whose goal is to balance the trade-off between application’s
throughput and results’ accuracy by dynamically deciding whether data com-
pression would be useful in the streaming applications and which compression
algorithm would be the most appropriate. Our approach is able to efficiently ad-
just the compression algorithm to be utilized during the application’s execution,
and by exploiting the use of mini-batches it can further maximize the system’s
throughput and minimize the compression/decompression overhead. In our ex-
perimental evaluation on our local cluster using well-known stream processing
applications, we demonstrate the benefits of our approach and illustrate a clear
improvement on the applications’ performance.
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