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Abstract

The problem of position tracking of a mini drone subject to wind perturba-
tions is investigated. The solution is based on a detailed unmanned aerial
vehicle (UAV) model, with aerodynamic coefficients and external disturbance
components, which is introduced in order to better represent the impact of
the wind field. Then, upper bounds of wind-induced disturbances are charac-
terized, which allow a sliding mode control (SMC) technique to be applied
with guaranteed convergence properties. The peculiarity of the considered
case is that the disturbance upper bounds depend on the control amplitude
itself (i.e. the system is nonlinear in control), which leads to a new procedure
for the control tuning presented in the paper. The last part of the paper
is dedicated to the analysis and reduction of chattering effects, as well as
investigation of rotor dynamics issues. Conventional SMC with constant gains,
proposed first order SMC, and proposed quasi-continuous SMC are compared.
Nonlinear UAV simulator, validated through in-door experiments, is used to
demonstrate the effectiveness of the proposed controls.
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aerodynamic coefficients.

1. Introduction

In the last decades there has been a growing interest for small unmanned
aerial vehicles both for military and commercial applications. They are
useful in different domains such as monitoring, inspection, and other actions,
especially in urban areas or nearby buildings and dangerous interiors, for
natural calamities such as earthquakes. These machines are often required
to move in unfamiliar environments in terms of geography and in terms of
aerological conditions. In addition, the low mass of such units (comparing
to the forces generated by the air disturbances) reduces significantly the
domain of stable flight, then additional constraints have to be considered in
the control design. Thus, it appears inevitable that, if we want to let UAVs
operate in urban environments, inside turbulent air flow patterns for which
accurate prediction is not possible a priori with limited resources, we need to
focus on detailed aerodynamic models and sophisticated control laws. This
paper is part of the four years project "Small drones in the wind" at ONERA
Lille, which aims to use the drone itself as a wind sensor. First year was
dedicated to the identification of the UAV model affected by wind velocity,
which is used in this article and explained in [1]. This control design is carried
out in parallel with development of a wind estimation tool in [? ].

The considered problem consists in design of a nonlinear robust control
law, which ensures a stable and efficient navigation of a small UAV under
unpredictable wind perturbations. The model described in [1] can also be used
to estimate wind velocity, in this way the estimated values can themselves be
used as inputs to the control to properly adapt the gains on-line and use this
estimation in path planning and trajectory control to smartly avoid collisions.

There exist many control design techniques to counteract the effects of wind
perturbations on flight of small UAVs, among which SMC plays a keyrole.
Many methods have been proposed in the literature, for instance, some
principal SMCs with their relative sliding surfaces and Lyapunov functions
are illustrated in [2], [3]. Its insensitivity to the model errors, parametric
uncertainties and other disturbances and its ability to globally stabilize the
underactuated systems are two advantages of the sliding mode controller
[4]. Sliding mode algorithms are extensively applied to dynamic systems and
optimal algorithms are discussed in [5].
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Dozens of articles have applied SMC methodology to UAVs in order to
solve the position and the attitude tracking problems ensuring robustness
against external disturbances. They have been compared extensively with
respect to other controls in in-door experiments such as in [6], where SMC
is compared with backstepping control for micro quadrotor. Chattering-free
sliding mode controller is proposed in [7] by replacing a sign function with
a high-slope saturation function, in [8] the energy saving effect because of
chattering reduction is also evaluated. Second order sliding mode is used
in [9] where two different sliding manifolds are defined for fully actuated
and underactuated subsystems. In the paper [10] a robust backstepping-
based controller is proposed that induces integral sliding modes for the
Newton–Euler underactuated dynamic model of a quadrotor subject to smooth
bounded disturbances. The trajectory tracking of uncertain underactuated
nonlinear dynamic systems is tackled by an adaptive fuzzy hierarchical sliding-
mode control in [11]. In the work [12] the controller of the fully actuated
subsystem using a robust terminal sliding mode control algorithm is designed.
A controller to provide robust position and attitude of the vehicle while
relying only on knowledge of the limits of the disturbances is proposed in
[13]. Sliding mode techniques are used also as observers estimators of the
effect of the external disturbances such as wind and noise, and the whole
observer–estimator–control law approach is presented in [14]. A SMC is
proposed to stabilize a class of cascaded under-actuated systems, in which
the UAV system is divided, in [15]. Famous super-twisting algorithm, which
is able to ensure robustness with respect to bounded external disturbances, is
discussed in [16]. In [17], the authors propose control algorithms similar to the
ones described in this note, however they do not consider the rotors dynamics,
the 3D trajectory, the first and second derivative of the UAV position and
angles, making their approach interesting only in a mathematical point of
view but impracticable in real 3D trajectory flight and far from the hover
condition.

The quadrotor model itself is well established in the literature under
various simplifications, in the present note we investigate the influence of
the wind taking into account an identification work for the aerodynamic
coefficients, which is useful for the control design. Two robust nonlinear SMC
law design are described, which consider realistic assumptions on external
disturbances of quadrotors. In the considered case the upper bound of matched
disturbances depends nonlinearly on the control itself, the system state vector
and wind disturbances. The closed-loop system stability is ensured for a
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selected maximum admissible value of the wind speed. The control strategy
proposed in this article can be equipped with an additional wind estimator
algorithm, as in [18], reducing automatically the control effort on the rotors
when it is not necessary. However the peculiarity of the proposed SMC
approach design is that the control allows the UAV to remain stable even
without any coupled external disturbance observer.

The paper outline is as follows. In Section 2 the considered UAV drone
is described and the flight dynamics model is derived. The control and
disturbance bounds are calculated in Section 3. The two control designs are
presented in Section 4, where the rotors issue, the chattering, the physical
constraints and tools used for the implementation are also illustrated. The
results of numerical experiments are shown in Section 5. The remarks and
discussion conclude the paper in Section 6.

2. Quadrotor model

The presented work is based on the commercial Parrot Ar. Drone 2.0
having configuration as it is shown in Fig. 1.

Figure 1: UAV Parrot Drone 2.0 and its configuration

This section presents a detailed model of the UAV dynamics used to
develop the controller and to estimate the wind velocity, making the drone as
a wind sensor.

2.1. Quadrotor flight dynamics
According to the identification work for the Parrot AR Drone 2.0 in [1]

performed at maximal speeds in forward, lateral, and vertical directions
respectively ±5, ±5 ± 1 m/s (as in Table 3), rotor gyroscopic effects and
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inertial counter torques can be neglected since they are rather small. Then
the translation dynamics of the drone in the body frame yield
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ẇ

3

5+m

2

4
p
q
r

3

5⇥

2

4
u
v
w

3

5 =

2

4
FXaero

FY aero

FZaero

3

5+mRT

2

4
0
0
g

3

5 , (1)

which can be represented in the earth frame
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where m is the mass of the UAV, u, v, w are its linear velocities expressed in
body frame, p, q, r are its angular velocities in body frame, FXaero, FY aero, FZaero

are the external aerodynamic forces in body frame, g is is the gravity acceler-
ation in inertial frame, R is the rotational matrix defined as
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where c = cos( ), s = sin( ) and similar for the other angles. Then the
passage from the earth frame (R0) to the body one (R) is

[XT ]R = [XT ]R0R. (3)

The rotational dynamics of the drone with respect to inertial earth frame
are
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with the inertia matrix

I =

2

4
Ixx 0 0
0 Iyy 0
0 0 Izz

3

5 ,

where Laero, Maero, Naero are the external aerodynamic moments in the body
frame.
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The relation between angular velocities and Euler angles

�̇ = p+ tan ✓(q sin�+ r cos�), ✓̇ = q cos�� r sin�,  ̇ =
q sin�+ r cos�

cos ✓
,

(5)

are considered avoiding the singularity at ✓ = ⇡

2 , which is a reasonable
assumption in our case since the topic of this article is not to achieve extreme
maneuvers.

Hence the full model of the system is presented by the equations (2), (4),
(5). The aerodynamic forces FXaero, FY aero, FZaero, moments Laero, Maero, Naero,
and related coefficients are derived below using a combination of momentum
and blade element theory in helicopters, well explained in [19], [20], [21].

2.2. Quadrotor aerodynamics
Aerodynamic forces and moments for each rotor, where subscript j indi-

cates the jth rotor, are derived as

FXj = �⇢AR2 uj � uwp
(uj � uw)2 + (vj � vw)2

CHj!
2
j
,

FY j = �⇢AR2 vj � vwp
(uj � uw)2 + (vj � vw)2

CHj!
2
j
,

FZj = �⇢AR2CT j!
2
j
,

Lj = � sign!j⇢AR
3 uj � uwp

(uj � uw)2 + (vj � vw)2
CRmj!

2
j
,

Mj = � sign!j⇢AR
3 vj � vwp

(uj � uw)2 + (vj � vw)2
CRmj!

2
j
,

Nj = � sign!j⇢AR
3CQj

!2
j
,

where ⇢ is the air density, A is the rotor area, R is the rotor radius, (uw, vw, ww)
are the wind velocities with respect to the earth in body frame respectively
in (x, y, z) directions, CHj is the hub force coefficient, CT j is the rotor thrust
coefficient, !j is the rotor angular speed, CQj

is the rotor drag moment
coefficient, CRmj is the rotor rolling moment coefficient.

Total aerodynamic forces are

FXaero =
4X

j=1

FXj, FY aero =
4X

j=1

FY j, FZaero =
4X

j=1

FZj. (6)
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Total aerodynamic moments are

Laero =
4X

j=1

(Lj + FZjlsj � hFY j), Maero =
4X

j=1

(Mj � FZjlcj + hFXj),

Naero =
4X

j=1

(Nj + FY jlcj � FXjlsj), (7)

where h is the distance between rotors plane and the center of gravity of the
UAV, l is the arm length, and with

cj = cos
�⇡
2
(j � 1) + ✏

�
, sj = sin

�⇡
2
(j � 1) + ✏

�
,

where in our UAV configuration we have ✏ = ⇡

4 . Thus, for vectors cj and sj
we have cosines and sinus of the angles [⇡4 ,

3
4⇡,

5
4⇡,

7
4⇡]. The blade flapping

can be modeled as a fictitious hinge spring.
The aerodynamic coefficients (CT coefficient of the thrust, CRm coefficient

of the rolling moment, CH coefficient of the hub force, CQ coefficient of the
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drag moment, µ advance ratio, � inflow ratio) are defined as follows

CRmj = �a
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(8)

where ww is the wind velocity with respect to the earth in body frame in z
direction, � is the rotor solidity ratio, a is the lift curve slope of the blade
section, CD0 is the drag coefficient of the blade section, CDi is the induced
drag coefficient of the blade section, ✓0 is the angle of attack of the root
profile, a0, a1, b1 are the coefficients of the blade flapping equation, � is the
inflow ratio, µ is the advance ratio, subscript stat indicates the value in
stationary phase. The shape of above UAV coefficients can be explained
recalling aerodynamic science: the thrust is the resultant of the vertical forces
acting on all the blade elements. The inflow ratio is the ratio between the
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component of UAV velocity perpendicular to the rotor disk with respect to
the blade tip speed. The advance ratio indicates the component of the UAV
velocity parallel to the rotor disk with respect to the blade tip speed. The
rolling moment of a propeller exists in forward flight when the advancing blade
is producing more lift than the retreating one and it is the integration over
the entire rotor of the lift of each section acting at a given radius. The hub
force is the resultant of the horizontal forces acting on all the blade elements.
The drag moment about the rotor shaft is caused by the aerodynamic forces
acting on the blade elements, the horizontal forces acting on the rotor are
multiplied by the moment arm and integrated over the rotor.

Identification results thanks to indoor experiments on Parrot drone
at low/moderate velocity, validates the previous UAV model and allows
some simplifications to be accepted: ✓tw = 0. CDi = 0. �j = �stat �
4
�a
Kz

wj�ww

R|!j | , Kz, �stat � 0, where Kz (as in Table 1 and by [1]) comes
from the approximation of the � equation in vertical flight. CT j = CT stat +
Kz

wj�ww

R|!j | , CT stat � 0, such models of �j and CT j are rather precise in the
climbing phase, but less accurate in descent phase, since the model tends to
slightly overestimate the propulsion in the descent phase. CHj = KDµj, KD �
0, the UAV drag is modeled as ⇢AR2

P
CHj!

2
j
, corresponding to the rotors

at low UAV speed, otherwise at higher speed we need to add the body drag
effect since it depends on square of velocity. However the constant KD, (as
in Table 1 and by [1]) has been identified for the forward velocity less than
5m/s taking into account the interactions between the rear and the front
rotors, and considering the whole UAV body and rotors.

2.3. Rotors dynamics
The rotors are driven by DC-motors, which binds electrical and mechanical

quantities. As in [6] [22], rotors can be represented as in Fig. 2, and described
by the dynamic system

(
Ldi

dt
= u�Ri�Ke!m

J d!m
dt

= ⌧m � ⌧d
,

where u is the motor input, R is the motor inertial resistance, L is the
motor inductance, Ke is the motor constant corresponding to the back EMF
constant, ⌧m is the motor torque, !m is the motor angular speed, ⌧d is the
motor load, J is the motor moment of inertia, i is the current. Considering a
small motor with a very low inductance the given system can be simplified and
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Figure 2: Rotor model

approximated, and linearizing around an operating point !0, the system takes
the form of !̇m = �A!m + Bu + C, where A, B, C are rotors parameters,
which can be further identified as:

G(s) =
1

bs+ 1
, (9)

where the time constant b = 0.1 can be found considering Parrot Drones.
Time constant slightly varies based on the considered motor and thus on the
considered UAV mass. Precisely, in the Parrot Drones, the time constant is
less than 0.1 for the increasing rotor angular velocities, and it is almost equal
to 0.1 for decreasing rotor angular velocities.

In this section, two UAV models with different complexity have been
presented (a complete one, and a reduced model for low/moderate velocity).
The model with simplifications, which are accepted following [1], will be
used to design a SMC, the other one will be used to validate the control in
numerical experiments, since it considers nonlinear coefficients and a more
realistic UAV behavior.

3. Control system equations

The model presented in previous section can be rewritten in the state-space
form

Ẋ = f(X, U, d),

where f is expressed in (1), (4), (5) and the state vector X is chosen as

X = [x y z ẋ ẏ ż � ✓  p q r]
T

,

U = [Uz U✓ U� U ]T is the control input, and disturbances d are described in
the next subsection. The relations between the control inputs and the rotor
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velocities are defined by an invertible matrix
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with !min  !j  !max, where Kf = ⇢AR2CT stat and Km = ⇢AR3
�
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8 +
�stat�a(

✓0
6 � �stat

4 )
�
. In this work, the control inputs are selected to be pro-

portional to the terms with !2
j
. Thus, expanding (1) and (4), the other terms

dependent linearly on !j and wind velocities are considered as disturbances.
Since we do not know in advance the wind perturbations, then we cannot use
these terms in controls. Such a decomposition of thrust (which is proportional
to !j and !2

j
) and selection of disturbances are almost exact in the hover

flight, where we have (p, q, r) ⇡ (�̇, ✓̇,  ̇).
In the following, linear rotors speed in body frame are computed as a

function of the state in body frame
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3.1. Definition of disturbances
In the literature, it is often assumed that each component of the distur-

bance input vector d admits a fixed upper bound, which means |d|  D for
some known D � 0. Unfortunately, it is a rather conservative hypothesis,
and that is why the varying state-dependent bounds will be considered in
our case for d. However, we will assume boundedness of the wind velocities:
|uw|  Dx, |vw|  Dy, |ww|  Dz, for some known Dx � 0, Dy � 0, Dz � 0,
which is a reasonable restriction.

In this work we will call signals, whose influence is compensated by robust
abilities of the control, as "disturbances", which include external inputs (the
wind velocities), state components and controls. Substituting (8), (6) and (7)
in (1), (4), and performing calculations with the indicated simplifications, we
have the disturbance d = [dx, dy, dz, d�, d✓, d ] represented by the following
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terms

dx =
4X

j=1
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� 2�stat)� |!j|⇢lARKD

�
(vj � vw) cj

� (uj � uw) sj
�
� sign (!j) ⇢AR

⇣�CD0

8

�
(uj � uw)

2 + (vj � vw)
2
�

� 4

�a
K2

z
(wj � ww)

2
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. (15)

3.2. Disturbance upper bounds
To design a control, which is able to compensate the disturbances, we

have to evaluate the upper bounds for them.
For x dynamics, the upper bound in body frame is computed from equation

(10)

|dx| = |K̃D

4X

j=1

(uj � uw)!j|  K̃D

4X

j=1

|uj � uw||!j

 K̃D

4X

j=1

(|uj|+ |uw|) |!j|  K̃D(max
j

|uj|+ |uw|)
4X

j=1
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where K̃D = ⇢ARKD. Using the control Uz = Kf

P4
j=1 !

2
j

and applying the
Jensen’s inequality, an upper estimate can be obtained

4X

j=1

|!j|  K
p
|Uz|, K =

2p
Kf

. (16)

An upper bound of the disturbance becomes

|dx|  K̄D (|X|+Dx)
p
|Uz| = dxx, (17)

where K̄D = KK̃D. In the earth frame using the rotation matrix (3) and the
upper bound for the disturbances (17), (18), (19) it becomes

|dxe| = c c✓dx + (c c✓c� � s c�)dy + (s�s + c s✓c�)dz  dxx + 2dyy + 2dzz,

where dy, dz, dyy and dzz are derived below. For the disturbances dye and
dze the computations are similar to the previous ones, therefore only final
expressions are given next.

For y dynamics, the upper bounds in body and earth frames respectively
are computed from the equation (11)

|dy|  K̄D (|X|+Dy)
p

|Uz| = dyy, (18)
|dye|  dxx + 2dyy + 2dzz.

For z dynamics, the upper bounds in body and earth frames respectively
are computed from the equation (12)

|dz|  K̄z (|X|+Dz)
p

|Uz| = dzz, (19)
|dze|  (fze (|X|) +Dze)

p
|Uz|. (20)

where K̄z = K⇢ARKz, fze(|X|) = K̄z maxj |wj|+K̄D maxj |uj|+K̄D maxj |vj|,
Dze = K̄zDz + K̄D(Dx +Dy).

For roll dynamics, the upper bound estimate is computed from the equa-
tions (13) and (16)

|d�| K̃� (f�1 (X) +D�1)
p

|Uz|+ K̄� (f�2 (X) +D�2) (21)

where K�1 = ⇢AR2 �a
2 (

✓0
3 � �stat

4 ), K�2 = ⇢ARhKD, K�3 = lKz⇢AR, K̃� =
K, f�1(X) = K�1 maxj |uj|+K�2 maxj |vj|+K�3 maxj |wjsj|, D�1 = K�1Dx+
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K�2Dy+K�3Dz maxj |sj|, K̄� = 1
2⇢ARKz, f�2(X) = maxj |uj|2+maxj |wj|2,

D�2 = D2
x
+D2

z
.

For pitch dynamics, the upper bound estimate is computed from the
equations (14) and (16)

|d✓| K̃✓ (f✓1 (X) +D✓1)
p

|Uz|+ K̄✓ (f✓2 (X) +D✓2)

where K✓1 = ⇢AR2 �a
2 (

✓0
3 � �stat

4 ), K✓2 = ⇢ARhKD, K✓3 = lKz⇢AR, K̃✓ =
K, f✓1(X) = K✓1 maxj |vj|+K✓2 maxj |uj|+K✓3 maxj |wjcj|, D✓1 = K✓1Dy +
K✓2Dx+K✓3Dz maxj |cj|, K̄✓ =

1
2⇢ARKz, f✓2(X) = maxj |vj|2+maxj |wj|2,

D✓2 = D2
y
+D2

z
.

For yaw dynamics, the upper bound estimate is computed from the
equations (15) and (16)

|d | K̃ (f 1 (X) +D 1)
p
|Uz|+ K̄ (f 2 (X) +D 2)

where K 1 = ⇢AR2Kz(
2✓0
3 �2�stat), K 2 = ⇢ARlKD, K 3 = ⇢ARlKD, K̃ =

K, f 1(X) = K 1 maxj |wj| + K 2 maxj |vjcj| + K 3 maxj |ujsj|, D 1 =
K 1Dz +K 2Dy maxj |cj|+K 3Dx maxj |sj|, K̄ = ⇢AR, f 2(X) = �CD0

8

⇥ (maxj |uj|2 +maxj |vj|2) + 4
�a

maxj |wj|2, D 2 =
�CD0

8 (D2
x
+D2

y
) + 4

�a
D2

z
.

4. Controls design

For synthesis of control laws the SMC approach will be applied. First order
and quasi-continuous SMCs (respectively 1-SMC, qc-SMC) will be designed
in this section.

4.1. First order control design
This control methodology takes into account and compensates the matched

disturbances. The big issue for the considered problem is that the disturbance
d depends on wind signals, the control itself, and state of the system, as shown
above. Thus, a mild development of SMC approach is needed. To this end,
the sliding surfaces in this work are selected proportional to the regulation
errors ei, in this way we are going to control the dynamics proportional to
position and velocity

Si = ėi + ↵iei, ↵i > 0, (22)

14



where i 2 (x, y, z, �, ✓,  ). The Lyapunov function is then chosen as

Vi =
1

2
S2
i
. (23)

The dynamics of z can be rewritten in the earth frame

z̈ = g � (cos� cos ✓)
1

m
(Uz + dze). (24)

In hover state we have cos ✓ cos� ⇡ 1, thus with a rotation of the UAV, a
reasonable assumption is that | cos� cos ✓| � � > 0, where � is our operating
point limit. To build the altitude control, the regulation error has been chosen
as

ez = z � zdes, (25)

where zdes is the desired altitude for UAV. Thus, using (25) and its derivative
in (22), the derivative of the sliding surface can be written as follows

Ṡz = z̈ � z̈des + ↵z ėz

and using (24), it also equals to

Ṡz = g � cos ✓ cos�

m
(Uz + dze)� z̈des + ↵z ėz. (26)

The following expression of the control can be selected

Uz =
m

cos ✓ cos�
(g � ũz � z̈des + ↵z ėz) , (27)

where ũz is an auxiliary control defined later. After substitution of the control
(27) in (26) we obtain

Ṡz = ũz + dze
cos ✓ cos�

m
. (28)

Using the Lyapunov function (23) with (28), its derivative takes the form

V̇ =Szũz + Szdze
cos ✓ cos�

m
 Szũz + |Sz||dze

1

m
|.

Then, using (20), the Lyapunov derivative becomes

V̇  Szũz + |Sz|
1

m
(fze (|X|) +Dze)

p
|Uz|.

15



From the expression (27) we can derive

|Uz| 
m

�
(|g � z̈des + ↵z ėz|+ |ũz|), (29)

and then, substituting in Lyapunov derivative, we obtain

V̇  Szũz + |Sz|
�
%(X, z̈des, żdes) + ⌫(X)

p
|ũz|

�
, (30)

where

%(X, z̈des, żdes) =
1

p
m�

(fze (|X|) +Dze)⇥
p

|g + ↵z ėz � z̈des|,

⌫(X) =
1

p
m�

(fze (|X|) +Dze) .

For simplicity of notation, in the following part of the article we will denote
%(X, z̈des, żdes) = %(X). Let us look for the control in the form

ũz = ��(X)sign(Sz),

where �(X) is a function to synthesize. Substituting this control in the
obtained inequality (30) we get

V̇  |Sz|
�
%(X) + ⌫(X)

p
�(X)� �(X)

�

and it is necessary to ensure by a choice of �(X)

%(X) + ⌫(X)
p
�(X)� �(X) = ��.

Solving this quadratic inequality with respect to �(X) we found

�(X) =
1

2

�
⌫(X)2 + 2%(X) + ⌫(X)

p
⌫2(X) + 4%(X)

�
+ �, (31)

where � > 0 is a tuning parameter. Substituting (31) in the inequality for V̇
we get

V̇ < �
p
2�
p
V ,

consequently, the system state trajectory reaches and stays on the sliding
surface Sz, which means asymptotic convergence of ez to the origin. Moreover,
finite-time stability with respect to Sz can be proved according to [2].
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The dynamics of x can be rewritten in the earth frame as follows

ẍ = (sin� sin + cos sin ✓ cos�)
Uz

m
� dxe.

Since x dynamics cannot be directly controlled, a virtual control

Ux = sin� sin + cos sin ✓ cos�

is introduced, which will be used to find the desired Euler angles �des, ✓des
that will be the inputs of attitude controller next. Then the dynamics of x
takes the form

ẍ = Ux

Uz

m
� dxe.

In order to guarantee negativity of the time derivative of the Lyapunov
function (23) the following expression of control in x is selected

Ux =
m

Uz

(ũx + ẍdes � ↵xėx) , (32)

where
ũx = � (dxx + 2dyy + 2dzz) signSx

is an auxiliary SMC for x dynamics. Such a design is admissible since the
control Uz is always separated with the zero and the discontinuous term in ũx,
which leads to the chattering effect, is replaced with the continuous saturation
approximation.

The y dynamics, by introducing the virtual control

Uy = sin sin ✓ cos�� cos sin�,

can be rewritten in the earth frame as follows

ÿ = (sin sin ✓ cos�� cos sin�)
Uz

m
� dye = Uy

Uz

m
� dye.

Using similar arguments as for x, the auxiliary SMC for y dynamics takes
the form

ũy = � (dxx + 2dyy + 2dzz) signSy,

with the following expression of control in y

Uy =
m

Uz

(ũy + ÿdes � ↵yėy) . (33)
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The dynamics of � can be rewritten as

ṗ = qr
Iyy � Izz

Ixx
+

1

Ixx
(U� + d�). (34)

To build the roll control U�, the error has been chosen as

e� = �� �des. (35)

Using (35) and substituting its derivative in (22), the derivative of the sliding
surface can be calculated

Ṡ� = ṗ� �̈des + ↵�ė�,

which due to (34) also equals to

Ṡ� = qr
Iyy � Izz

Ixx
+

1

Ixx
(U� + d�) + ↵�ė� � �̈des. (36)

The following expression of the control can be selected

U� = Ixx

✓
�qr

Iyy � Izz
Ixx

+ ũ� � ↵�ė� + �̈des

◆
,

where ũ� is an auxiliary SMC. After substitution of this control in (36), we
obtain

Ṡ� = ũ� +
d�
Ixx

. (37)

Using the Lyapunov function (23) with (37) and (21), its derivative becomes

V̇ =S�ũ� + S�d�  S�ũ� + |S�||d�
1

Ixx
|  S�ũ� +

|S�|
Ixx

⇥
⇣
K̃�

�
f�1(X) +D�1

�p
|Uz|+ K̄�

�
f�2(X) +D�2

�⌘
. (38)

To have (38) negative, the auxiliary control for � dynamics must be

ũ� =� 1

Ixx
signS�

⇣
K̃�

�
f�1 (X) +D�1

�p
|Uz|+ K̄�

�
f�2 (X) +D�2

�⌘
.

Pitch and yaw controls can be designed following computations similar to the
roll one, so only final expressions are given below.
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The dynamics of ✓ can be rewritten as

q̇ = pr
Izz � Ixx

Iyy
+

1

Iyy
(U✓ + d✓).

The auxiliary control for ✓ dynamics

ũ✓ =� 1

Iyy
signS✓

⇣
K̃✓

�
f✓1 (X) +D✓1

�p
|Uz|+ K̄✓

�
f✓2 (X) +D✓2

�⌘
,

with the following expression of control

U✓ = Iyy

✓
�pr

Izz � Ixx
Iyy

+ ũ✓ � ↵✓ė✓ + ✓̈des

◆
.

The dynamics of  can be rewritten as

ṙ = pq
Ixx � Iyy

Izz
+

1

Izz
(U + d ).

The auxiliary control for  dynamics

ũ =� 1

Izz
signS 

⇣
K̃ 

�
f 1 (X) +D 1

�p
|Uz|+ K̄ 

�
f 2 (X) +D 2

�⌘
,

with the following expression of control

U = Izz

✓
�pq

Ixx � Iyy
Izz

+ ũ � ↵ ė +  ̈des

◆
.

In the control design above it has been assumed that the rotors possess
an immediate response on the desired values !j assigned to them by the
control law. In reality they admit some dynamics, and for validation and
comparison of the proposed control strategy, the transfer functions for the
rotors have to be introduced in the realistic form as in eq. (40). Since it is a
dynamics not considered during design, then it adds an undesired delay to
the control. Recall also that the SMC is built for a simplified model with
identified coefficients to diminish the design problem complexity, however
it will be tested with the complete nonlinear UAV model validated through
indoor experiments at ONERA lab.

Since a big shortage of SMC is the chattering (high frequency oscillations of
a discontinuous control signal in the steady-state mode caused by imprecision
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of values of model parameters, digital and measurement noises), which can
ruin the rotors, then below several solutions for chattering reduction are
compared. To this end, several modifications are introduced into the control
algorithm for a comparison.

In the literature the problem of chattering reduction is a well-known
issue discussed in many articles, see for an example [7]. Saturation functions
are popular solutions used for chattering reduction in SMC that leads to a
practical stability in the closed-loop system. Arc-tangent function replaces
the function sign with a smooth function:

sat⇠(x) =

(
sign(x) if |x| � ⇠
4
⇡
arctan

⇣
x

⇠

⌘
if |x| < ⇠

, (39)

with the tunable gain ⇠ > 0. According to [23], for a sufficiently small ⇠ if for
a sign function all trajectories converge in a finite time to an equilibrium, then
with the saturation all trajectories will converge to a compact set around that
equilibrium with the size proportional to the value of ⇠. In practice ⇠ should
be chosen small enough to find a trade-off between chattering reduction and
minimal acceptable steady-state error.

4.2. Quasi-continuous control design
Another way to reduce the chattering is to use a high order sliding mode

(HOSM) control [2]. In this subsection for synthesis of a control law, a kind
of HOSM control called the quasi-continuous SMC [24] will be applied, which
can be considered as an approximation of the sign on the plane (see the
Appendix for the explanation of the idea of qc-SMC). For this design the
transfer functions for the rotors are taken into account in a generic and
realistic form as previously in (9), which leads to additional dynamics

b L̇j = Uj � Lj j 2 (z, �, ✓,  ), (40)

where Lj are the controls subjected by rotor dynamics.
Recall that for z dynamics, the second derivative of the position error,

ez = z � zdes, has the form

ëz = g � cos ✓ cos�

m
(Lz + dze)� z̈des,
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where the control Uz is substituted by rotor dynamic output Lz from (40).
The second derivative of the position error can be rewritten

ëz = �Lz�z +�z,

where �z = (cos ✓ cos�)/m, �z = g � z̈des � (cos ✓ cos� dze)/m. The first
derivative of the sliding surface is obtained

Ṡz = ëz + ↵z ėz = �Lz�z +�z + ↵z ėz.

Using (40), its second derivative is computed as

S̈z =� Uz � Lz

b
�z + �̇zLz + �̇z + ↵z (��zLz +�z) = �Uz

�z
b
+ d̃z,

where d̃z = �̇z + ↵z(��zLz +�z) + (Lz�z)/b+ �̇zLz.
In Theorem 1 (see Appendix) it is stated that if the second order control

is selected as

Uz =
b

�z
D̃z(t,X)

dṠzc2 + Sz

|Ṡz|2 + |Sz|
,

where d·c2 = | · |2sign(·), then the point Sz = Ṡz = 0 is reached in a finite
time provided that D̃z(t,X) > |d̃z|.

The position errors, ex = x� xdes, ey = y � ydes, have the dynamics

ëx = Ux

Uz

m
� dxe � ẍdes, ëy = Uy

Uz

m
� dye � ÿdes.

In [24] it is stated that if

ëx = �D̃x (t,X)
dėxc2 + ↵xex
|ėx|2 + ↵x|ey|

, ëy = �D̃y (t,X)
dėyc2 + ↵yey
|ėy|2 + ↵y|ey|

,

then ei = ėi = 0, i = x, y is reached in a finite time provided that D̃x (t,X) >
|dxe + ẍdes|, D̃y (t,X) > |dye + ÿdes|. x and y dynamics are not influenced
directly by the rotors, hence their stability does not need the introduction of
an auxiliary sliding surface. The respective controls for x, y positions are

Ux = �mD̃x(t,X)

Uz

dėxc2 + ↵xex
|ėx|2 + ↵x|ex|

, Uy = �mD̃y(t,X)

Uz

dėyc2 + ↵yey
|ėy|2 + ↵y|ey|

.
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Such a design is admissible since the control Uz is always separated with the
zero and Ux, Uy are always continuous by definition of the quasi-continuous
control.

The controls for other dynamics can be designed following similar com-
putations as for z, so only final expressions are given for roll, pitch and yaw,
respectively. The second derivative of the position error, e� = ���des, taking
into account (40), has the form

ë� = qr
Iyy � Izz

Ixx
+

1

Ixx
(L� + d�)� �̈des,

The roll control is

U� = � b

��
D̃�(t,X)

dṠ�c2 + S�

|Ṡ�|2 + |S�|
,

where d̃� = �̇� + ↵�(��L� + ��) � (L���)/b � �̇�L�, �� = 1/Ixx, �� =
qr(Iyy � Izz)/Ixx + d�/Ixx � �̈des, with D̃�(t,X) > |d̃� + �̈des|.

The second derivative of the position error, e✓ = ✓ � ✓des, taking into
account (40), has the form

ë✓ = pr
Izz � Ixx

Iyy
+

1

Iyy
(L✓ + d✓)� ✓̈des,

The pitch control is

U✓ = � b

�✓
D̃✓(t,X)

dṠ✓c2 + S✓

|Ṡ✓|2 + |S✓|
,

where d̃✓ = �̇✓ + ↵✓(�✓L✓ + �✓) � (L✓�✓)/b, �✓ = 1/Iyy, �✓ = pr(Izz �
Ixx)/Iyy + d�/Iyy � ✓̈des, with D̃✓(t,X) > |d̃✓ + ✓̈des|.

Recall that for  dynamics, the second derivative of the position error,
e =  �  des, has the form

ë = pq
Ixx � Iyy

Izz
+

1

Izz
(L + d )�  ̈des,

The yaw control is

U = � b

� 
D̃ (t,X)

dṠ c2 + S 

|Ṡ |2 + |S |
,
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where d̃ = �̇ + ↵ (� L + � ) � (L � )/b, � = 1/Izz, � = pq(Ixx �
Iyy)/Izz + d /Izz �  ̈des, with D̃ (t,X) > |d̃ +  ̈des|.

The proposed qc-SMC can be modified to counteract the chattering
avoiding the saturation functions, and using the quasi-continuous function
itself as an approximation of the sign on the plane, with a mild modification
by adding a small constant %i > 0 in the denominator:

dṠic2 + Si

%i + |Ṡi|2 + |Si|
,

dėic2 + ↵iei
%i + |ėi|2 + ↵i|ei|

.

where %i is strictly related with accuracy. The smaller is %i the higher is
the effort on the rotors, which results in a more accentuated oscillation of
the control, but with a smaller convergence error, and vice versa. According
to [24], a finite-time convergence of the system can be achieved in the ideal
case, when %i = 0 and there is no measurement or implementation (digital)
noises. In our case, since these restrictions are not satisfied, the convergence
is assured with respect to a compact set around the desired trajectory. Then
%i are tuned accordingly to achieve a trade-off between control oscillations
and convergence error.

Concluding the previous preliminary study, the quasi-continuous control
is suitable to be applied in quadrotor regulation taking into account rotor
dynamics without modification of the sliding surfaces, which have been
designed for the conventional SMC without (9). It means that the function
sign can be approximated efficacely with quasi-continuous function in SMC
for quadrotors, and its finite time stability is proven in [24], considering
%i = 0. Then, considering the imposed quadrotor dynamics as in 1-SMC
design (ėi + ↵iei = 0 for i = x, y, z,�, ✓, ), the final expressions of qc-SMC
chosen for implementation and comparison are given below.

The control for z is given by

Uz =
m

cos ✓ cos�

✓
g � z̈des + ↵z ėz +

⇣1
2

�
⌫(X)2 + 2%(X)

+ ⌫(X)
p
⌫2(X) + 4%(X)

�
+

Lz

b
� Lz↵z +$z

⌘ dṠzc2 + Sz

%z + |Ṡz|2 + |Sz|

◆
,

where $z > |�̇z + �̇zLz| is a tuning parameter.
The controls for i = x, y are given by

Ui =
m

Uz

✓
� (dxx + 2dyy + 2dzz +$i)

dėic2 + ei
%i + |ėi|2 + |ei|

+ ïdes � ↵iėi

◆
, (41)
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where $i > 0 is a tuning parameter with D̃i(t,X) > |die + ïdes|.
The controls for roll, pitch and yaw respectively are given by

U� =Ixx

✓
�qr

Iyy � Izz
Ixx

+ ũ� � ↵�ė� + �̈des

◆
,

U✓ =Iyy

✓
�pr

Izz � Ixx
Iyy

+ ũ✓ � ↵✓ė✓ + ✓̈des

◆
,

U =Izz

✓
�pq

Ixx � Iyy
Izz

+ ũ � ↵ ė +  ̈des

◆
,

where the auxiliary controls are defined as

ũ� =� 1

Ixx

dṠ�c2 + S�

%� + |Ṡ�|2 + |S�|

⇣
K̃�

�
f�1 (X) +D�1

�p
|Uz|

+ K̄�

�
f�2 (X) +D�2

�
+$� + ↵���L� �

��
b
L�

⌘
,

ũ✓ =� 1

Iyy

dṠ✓c2 + S✓

%✓ + |Ṡ✓|2 + |S✓|

⇣
K̃✓

�
f✓1 (X) +D✓1

�p
|Uz|

+ K̄✓

�
f✓2 (X) +D✓2

�
+$✓ + ↵✓�✓L✓ �

�✓
b
L✓

⌘
,

ũ =� 1

Izz

dṠ c2 + S 

% + |Ṡ |2 + |S |

⇣
K̃ 

�
f 1 (X) +D 1

�p
|Uz|

+ K̄ 

�
f 2 (X) +D 2

�
+$ + ↵ � L � � 

b
L 

⌘
,

with $i > |�̇i|, i = �, ✓,  tuning parameters.
Homogeneous differentiator [25] (see the expression (42) below) is used to

estimate the value of the first derivative of the sliding surfaces Ṡi.

4.3. Physical constraints and tools
Since UAVs are physical objects, then they are subjected to physical

constraints, which correspond to their maximal linear and angular velocities
and accelerations. Consequently, a smooth position trajectory is desired.

In literature many articles are presented to generate desired trajectories
admissible to the system dynamics. Since the focus of the presented article is
the control of a mini drone, then simple method is used which can take into
account UAV physical constraints imposed during indoor experiments. The
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desired step references for coordinates x, y, z are filtered (using a third order
filter) to obtain realistic velocity and acceleration trajectories

⇠f
⇠wp

=
1

(1 + ⌧poss)
3 ,

where ⇠wp is the way-point step reference, ⇠f = (xdes, ydes, zdes) is the filtered
signal, ⌧pos is the weight to create the desired smooth trajectory. The physical
constraints are chosen

vmin =

2

4
ẋmin

ẏmin

żmin

3

5 , vmax =

2

4
ẋmax

ẏmax

żmax

3

5 ;

amin =

2

4
ẍmin = Tmin

m
sin ✓min

ÿmin = Tmin
m

sin�min

z̈min = Tmin
m

� g

3

5 , amax =

2

4
ẍmax = Tmax

m
sin ✓max

ÿmax = Tmax
m

sin�max

z̈max = Tmax
m

� g

3

5 ;

where Tmax is 90% of the maximal thrust achievable by the UAV to ensure
that we still have some available thrust to proper control the drone in case of
safe maneuvers; Tmin is the minimal thrust. The reference angles �des, ✓des are
saturated in an admissible range of �min, ✓min minimal values and �max, ✓max

maximal values, to avoid the singularities.
The desired angles �des, ✓des are derived from the expressions for Ux and

Uy, using the desired value of  

�des = arcsin (Ux sin des � Uy cos des) ,

✓des = arcsin

✓
Ux cos des + Uy sin des

cos�des

◆
.

Ux and Uy are illustrated in equations (32), (33) with the saturation (39) for
1-SMC, and in the eq. (41) for qc-SMC. Physical constraints for angles and
controls are chosen to be

�min =

2

4
�min

✓min

 min

3

5 , �max =

2

4
�max

✓max

 max

3

5 ; ⌦min =

2

4
�̇min

✓̇min

 ̇min

3

5 , ⌦max =

2

4
�̇max

✓̇max

 ̇max

3

5 ;
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U�,✓, min =

2

4
�l⇢AR2CT stat sin(✏)(!

2
max

� !2
min

)
�l⇢AR2CT stat cos(✏)(!

2
max

� !2
min

)
�2⇢AR3CQ(!2

max
� !2

min
)

3

5 ,

U�,✓, max =

2

4
l⇢AR2CT stat sin(✏)(!

2
max

� !2
min

)
l⇢AR2CT stat cos(✏)(!

2
max

� !2
min

)
2⇢AR3CQ(!2

max
� !2
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In order to implement the designed controls the first and the second
derivatives of the desired angles have to be calculated, which are obtained
using a homogeneous finite time differentiator, as in [25]
ż1(t) = ��1dz1(t)� f(t)c�1 + z2(t), ż2(t) = ��2dz1(t)� f(t)c�2 + z3(t),

ż3(t) = ��3dz1(t)� f(t)c�3 , (42)
where z 2 R3 is the differentiator state and f(t) is the signal to be differenti-
ated, �i = 1� j⌧ for j = 1, 2, 3 and any ⌧ 2 (�1

3 , 0), while the parameters
�1, �2, �3 are selected to ensure the Hurwitz property of the matrix

A =

2

4
��1 1 0
��2 0 1
��3 0 0

3

5 .

Then the system (42) performs estimation of the first and second derivative
of f(t) in a finite time: ˆ̇f(t) = z2(t),

ˆ̈f(t) = z3(t). Increasing the smallest
eigenvalue of A improves the rate of convergence. In this work ⌧ < 0 is
sufficiently big, the eigenvalues of A are chosen by trial and error accordingly
to the desired dynamics and in such a way to avoid undesired response delay.

4.4. Control design summary
The generic scheme of hierarchical control algorithm presented above is

given in Fig. 3. Homogeneous differentiator is used to estimate the first and
second derivatives of angles and the first derivative of the sliding surfaces.
The stability of the system can always be proved respecting the maximal
value of �, ✓, Dx, Dy, Dz. In the proposed algorithms, the control gains are
functions of the state and wind velocity, then using a wind estimator the
wind velocity estimates can be substituted on-line in the control law, as in
Fig. 4. In this way, by adapting the control amplitude, the regulator effort
on the rotors can be reduced when it is possible. A good wind estimator is
desired to reduce the uncertainty that will affect directly the performance of
the proposed control. However, in this paper maximal admissible wind values
are considered as input to the control.

26



Figure 3: Hierachical control scheme

5. Numerical Validation

Numerical experiments are performed in the simulator using UAV Simulink
library, built with nonlinear aerodynamic coefficient, and using the rotor model
in eq. (4). The quadrotor model was developed using blade momentum theory
in aerodynamic science and next validated through indoor experiments with
the commercial Parrot Ar Drone 2.0 at low/moderate velocity at the ONERA
Aerodynamics Aeroelasticity Acoustics Department. Wind perturbations,
affecting the UAV nonlinear model, are simulated as sinusoids, which is a
reasonable assumption since the gust generator at ONERA lab allows to
create a sinusoidal wind gust profile, hence the sinusoid wind effect over time
is correlated to the motion of the drone through the turbulent area. For
simplicity of demonstration the wind velocities are selected as constant input
in qc-SMC and in 1-SMC the wind velocities are replaced with their constant
upper bounds, see Fig. 5 (wind x, wind y, wind z). This restriction is imposed
in the article to better present the new design strategy. Conventional SMC
(conv-SMC), used for comparisons, is built as ũi = Ci signSi for constant
Ci � kdik1, i = x, y, z, �, ✓,  and suitable under a popular hypothesis that
perturbations in the basic quadrotor model are bounded functions of time. In
conv-SMC, as usual for implementation, the function sign is replaced by the
approximation sat⇠i in eq. (39). Constant gains Ci are tuned to compensate
the disturbances (dist x, dist y, dist z, dist �, dist ✓, dist  ) in Fig. 5 and
taking their maximal values. Since three nonlinear controllers are studied,
a rule is imposed to make the comparisons: the same performance of the
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Figure 4: Control-wind estimator coupling. The red arrow indicates how varying wind

estimation can be merged with the control.

controllers are imposed by tuning and keeping the same ⇠i for conv-SMC and
1-SMC, %i are adjusted to have a similar performance for the qc-SMC, and
same values of ↵i are also considered. Unfortunately, 1-SMC and conv-SMC
cannot achieve the same accuracy as the qc-SMC since they become unstable
due to the high control oscillations if the convergence error is very small. For
this reason, a second try is done keeping the same ⇠i for 1-SMC and conv-
SMC and "relaxing" them (changing ⇠i to have bigger position convergence
error), while a more accuracy is achieved for qc-SMC. Hence, we consider
the values listed in Tables 1, 3, 2, 4 where żmax, zmax are with negative signs
because z axes is taken with the positive direction towards down as in Fig.
1. For simulations, a generic flight case is illustrated which couples together
forward, lateral and vertical flights, moving the UAV in x, y, z positions. The
corresponding external disturbances, influenced by the proposed varying gain
functions, and wind are illustrated in Fig. 5, where wind in z is chosen small
because of the small UAV mass and limited thrust. Figures 6, 7, 8, 9, 10,
11 illustrate the contribution of the controls together with state variables
and reference states. After the presentation of the working hypothesis, the
following conclusions are identified after these numeric experiments:

First, the simulation clearly shows that using a varying-gain function
instead of a constant gain improves the transients, because the SMCs using
this function are subjected to less effort on the rotors. Under the same ⇠i,
conv-SMC is slightly more robust than the 1-SMC due to the fact that in
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the tuned constant gain of conv-SMC some inner dynamics are automatically
considered (derivative of the control Uz, derivative of the wind velocity, etc. . . )
but at the price of much higher control oscillation. This fact is due to the
simplifications adopted in the disturbances design in sec. 3.1. However, more
accuracy can be achieved also for the 1-SMC, changing the parameter ⇠i.
While the tuned gain for the conv-SMC has to be done "a posteriori", the
varying-gain of 1-SMC and of qc-SMC can be tuned "a priori" making an
hypothesis on maximal wind velocities. This first point shows the effectiveness
of the first contribution: tuning the varying-gains influenced by the state, the
control itself, and the wind velocity.

Second, as already discussed, 1-SMC and conv-SMC tend to become
unstable if higher accuracy (changing ⇠i) is imposed because the rotors
dynamics is not considered in their designs. qc-SMC can achieve better
accuracy among all the controls ensuring an acceptable control oscillation
which is similar to the control in 1-SMC, but the resulted gain tuning is
far to be optimal. Then, the trajectory can be reached changing freely %i
and enforcing the control to be more robust as in Figures 12, 13 without
compromising the stability. This second point shows the effectiveness of the
second contribution: the importance of including rotors dynamics inside the
control design.

Last, regarding the qc-SMC, the error convergence of the system is affected
by the introduction of %i in the denominator of quasi-continuous function.
Reducing the convergence error, increases the control oscillations, hence a
good trade-off between effectiveness of the control and the effort on the rotors
has to be found. However, thanks to the varying-gains built in subsection 3.2,
a wind estimator can be coupled with the control, then wind velocity can
be substituted on-line. In this way, by adapting the control amplitude, the
regulator effort on the rotors can be reduced when it is possible, allowing to
achieve a better performance with less control oscillations. This last point
highlights the importance of the first contribution: tuning the varying-gains
influenced by the wind velocity.

As a result, the presented simulations demonstrate the stability of the
system affected by wind velocity and realistic external disturbances, respecting
the limitations of the mini drone mass and thrust.
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Table 1: Parrot drone parameters

Par. R l h g ✓0 m Ixx
Val. 0.1 0.185 �0.0125 9.81 23.9 0.472 0.00356
Unit m m m m/s2 deg Kg Kg.m2

Par. Iyy Izz ⇢ � a CD0 �stat
Val. 0.00402 0.00712 1.25 0.111 4.6542 2.15 0.1056
Unit Kg.m2 Kg.m2 Kg/m3

Par. CT stat KD Kz

Val. 0.0223 0.06 0.09
Unit

Table 2: Controls saturation

Uz (N) U� (Nm) U✓ (Nm) U (Nm)
min. 1.4 �0.14 �0.14 �0.30
max. 5.6 0.14 0.14 0.30

Table 3: Saturation parameters

Par. �max ✓max  max �min ✓min  min �̇max ✓̇max

Val. 45 45 180 �45 �45 �180 40 40
Unit deg deg deg deg deg deg deg /s deg /s

Par.  ̇max �̇min ✓̇min  ̇min xmax ymax zmax xmin

Val. 10 �40 �40 �10 100 100 �100 0
Unit deg /s deg /s deg /s deg /s m m m m

Par. ymin zmin ẋmax ẏmax żmax ẋmin ẏmin żmin

Val. 0 0 5 5 �1 �5 �5 1
Unit m m m/s m/s m/s m/s m/s m/s

Par. !max !min

Val. 400 200
Unit rad/s rad/s

6. Conclusion

In this work, a robust sliding mode control approach is used to stabilize
a small quadrotor UAV under wind perturbations. It is considered that the
disturbance bound for a UAV quadrotor at a low/moderate velocity depends
on the control itself, the wind speed and the state of the UAV. To this end,
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Table 4: Controls parameters

Par. ↵x ↵y ↵z ↵� ↵✓ ↵ ⇠x ⇠y ⇠z ⇠� ⇠✓ ⇠ %x
Val. 1 1 1 10 10 10 1 1 1 1.3 1.3 1.3 0.2

Par. %y %z %� %✓ % $x $y $z $� $✓ $ Dx Dy

Val. 0.2 1 0.7 0.7 0.7 1 1 1 7 7 7 3 3

Par. Dz Cx Cy Cz C� C✓ C 
Val. 0.2 4 4 15 20 20 40

Figure 5: Wind velocities and the respective disturbances acting on x, y, z, �, ✓,  .

the constant gain, which is proportional to the sign functions in conventional
sliding mode controls, is replaced with a time-varying function. In this way
we aim to reduce as much as possible the control effort on the rotors, adapting
in real-time the weighted function used in the control design.

The issue originated by introduction of the rotor transfer functions is
studied and several solutions for decreasing chattering are applied. Then, the
contribution with respect to conventional first order sliding mode control is
highlighted, and a recent quasi-continuous high order sliding mode control is
also tested and discussed in simulations.

The presented results of numerical experiments confirm the effectiveness
of the designed control to stabilize the drone under varying wind, and its
stability is proved for a known maximal admissible wind value.
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Figure 6: x, y, z position and respective controls (—: desired trajectory; —: 1-SMC; —:

conv-SMC; —: qc-SMC).
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Figure 7: �, ✓,  angles and respective controls (—: 1-SMC; —: conv-SMC; —: qc-SMC).
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Figure 8: Linear and angular velocities (—: 1-SMC; —: conv-SMC; —: qc-SMC).
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Figure 9: Rotors angular velocities for conventional SMC.

Figure 10: Rotors angular velocities for 1-SMC.
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Figure 11: Rotors angular velocities for qc-SMC.

In this work constant maximal admissible wind values are considered as
direct input to the control. However, since this approach is strictly related to
the wind estimation, the coupling with the estimator, as in Fig. 4 is desired.
Further works lead to a deeper study of their interaction, which must ensure
the stability of the system in a compact set around the equilibrium depending
by the estimation incertitude.

Appendix A. 1

Following [24] consider a double integrator system:

ẍ(t) = g(t,X(t)) u(t) + h(t,X(t)), (A.1)

where X(t) = [x(t), ẋ(t)]T 2 R2 is the state vector, u(t) 2 R is the control
input, two functions g : R3 ! R and h : R3 ! R ensure forward existence
and uniqueness of the system solutions at least locally. In addition, there are
two known functions g : R3 ! R and h : R3 ! R such that for all X 2 R2

and t � 0
g(t,X) � g(t,X) > 0, |h(t,X)|  h(t,X). (A.2)

The following control for quasi-continuous SMC can be proposed for (A.1)
(a more generic case is studied in [24] where bounded time-varying positive
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Figure 12: x, y, z position and respective controls (—: qc-SMC changing %i; —: desired

trajectory).
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Figure 13: �, ✓,  angles and respective controls for qc-SMC changing %i.
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functions are considered in eq. (17) which leads to the validity of the Theorem
4.5):

u(t,X) = �h(t,X) + ↵

g(t,X)

l
Ṡ
k2

+ �S

|Ṡ|2 + �|S|
, (A.3)

where ↵ > 0 and � > 0 are tuning parameters. In our case � = 1 and g, h
are respectively the computed lower and the upper-bounds. Note that the
control (A.3) is continuous everywhere outside of the origin.

Theorem 1. Consider the system in (A.1) and assume that the restrictions
(A.2) are satisfied, then there exist ↵ > 0 sufficiently big and � > 0 such that
the control (A.3) makes the system globally finite-time convergent.
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