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Abstract—Recommendation systems help users identify inter-
esting content, but they also open new privacy threats. In this
paper, we deeply analyze the effect of a Sybil attack that tries
to infer information on users from a user-based collaborative-
filtering recommendation systems. We discuss the impact of
different similarity metrics used to identity users with similar
tastes in the trade-off between recommendation quality and
privacy. Finally, we propose and evaluate a novel similarity metric
that combines the best of both worlds: a high recommendation
quality with a low prediction accuracy for the attacker. Our
results, on a state-of-the-art recommendation framework and on
real datasets show that existing similarity metrics exhibit a wide
range of behaviors in the presence of Sybil attacks, while our new
similarity metric consistently achieves the best trade-off while
outperforming state-of-the-art solutions.

I. INTRODUCTION

User-based collaborative filtering exploits the opinions of
users (stored in a profile) to identify the correlations in terms of
interests between users. Albeit other variants of collaborative
filtering exist, user-based systems remain important due to
their simplicity and their availability in a number of open-
source machine learning frameworks [2]. Moreover, their focus
on users makes them particularly interesting in environments
where the set of items to be recommended changes frequently,
for example in news or media content. The ability to scale K-
nearest-neighbor (KNN) computations [16] (i.e., building the
graph that captures the correlation in term of interests between
users according to a similarity metric) also makes user-based
CF a privileged tool to cope with this highly dynamic context.

Recent research has shown, however, that user-based col-
laborative filtering [12], [14] represents a preferred target for
attackers that wish to learn sensitive information on users. In
this paper, we investigate this issue by focusing on an attack
introduced by [12]. The attacker targets user-based collabora-
tive filtering by creating a number of fake identities (i.e., Sybil
attack) to extract information about a user’s profile, starting
from already available auxiliary information. In the domain
of cross-company recommendations, for example, the attacker
may be a company that wishes to learn user preferences on
items managed by its competitors.

Even if it introduced the attack, [12] did not evaluate it. In
a recent paper, we carried out an analysis showing its limited
effectiveness with a specific metric [18]. In this paper we
partially correct the conclusions of [18] by showing that the
attack is indeed effective, but that it can be counteracted by
specific similarity metrics.

More precisely, we enrich the state-of-the-art on the attack
of [12] with two main contributions. First we carry out a
thorough evaluation with a variety of similarity metrics on
multiple data sets on Mahout [2], an open-source machine-
learning framework. We show that the effectiveness of the
attack strongly depends on the similarity metric used to build
the KNN graph. Moreover, we observe that existing similarity
metrics exhibit an inherent trade-off between attack resistance
and recommendation quality. Second, we start from this ob-
servation and propose a novel, generic, similarity metric that
can turn existing metrics into attack-resistant ones. While our
approach uses two phases, it uses them to compute similarity
and therefore differs significantly from algorithms [43], [42]
that compute ratings in two steps. We apply our new generic
metric to Cosine similarity, the best performing in terms of
recommendation quality, and turn it into an attack-resistant
metric without hampering recommendation quality. We show
that our similarity-based protection allows no more than 60%
of the Sybil users to succeed in a targeted attack with an
ideal neighborhood, and outperforms a state-of-the-art privacy-
preserving recommender [29] on a generic attack.

II. BACKGROUND

The collaborative nature of most recommendation sys-
tems [28], [15], constitutes both a strength and a weakness. On
the one hand, collaborative filtering can recommend complex
objects that have no easily exploitable content associated with
them. On the other hand, the fact that collaborative filtering
combines the opinions of different users has raised concerns
about the privacy threats it poses. As the data exploited by
recommenders gets more and more into the personal sphere
(e.g. medical data [23]), collaborative filtering faces an inher-
ent trade-off between accuracy and privacy [31], [36], [25].



This has led to two main lines of research: identifying potential
threats and attacks, and providing attack resistance.

a) Attacks against Recommenders: We can distinguish
two types of attacks on recommenders: passive, and active. In
the former, the attacker simply tries to learn information about
other users through legitimate means. In the latter, the attacker
carries out operations that go outside the standard behavior of
a user like in the attack of this paper.

BlurMe [41] and [7] present passive attacks that extract
demographic information such as ethnicity or gender from the
ratings in a recommender. BlurMe also proposes an obfusca-
tion mechanism to limit the impact of such an attack. [14]
shows that targeted and personalized ads contain valuable in-
formation that allows accurate reconstruction of users’ interest
profiles. [12] analyzes, instead, how auxiliary information,
obtained from the system itself or from external sources,
makes it possible to extract individual user preferences from
otherwise aggregate information such as related-item lists or
item-covariance matrices.

The attack we consider in this paper falls instead in the
active category. In this context, [7] develops an approach that
maximizes the ability to learn new information by asking users
to rate specific items. Pistis [27] considers an attacker that
attempts to copy the profile of the target user and proposes
a mechanism that limits its impact by expressing ratings
on privacy-preserving groups of items. Sybil attacks employ
several fake identities like Eclipse attacks in the Bitcoin
network [21]. Shilling attacks [39] adopt this approach to
influence the output of the recommender, for example by
biasing it towards a particular brand or product [20], [38]. The
attack we consider in this paper instead uses it to implement
a stronger version of the attack in [27]. This Sybil attack
was initially introduced by [12] and later partially evaluated
by [18] with Cos-overlap. Our results go beyond the partial
analysis of [18], highlight the tradeoff between privacy and
recommendation quality, and provide a solution to it.

b) Privacy Protection in Recommenders: Protecting col-
laborative filtering from the above attacks constitutes a promis-
ing research direction [33]. The first attempts to provide
privacy-preserving recommenders focused on decentralized
solutions based on homomorphic encryption [13], anonymiza-
tion [11], or profile obfuscation [6]. In a centralized set-
ting, [34] evaluates the feasibility of applying several data
obfuscation techniques. [5] and [35] proposed injecting noise
into user profiles, but they were later shown to be vulnerable to
statistical attacks that filter out the random noise to reconstruct
the missing information [4], [24], [26]. Moreover, all the above
solutions remain vulnerable to attacks that combine recom-
mended items with auxiliary information available through
external sources, like the one we study in this paper.

Systems that apply differential privacy only to neighborhood
computation [44] exhibit the same problem. But some authors
have also proposed systems that incorporate randomization and
ensure differential privacy when they generate recommenda-
tions [10], [32]. In [10], the authors demonstrate that their
approach can effectively counteract a Sybil-based censorship

attack. However, its effectiveness against an attacker equipped
with external auxiliary information remains unclear.

[29] considers the same Sybil attack as studied in this paper
and proposes PPNS. In [30] the same authors provide a dif-
ferent version of PPNS that should provide better attack resis-
tance but lower recommendation quality. But in Section VII-F,
we show that our approach significantly outperforms PPNS.

Finally, [37] proposes a reputation score that aims to count
a new rating of a neighbor only if this user rated sufficiently
many items in common with the targeted user. In this paper, we
consider instead an adversary that clones a part of the profile
of the target user. Consequently, [37] is complementary to our
solution and not a concurrent approach.

III. SYSTEM MODEL

We consider a recommender based on user-based collab-
orative filtering, a scheme implemented in many machine-
learning frameworks. For each user, u, the system maintains a
user-profile data structure which collects the mapping between
users, items, and the associated numerical scores (e.g. 1 to
5). A user-based collaborative-filtering system relies on a
k-nearest-neighbor (KNN) algorithm [8] that identifies for
each user, the k most similar other users according to a
similarity metric. We consider the commonly used similarity
metrics in user-based collaborative filtering. After identifying
u’s neighbors, the system ranks the items these neighbors have
rated and recommends to u the top-ranking ones to which she
has not yet been exposed.

We consider an adversary targeting a single user and which
aims to extract information from the recommender [12].
Like [12], we assume the adversary has access to a subset of
the target user’s ratings, which we name auxiliary information.
As described by [12], the adversary can obtain auxiliary
information about the target in several ways. Many websites
like Last.fm offer publicly available information about the
browsing history of a user. Others, like Amazon.com, interface
with social networks to post information like “I just bought
item X”. But an even more relevant threat arises for SMEs
that offer recommendation services to multiple clients over
different domains. Consider two client companies, for example
online sport shops, that exploit the company’s recommenda-
tion service. Each sport shop knows the ratings of its own
customers on the items it sells, but it may be interested in
knowing which items sold by the competitor are interesting for
its own customers. The sport shop may thus play the role of an
attacker whose auxiliary information consists of its own subset
of the profile of a given customer. Existing work [14] studies
this kind of threat in the context of targeted advertisement.

The adversary has also the ability to create a number of fake
identities (i.e., Sybils). In the real world, this may be made
complex by the need to purchase items, confirm accounts,
or perform other costly actions to fill Sybil profiles. In this
paper, we simply assume that the adversary can give each
of its fake identities a user-profile consisting of a subset of
items and ratings associated with the target. Finally, we also
assume that the adversary knows the value of k (i.e., the size



of neighborhoods in the KNN algorithm) which allows her to
create an appropriate number of Sybils.

We consider an attack successful when (i) Sybil nodes
manage to obtain neighborhoods that consist only of the
target node and other Sybil nodes, and/or (ii) they receive
recommendations for items that appear in the target profile.

IV. EXPERIMENTAL PROTOCOL

We implemented the Sybil attack on top of Mahout [2], a
popular machine-learning framework developed by the Apache
Foundation. This allows us to analyze the Sybil attack on a
state-of-the-art user-based collaborative-filtering system.

In order to effectively implement the attacks, we slightly
modified Mahout to model the behavior of Sybil users. Our
modified Mahout implementation, as well as the code, and the
scripts for running our experiments are publicly available [1].
We used publicly available anonymized real datasets exempt
form ethical concerns.

A. Similarity Metrics

Section V evaluates the attack on seven similarity measures:
the well-known cosine-similarity metric in three variants, two
variants of the similarity measure from [9], the Jaccard index,
and the Pearson correlation coefficient [40]. Cosine similarity
reflects the similarity between two profiles (i.e. vectors of
tuples representing the scores associated with items) by mea-
suring the cosine of the angle between them. Jaccard considers
the size of the intersection divided by the size of the union
of two profiles, regardless the score associated with items.
Finally, Pearson correlation consists of the covariance of the
two profiles divided by the product of their standard deviations
and turns out to be equivalent to a cosine similarity applied
to the profiles obtained after centering the scores around their
averages. Pearson correlation produces outcomes between −1
and +1 inclusive, while Cosine and Jaccard give values in
[0; +1]. Their formal definition are available in [17].

We also consider two variants of cosine similarity: Cos-
overlap and CosineAvg. The former computes the norms of
the two profiles by counting only the items that are common
to both of them while the latter uses the average rating of a
user for non-rated items.

Cos-overlap(u, n) = ru·rn√ ∑
i∈Iu,n

(ru,i)2×
√ ∑

i∈Iu,n

(rn,i)2
,

CosineAvg(u, n) =

∑
i∈Iu∪In

r̃u,i × r̃n,i

‖r̃u‖‖r̃n‖
; r̃x,i =

{
rx,i if i ∈ Ix
rx if i 6∈ Ix

where ru,i (resp. rn,i) indicates the rating of user u (resp. n)
on item i, ru (resp. rn) the average of user u’s (resp. n’s)
ratings, and Iu,n the set of items rated by both u and n.

Finally, we consider two variants of the asymmetric simi-
larity measure proposed in [9]: WUP-u and WUP-n, from the
name of the system in [9]. These restrict their attention to
the items rated by both users for the scalar product and for
the norm of one of the two profiles depending on the variant.

Given a user u and a potential neighbor n, the first variant,
WUP-u, considers only the items rated by u that are also rated
by n (Iu,n), and all the items rated by n (In).

WUP-u(u, n) =

∑
i∈Iu,n

ru,i×rn,i√ ∑
i∈Iu,n

(ru,i)2×
√ ∑

i∈In

(rn,i)2
,

The second variant, WUP-n, considers all the items rated by
u (Iu) and only the items rated by n that also are also rated
by u (Iu,n) and can be obtained by exchanging u and n in the
above. Finally, we introduce our novel metric in Section VI
and evaluate the attack on it in Section VII.

B. Datasets

We ran our experiments on the three datasets listed in
Table I. ML-100k (called ML-1 in the following) is a trace
from the MovieLens [22] online movie-recommendation ser-
vice. Jester-1-1 is a trace from the Jester [19] online joke-
recommendation service. It is the first third of Jester’s dataset-
1. MovieTweetings (MT) is a collection of movie ratings from
IMDb users expressed as well-structured tweets [3]. We use
the three parts of the dataset as one, and make our own splits
where needed. We remove 23 erroneous ratings as they do not
respect the expected 10-star rating format. Consequently, this
also removes 3 users having only such erroneous ratings.

# users # items # ratings rating type
ML-1 943 1,682 100,000 [1 : 5]

Jester-1-1 24,983 100 1,810,455 [−10.0 : 10.0]
MovieTweetings 24,921 15,142 212,835 [0 : 10]

TABLE I: Characteristics of the datasets in terms of number
of users, number of items, number of ratings and rating type.

ML-1 and Jester only contain information on subsets of
users who rated at least 20 and 36 items respectively, which
makes them less sparse than most real-world datasets. To
investigate the impact of sparsity, we derive a number of
variants from ML-1 with different levels of sparsity. Starting
from ML-1, we progressively remove randomly chosen ratings
and obtain four additional datasets (numbered ML-2 to ML-
5). Table II details the number of ratings and the sparsity,
expressed as the percentage of missing ratings in the user-
item matrix, for each variant. For space reasons, we present
plots only for ML and MT, and only discuss Jester in the text.

Dataset Ratings Sparsity
ML-1 100,000 93.69%
ML-2 50,351 96.82%
ML-3 25,180 98.41%
ML-4 13,698 99.14%
ML-5 7,621 99.52%

Jester-1-1 1,810,455 27.53%
MovieTweetings 212,835 99.94%

TABLE II: Sparsity of the original datasets and ML variants.



C. Auxiliary Information

The auxiliary information available to the adversary consists
of a list of items and the associated ratings expressed by the
target. We consider configurations with varying percentages
of the target profile as auxiliary information. We observe that
this is a relatively strong assumption on the prior knowledge
held by the attacker. But it corresponds to the case of ratings
available to a company in a cross-company recommendation
system. In other cases, external available information is much
less precise. For example, social networks may publish updates
such as “Tom just saw Highlander” without specifying a rating.

The goal of the adversary consists in determining whether
the target user liked a particular item, i.e. gave it a high-enough
rating (≥ 3 in ML, ≥ 0 in Jester, and ≥ 6 in MT).

D. Assessment Metrics

We assess the Sybil attack according to three metrics.
The first evaluates the ability of Sybils to build the ideal
neighborhood associated with the target to carry out the attack.
As discussed earlier, this consists of the target user and k− 1
Sybils. More precisely, we measure the fraction of Sybils that
obtain such an ideal neighborhood. The two other metrics,
yield and accuracy evaluate the outcome of the attack. Each
Sybil attacking the target receives 5 recommendations from its
neighborhood, consisting of the items that receive the highest
predicted rating ûi, according to the following formula.

r̂s,i = rs +

∑
n∈Ns

(rn,i − rn)Sim(s, n)∑
n∈Ns

|Sim(s, n)|
,

Ns being the nearest neighbors of Sybil s. We then define
yield as the number of distinct items recommended to a given
Sybil, and accuracy as the fraction of these items that actually
exist in the target’s profile.

Finally, we measure recommendation quality using the Root
Mean Square Error (RMSE). To this end, we run 10-fold cross
validation with a 90%-10% split. We build the KNN of each
user on the training set and we issue recommendations to
predict the ratings in the testing set. The RMSE measures how
close recommendations are to the actual ratings of users in the
testing set. For a given user u, it is thus defined as follows.

RMSE =

√∑n
i=1(r̂u,i − ru,i)2

n
; r̂u,i =

∑
n∈Nu

Sim(u, n) ∗ rn,i∑
n∈Nu

Sim(u, n)

V. RESULTS

In this section, we analyze how similarity measures impact
the success of the attack. For instance, a measure which
drastically segregates users even with few changes in their
profiles leaves enough room for the adversary to place its Sybil
users around the target. In contrast, a similarity measure that
does not differentiate among a large set of users will tend to
provide similar scores to a number of potential neighbors in
the KNN structure. This will make it more difficult for the

adversary to create Sybil users that have only the target and
other Sybils as potential neighbors.

To illustrate these differences among similarities, we com-
puted the Complementary Cumulative Distribution Function
(CCDF) of the similarity between all pairs of users for differ-
ent similarity measures. Results (not shown for space reasons)
suggest that the behaviors of the similarity measures can
vary considerably in ML-1. The MovieTweetings dataset also
exhibits significant differences between similarities, while in
Jester, all similarities except Jaccard exhibit similar behaviors.
The information in Table II, suggests that this difference
results from the high density of Jester, with a sparsity value
of only 27.53%, as opposed to values above 90% for ML-1
and MovieTweetings.

A. Similarity Metrics vs Sybil Attacks

We now start evaluating the effectiveness of the Sybil
attack on recommenders based on the seven similarity metrics
described in Section IV-D. Our results show that the attack
succeeds to varying degree except with Cos-overlap. For
these experiments, the auxiliary items available to the attacker
consist of a random subset of the target’s profile.

Figures 1 through 3 highlight a high variability of the
attack’s effectiveness. Figure 1 shows the percentage of sybil
nodes that obtain their desired neighborhoods as a function
of the fraction of auxiliary items in their possession. In
Figure 1a, we can distinguish three groups of metrics. For
the first group—Cosine, Jaccard, and WUP-n—knowing 20%
of the items in the target profile allows each Sybil node
to obtain a neighborhood that consists exactly of the target
and k− 1 other Sybils. The second group—Pearson, WUP-u,
and CosineAvg—require instead as many as 80% or 90% of
the target’s items in order to achieve the same result. When
knowing 30% of the items, Pearson and WUP-u only allow
respectively 80% and 60% of the Sybils to build their target
neighborhoods, while CosineAvg only provides the desired
neighborhood to about 5% of the Sybils. Finally, the third
group consists only of Cos-overlap: with this metric, only a
few Sybils manage to obtain an ideal neighborhood even when
they have as much as 90% of the target items in their profiles.

Figure 1b shows similar relative success rates, even though
with lower absolute values. The first group, Cosine, Jaccard,
and WUP-n allows Sybils to obtain ideal neighborhoods in the
largest number of cases. The second group is slightly more
resilient to the attack, while Cos-overlap makes it very hard
for Sybils to obtain their ideal neighborhoods. In Jester, not
shown for space reasons, the attack succeeds even with Cos-
overlap, while Jaccard yields the worst attack performance.
The reason for this behavior lies in the high density of Jester.

Figures 2 and 3 provide a different perspective on these re-
sults by depicting respectively the yield and accuracy obtained
by the attack as a function of the fraction of the target’s profile
available as auxiliary items. To measure these, we have each
Sybil request 5 recommendations from its neighborhood. With
10 Sybils this gives a maximum possible yield of 50. For ML-
1 and MovieTweetings (Figures 2a and 2b), only Cos-overlap
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Fig. 1: Fraction of Sybils with ideal
neighborhoods for an isolated attack.
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Fig. 2: Yield for an isolated attack.
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Fig. 3: Accuracy for an isolated attack.

obtains a high yield. In Figure 2a all the remaining metrics
achieve a yield of around 5%, while in Figure 2b yield values
range from 0 to 25%.

Figure 3 shows that yield negatively correlates with accu-
racy. In Figures 3a and 3b, Cos-overlap allows Sybil nodes
to obtain good predictions for a very small number of items
(only 10% in ML-1 and close to 0 in MovieTweetings). The
remaining lines in each plot follow the trend of Figure 1 pretty
closely. In all three plots, Sybils obtain higher accuracy as the
fraction of auxiliary items increase. With very high percent-
ages of auxiliary items, accuracy decreases only because there
profiles contain fewer and fewer items to guess. Finally, we
observe that in Jester (not shown) Sybils obtain very high
accuracy for pretty all metrics due to the high dataset density.

B. Recommendation Quality

We continue our analysis by showing that, for all the con-
sidered metrics, recommendation quality positively correlates
with the effectiveness of the attack. To this end, Figure 4
depicts the root mean squared error (RMSE) obtained with
each metric for varying neighborhood sizes in each of the
datasets. Lower values mean better recommendations.

The plots show significant variability in performance de-
pending on the metric and on the dataset. For ML-1, as
in earlier plots, we can identify three groups of similarity
metrics characterized by increasing levels of recommendation
performance. The first group consists only of Cos-overlap.
The good resilience to censorship exhibited by this metric in
Section V-A comes at the cost of much poorer recommenda-
tion quality. By considering only the items that belong to both
profiles being considered, Cos-overlap completely ignores the
important distinction between users with specific—and thus
useful in terms of recommendation—interests, and hubs with
very unspecific behaviors.

(a) ML-1

(b) MovieTweetings

Fig. 4: RMSE using 10-fold cross validation.

The second group of metrics, consisting of Pearson, WUP-u,
and CosineAvg, exhibits significantly better performance with
a mean absolute error of about 0.85 and an RMSE of 1.1 with
k = 50 neighbors. But the best results remain those of the last
group of metrics: Cosine, Jaccard, and WUP-n.

In MovieTweetings, the relative differences between the
metrics vary. Pearson exhibits particularly poor performance,
Jaccard performs worse in Jester than in other datasets, while
other metrics tend to reflect the relative differences highlighted
in Figure 3. But, apart from any metric-specific remark, the
main information we can extract from Figure 4 consists of
its correlation with the data in Figures 1 through 3. For
all metrics, high resistance to Sybil attacks results in poorer
recommendation quality. This raises the research question of
how to design a metric that can combine both benefits.
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Fig. 5: Fraction of Sybils with their
expected neighborhood, yield, and ac-
curacy (20% of auxiliary items, ML-1).
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Fig. 6: Fraction of Sybils with their
expected neighborhood, yield, and ac-
curacy (80% of auxiliary items, ML-1).
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Fig. 8: Sybil attack with cosine simil-
iary metric, ML-1 dataset and several
auxiliary information scenarios.

C. Impact of Sparsity

We have already observed how the results in our different
datasets reflect their different sparsity levels. We confirm this
hypothesis, by considering five variants of the ML-1 dataset
with increasing levels of sparsity.

Figures 5a and 5b depict, respectively, the proportion of
expected Sybil neighborhoods and the attack’s accuracy with
varying sparsity levels and with 20% of auxiliary items. The
figures show that the attack becomes less and less effective
as sparsity increases. The fraction of expected neighborhoods
drops drastically even for the metrics that tend to facilitate
the attack in the base dataset (ML-1). Accuracy (Figure 5b)
exhibits a similar behavior.

Figures 6a and 6b present the same analysis but with
Sybils equipped with 80% of the target’s profile. In this case,
sparsity has a weaker impact on the attack, but accuracy still
decreases with all of the metrics. Finally, Figure 7 shows that
recommendation quality worsens with sparsity. This confirms
the negative correlation between recommendation quality and
accuracy highlighted in Section V-B.

D. Choice of Auxiliary Information

We now examine the information impacts the success of the
attack. To this end, we consider Cosine, as it is the most widely
used metric due to its good recommendation performance, and
see how the attack behaves in the following six scenarios for
the choice of auxiliary information. Let t be the target profile
sorted by rating, and let Aux be the set of auxiliary items
and ratings. We consider six scenario: 1) Random where Aux
constitutes a random subset of t, 2) BestRated where Aux
comprises the best rated items in t, 3) WorstRated where Aux

comprises the worst-rated items in t, 4) BestWorstRated where
half of Aux comprises the best-rated items in t and the other
half the worst rated, 5) RegularSampling where Aux consists
of items picked at regular intervals from t, 6) MostPopular
whereAux contains items from t that are also the most popular
in the whole recommender. Based on these six scenario we can
show the following lemma (proof is provided in the appendix).

Lemma 1. Let Auxscenario be a set of auxiliary items in a given
scenario. We consider sAux a Sybil user whose profile only
consists of auxiliary information Auxscenario. The BestRated
scenario maximizes the Cosine similarity of the Sybil with the
target, i.e.

AuxbestRated = argmax
Aux⊂t

[cos(sAux, t)]

Proof. The profile of the Sybil user is a subset of the target’s
profile. For each item in Aux, the ratings are the same in both
profiles because of the attack definition. Thus, we obtain the
following:

cos(sAux, t) =

∑
s2i

‖t‖ ×
√∑

s2i
=

√∑
s2i

‖t‖

cos(sAux, t) is maximised by the bestRated scenario.

To complement this lemma, we also ran experiments on
the ML-1 dataset: Figure 8 depicts the result. As expected
BestRated maximizes the success of the attack, but Random,
which we used in the previous sections, and RegularSampling
perform almost as well. MostPopular achieves poorer perfor-
mance, possibly because popular items are less discriminating,
while WorstRated performs the worst.
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Fig. 9: Adaptive Sybils on the ML-1 dataset. Sybils have 20% of auxiliary items.
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E. Adaptive Sybils with Standard Metrics

We have so far considered a single round of attack. In a
real setting, however, an attacker may iterate the attack while
incorporating the new information he/she learned about the
target. In Figure 9, we evaluate exactly this scenario in the
ML1 dataset. Each Sybil requests one recommendation at a
time. Once the Sybil receives the recommendation, we add the
recommended item to the Sybil’s profile with the score it has
in the profile of the user that provided the recommendation.
We then take this new item into account to compute a new
neighborhood and obtain a new round of recommendations.
We repeat the process for 10 rounds.

Results shows that, with most of the metrics, the perfor-
mance of the attack remains constant throughout the recom-
mendation rounds. However, Cos-overlap exhibits a dramatic
increase in both the fraction of expected neighborhoods and
accuracy, with a corresponding decrease in yield. The reason
lies in the way Cos-overlap treats the items that appear in
the Sybil’s profile but not in that of the target, and on the
assumptions we made on the attacker. When a Sybil receives
a recommendation, this may come either from the target’s
profile, or from some other user’s profile. However, Cos-
overlap only considers items from the target user’s profile.
As a result, when a Sybil receives a recommendation that is
not in the target profile, this does not penalize its similarity
with the target. However, when it receives a recommendation
for an item that is both in the profile of the target and in that
of another user, our assumption that the Sybil can guess the
profile of the target penalizes its similarity with the other user.
This explains the increase in accuracy over successive rounds
in the case of Cos-overlap.

VI. TOWARDS SYBIL RESISTANCE

Our analysis of the results in Sections V-A and V-B reveals
a very clear trade-off between the quality of recommendation

and Sybil resistance. In this section, we propose a new metric
that minimizes the impact of this trade-off. To this end, we
examine the peculiar performance of Cos-overlap on ML-1
and extract some guidelines for the design of our new metric.

A. Understanding Cosine-Overlap

The denominator of Cosine similarity discounts the scores
of users with very large profiles thereby benefiting those that
have more specific interests. But Cos-overlap entirely removes
this behavior and considers only the ratings of items that
appear in both user profiles and completely ignores those that
appear in only one of them. This means that two users may
have a similarity of 1 even if their item sets differ significantly.
We indeed notice that a very large proportion of users have
perfectly similar counterparts (i.e. other users with whom they
have a similarity of 1) from the point of view of Cos-overlap.

The poor discriminatory power of Cos-overlap makes it
hard for Sybils to distinguish the target and the other Sybils
from the target’s perfectly similar alter-egos. Figure 10 breaks
down the data from Figure 1 and shows the fraction of
perfect neighborhoods as a function of the number of perfectly
similar counterparts of the target. Each line corresponds to
a different amount of auxiliary knowledge made available to
the attacker. The data for users that have no perfectly similar
counterparts pretty much follows the behaviors of the other
similarity metrics in Figure 1. The percentage of Sybils that
get an ideal neighborhood strongly depends on the amount
of available auxiliary knowledge. However, as soon as the
target has at least 2 perfectly similar counterparts, none of the
Sybils manages to obtain an ideal neighborhood, regardless of
the amount of auxiliary knowledge they have. The results for
prediction accuracy (not shown for space reasons) follow a
similar pattern. Sybils can guess the profiles of users that are
sufficiently unique, but can do little for users that have good
alter-egos.

While the presence of perfectly similar counterparts con-
stitutes an asset for Sybil resistance, it clearly hampers the
system’s ability to provide good recommendations. Consider
a user, A, with two perfectly similar alter egos, B, and C.
A and B share a single common rating on a single common
item. A and C, on the other hand, share common ratings on
a significant portion of their two profiles. Clearly, C will be
a better candidate than B to provide recommendations to A.
But Cos-overlap will consider B and C as equally good.



B. Two-step Similarity Metric

The above observations suggest that a metric should, on the
one hand, discriminate good from bad profiles for recommen-
dation, while, on the other, prevent Sybils from identifying the
target and other Sybils.

We satisfy these requirements with two-step, a novel simi-
larity metric with a composite structure. Given a user u, and
a potential neighbor n, the first step may employ any existing
similarity metric (e.g. Cosine), and post-processes its values
so that all the potential neighbors that score beyond a certain
threshold appear to be the same to u. Unlike focusing on a
small subset of items as in the case of Cos-overlap, using a
threshold makes it possible to coalesce users that are likely
to provide similar results in terms of recommendation. This
makes it difficult for a Sybil user to obtain a neighborhood
that contains the desired target user.

The second step of the metric goes beyond the threshold
and attempts to distinguish which of the top-scoring potential
neighbors (those with a first step above the threshold) may be
useful to compute recommendations for user u. The recom-
mendation process consists in finding potentially interesting
items in the profiles of u’s neighbors. This implies that a
neighbor that has no items that do not appear in u’s profile
brings nothing to the recommender and should therefore be
discarded. Rather, a good neighbor should have at least some
items that do not appear in u’s profile.

The second step therefore differentiates the potential neigh-
bors that score above the threshold by taking into account
the number of items in their profiles that do not appear in
the profile of u. Because the recommender computes the
neighborhoods for all users, including the Sybils, this heuristic
has the beneficial effect of discouraging the presence of other
Sybils in the neighborhood of a Sybil user, thereby making
the attack more difficult.

To summarize, the threshold makes it hard for a Sybil to
differentiate the target, or another Sybil from other very similar
nodes. The second step complements this feature by preferring
legitimate users to Sybils. In the following, we describe the
details of our two-step metric.

C. Two-step details

Let u be a user for which we have to evaluate the goodness
of w as a neighbor. Both, u and w may be legitimate users or
Sybils. Also, with some abuse of notation, let w − u denote
the set of items that appear in w’s profile but not in u’s.

Let Sim be a similarity metric, for example Cosine. In the
first of the two steps, we compute the similarity between u
and w, Sim(u,w). If Sim(u,w) is less than a threshold thu

then we use Sim(u,w) as the final similarity value. Otherwise
we compute thu + fi,u(|w − u|), where (i) |w − u| is the
number of items that appear in the profile of w but not in that
of u, (ii) i is the total number of items in the system, and (iii),
fi,u : N→ [0, 1− thu] is a function defined as follows.

fi,u(x) = (1− thu)
x

i

This increasing function attempts to ensure that the neigh-
bor’s profile contains some items that are not in u’s profile.
By combining the two above steps, we obtain the following
definition for our two-step metric.

2−step(u, v) =

{
Sim(u, v) if Sim(u, v) < thu

thu + fi,u(|v − u|) if Sim(u, v) ≥ thu

VII. EVALUATING TWO-STEP

We evaluate 2−step using the same metrics as in Section V.
To set the metric’s threshold, we make a pass on the entire
user-item matrix before computing the nearest-neighbor graph.
For each user u, we compute the similarity of u with all the
other users. We then round similarity values to the nearest
hundredth, sort them, remove all duplicate values, and set the
threshold as the tth percentile of the resulting sorted sequence:
we considered values of t ∈ {80, 90}. Figure 11 shows the
RMSE score with ML-1. We have the same recommendation
quality as with the cosine metric and significantly better
recommendation quality than Cos-overlap. This is the first ad-
vantage of this metric: we ensure a very good recommendation
quality, in terms of RMSE.

A. Basic Attack on Two-Step

Next, we evaluate how effectively 2−step protects users
from Sybil attacks. To this end, we first consider the attack
from [12] we analyzed in previous sections. Figure 12 depicts
its performance in terms of expected neighborhood and accu-
racy. The plot shows that none of the Sybils manages to obtain
its expected neighborhood, while accuracy never exceeds 25%.
Even this small number of correct guesses does not result from
a truly successful attack, but from the presence of other nodes
whose profiles resemble that of the target.

The plot also shows that accuracy decreases with the number
of auxiliary items. This may appear counter-intuitive, but
as the proportion of auxiliary items increases, these start to
include more and more of the items that the target shares with
its neighbors. Since the attacker never manages to have the
target as a neighbor, the number of possible correct guesses
based on other nodes’ profiles decreases rapidly.

Although the above results appear very promising for
2−step, the basic attack does not specifically target this
metric. In the following, we therefore extend the attack in
order to evaluate the resistance of 2−step in the worst case.

B. An Attack Targeting Two-Step

The success of the Sybil attack relies on the ability (i) to
gather all other Sybils in the attacker’s neighborhood, and (ii)
to have the target as a neighbor. In a system based on Cosine,
giving all Sybils the same profile maximizes the chances of
satisfying (i), while giving them as many items as possible
from the target profile maximizes those of satisfying (ii).

In the case of 2−step, on the other hand, having the same
profile does not suffice to satisfy (i), and gathering as many
auxiliary items as possible can offer only limited benefits with



Fig. 11: RMSE, using 10-fold cross
validation (ML-1).

Fig. 12: Fraction of Sybils with their
expected neighborhood and accuracy
(standard attack, 2−step, ML-1).

Fig. 13: Expected neighborhoods
score, with real and fake additional
items (ML-1).

(a) Accuracy (b) All other Sybils are neighbors (c) Target is Neighbor

Fig. 14: Sybil attack with ML-1 dataset, 2−step 80 similarity metric, bestRated scenario, and fake additional items

Fig. 15: Sybil attack for 2−step 80,
bestRated scenario, and fake addi-
tional items (Movie Tweetings).

(a) 10-fold RMSE (b) Expected Neighborhoods

Fig. 16: Threshold Analysis with ML-1 dataset, bestRated scenario, and fake
additional items.

respect to (ii). To obtain a high similarity value with 2−step,
two users (real or Sybil users) must have a large enough
common set of items, and a large enough non-shared set.

To explicitly target our 2−step metric, we therefore modify
the basic attack from [12] by considering both of these two
requirements. This yields a 2−step-specific attack with two
parameters: a set auxiliary items taken from the target’s profile,
and a set of additional items. The presence of these two
parameters, however, makes it more difficult for the attacker to
identify a winning strategy. It becomes reasonable to wonder
whether a strategy independent of the dataset actually exists.

To answer this question, we carry out a worst case analysis
by varying both parameters through a range of values. To
begin with, we consider the possible strategies for choosing
auxiliary and additional items. Figure 13 shows the fraction of
expected neighborhoods among the Sybils using Sybil profiles
of the same size as the target profile, and increasing fractions
of auxiliary items, for different choice strategies.

With respect to auxiliary items, the plot confirms BestRated
as the best option for the attacker, and so the worst case
scenario for the algorithm. The rest of the plot confirms
the results of Figure 8, with RegularSampling, and Random
performing slightly worse than best rated. For clarity, we do
not show the remaining worse performing strategies.

With respect to additional items, the plot shows two strate-
gies: real and fake. With the former each Sybil chooses a set of
real items from the systems that are not in the target’s profile
and that have not been chosen by any other Sybil. With the
latter, each Sybil generates and chooses a set of fake items.
Fake consistently achieves better performance because they
cannot be shared with any other node (Sybil or legitimate).
This guarantees the maximum bonus for each Sybil node in
the computation of 2−step.

Finally, the plot also shows an important difference with
respect to Figure 8. With Cosine, the performance of the attack
increases with the fraction of auxiliary items. But with 2−step,



this no longer happens. Rather, each of the curves exhibits a
different ideal fraction of auxiliary items, and all such ideal
fractions correspond to very low values. To understand this
behavior, Section VII-C deepens our analysis by searching for
a worst-case set of parameters.

C. Searching for a Worst Case Scenario

To identify a worst-case scenario for 2−step, we consider
the best configuration for the attacker: best-rated auxiliary
items and fake additional items. We experimentally search for
the worst-case scenario by varying the sizes of the sets of
auxiliary and additional items: respectively Aux, and Add.
Since the best number of additional items likely depends on
the size of the target profile, we represent this number as a
fraction. Let t be the size of the target profile, p the fraction of
auxiliary items. We define the fraction q of additional items as
q = Add

(1−p)|t| . A fraction q = 1 therefore gives Sybils a profiles
that has the same size as that of the target node.

Figure 14 shows the performance of the attack with varying
values of both p and q in the form of 3D plots. Results confirm
the difficulty of finding a very successful attack configuration
on 2−step. Accuracy never exceeds 60% in the same dataset
that yielded close to 100% accuracy in Figure 3a. As already
shown in Figure 13, this 60% value is achieved for a very small
value of p. But Figure 14a, shows that accuracy increases until
q = 1 and then plateaus. The plot shows values of q ≤ 2, but
we experimentally verified that accuracy further decreases for
larger values of q with values below 0.3 for q ≥ 5.

To clarify this behavior, Figures 14c and 14b show the
distribution of the two conditions required to achieve a perfect
neighborhood: having the target as a neighbor, and having all
Sybils as neighbors. Figure 14b shows that increasing q always
increases the probability to have all other Sybils as neighbors,
while p exhibits the same point of maximum as in Figure 14a.
On the other hand, the probability of having the target as a
neighbor drops significantly when q ≥ 1. This explains the
plateauing accuracy values in Figure 14a for q ≥ 1.

D. Attack Performance across Datasets

We now examine the effectiveness of the 2−step-specific
attack on MT and Jester. Figure 15 depicts the results obtained
on MT with a fraction of additional items, q = 1. The
curves appear similar to those on the ML-1 dataset, but with
a lower peak. At most, 25% of Sybil users obtain the ideal
neighborhood, with a fraction of auxiliary items p = 0.3 (i.e.,
30%). The plot also shows that the score for accuracy closely
mimics that for the fraction of Expected Neighborhoods.

The results for Jester, not shown for space reasons, show in-
stead that none of the Sybils obtain the expected neighborhood
and that the target appears in the Sybil’s neighborhood only in
a very small fraction of cases (less than 1%). While this results
correspond to an ineffective attack, accuracy still achieves very
high values thanks to the density of the dataset. To test this
conclusion, we also evaluated an attacker that selects k random
users as neighbors, instead of a KNN search and even this
completely random attack yielded high accuracy values.

Overall, the results for 2−step highlight the difficulty of
identifying suitable parameters for a successful attack. The
low scores make it hard for the attacker to know whether it is
really observing a part of the target’s profile.

E. Threshold Analysis

We have so far evaluated 2−step with two values of its
percentile threshold. We now show that a wide range of values
offers good recommendation quality while resisting to attacks.
Figure 16a shows that 80% and 90% thresholds achieve the
best recommendation performance in ML-1, giving as low an
RMSE as cosine. Figure 16b confirms instead the expectation
that the lower the threshold the worse the performance of
the attack. This justifies the choice of an 80% threshold in
Sections VII-A through VII-D.

Figure 17 completes our analysis of 2−step’s threshold by
showing the same plots for the MT dataset. Interestingly, a
threshold of 70% performs equally well as cosine, while one
of 60% performs even better for large neighborhood sizes.

F. Comparison with PPNS

We now show that our similarity-based defense mechanism
outperforms state-of-the-art techniques by comparing its attack
resilience with that of PPNS [29]. PPNS seeks to protect user-
based collaborative filtering from the same attack we consider
in this paper by modifying the neighbor-selection process. For
a given users, it partitions all other users in descending order
of similarity in partitions of size k. It then extracts k neighbors
from the top β partitions while maximizing recommendation
accuracy subject to the constraint that at least one neighbor be
extracted from the β-th one. The optimal solution consists in
selecting k−1 neighbors from the first partition and 1 from the
β-th one [29]. We therefore experimented with this strategy.

In terms of RMSE, results on the ML-1 datasets appear
indistinguishable from those in Figure 4a and, with k Sybil
users, the attacker never manages to have the target in a Sybil’s
neighborhood, making the attack unsuccessful. However, we
also tested a stronger version of the attack with β ∗ k Sybils.
In this case, the attacker can easily build neighborhoods that
include not only Sybils but also the target node.

Figure 18 shows the results of the experiments with β ∗ k
Sybils in terms of expected neighborhoods and attack accu-
racy. To provide a conservative comparison, we also perform
an attack on 2-step using the specific attack with β ∗k Sybils.
The plot clearly shows that while 2-step provides practically
the same protection as with k Sybils, PPNS becomes helpless
with β ∗ k Sybil nodes. Since the difficulty in orchestrating
an attack with a large number of Sybil users remains limited,
this experiments shows the superiority of our approach.

G. Adaptive Sybils with 2-Step

Finally, Figure 19 shows the result of adaptive Sybils with
2−step. The Expected neighborhoods score decreases over
rounds. If the attacker includes a correct guess as an auxiliary
item, then the Sybils will have a lower bonus at the second
step during the following round.



(a) 10-fold RMSE (b) Expected Neighborhoods

Fig. 17: Threshold Analysis with Movie Tweetings dataset, bestRated scenario,
and fake additional items.

Fig. 18: Simple attack using PPNS
(ML-1), compared with 2step80 spe-
cific attack (40 sybils).

Fig. 19: Adaptive Sybil attack over 10 rounds with ML-1,
2−step-80, 4% aux. information, and fake additional items

VIII. THEORETICAL ANALYSIS

We conclude with a brief theoretical comparison of Cosine
and 2−step in the context of binary ratings; an additional
property of 2−step is available in [17].

Let t be a target user with |t| > 1 and let S be the set of
all Sybil users generated by the attacker.

Assumptions 1. Let t be a user such that: (i) No other user
has the same profile as t; (ii) there exists no user u with u ⊂ t
and |t−u| = 1; and (iii) there exists no user u′ with |u′| = |t|
and |u′ ∩ t| = |t| − 1.

Theorem 1. Let saux be a Sybil user with a profile consisting
of the auxiliary information aux. Given Assumptions 1, there
exists aux that ensures: ∀u 6∈ S, cos(s, t) > cos(s, u)

Theorem 1 confirms the vulnerability of Cosine similarity
observed in Section V. The proof is available in [17]. The
next theorem shows that 2−step effectively protects the rec-
ommender from the basic attack.

Theorem 2. Given Assumptions 1, let aux be such that:
aux ∈ t, |aux| = |t| − 1, and ∀u ⊂ t =⇒ u ⊂ aux.
Let saux be the associated Sybil user.
Let Nv = #{u | cos(u, v) ≥ thv} be the number of users
above the threshold for user v.
Let Cv = #{u | u ⊂ v} be the number of users with a profile
which is a subset of v’s profile. Then, if Ct < Nsaux

, we have:
∃u 6∈ S, 2−step(saux, t) ≤ 2−step(saux, u)

Proof. Among Nsaux
, we have at most k users that are a

Sybil or the target. Among Ct, we have at least the k Sybils.
Therefore, as Ct < Nsaux , we can ensure there exists a user

u 6∈ S above the threshold thsaux which does not verify u ⊂ t.
We have cos(saux, u) ≥ thsaux

.
If cos(saux, t) < thsaux

then we deduce the result.
Otherwise, because u is not a subset of t, we have |t∩u| <
|u|. There exists at least one item in u but not in t and thus
not in saux. We have : |u − s| ≥ 1 = |t − s|. We deduce:
2−step(saux, t) ≤ 2−step(saux, u)

Even if it concentrates on the basic attack, the above
theorem provides a hint about the difficulties associated with
targeting 2−step. To generalize this result to the 2−step-
specific attack from Section VII-B, we collected, in Table III,
the components of the computation of 2−step. The goal of
the attacker consists in maximizing the values of 2−step(s, t)
and 2−step(s, s′), while minimizing that of 2−step(s, u).
By increasing the fraction of auxiliary items, the attacker
can increase the Cosine component of both 2−step(s, t) and
2−step(s, u). The former will, in general, increase faster as
|aux∩u| < |aux|, but ultimately both get capped at the same
value, ths. If we look at the bonus column, on the other hand,
we observe that an increase in aux causes a faster decreases in
2−step(s, t) than in 2−step(s, u). This means that too high
values of aux will cause the target to exit from the attacker’s
neighborhood. This suggests that aux should be large enough
to enable t to exceed the threshold but not too much to avoid
too sharp a decrease in t’s bonus.

A similar analysis holds for the number of additional items,
add. By increasing it, the attacker can increase the bonus for
2 − step(s, s′), but it also reduces the corresponding Cosine
component. Again, while a small increase can be beneficial,
too large an increase will bring cos(s, s′) below the threshold,
preventing Sybils from being in each other’s neighborhood.

This reasoning shows that the best values of aux and add
cannot be predetermined in advance, but depend on the specific
dataset. This makes it particularly difficulty to attack 2−step.

IX. CONCLUDING REMARKS

We presented a comprehensive experimental analysis of
the impact of similarity metrics on the Sybil resilience of
existing user-based collaborative-filtering systems. Our re-
sults, obtained on a state-of-the-art recommendation frame-
work highlight the limits of existing similarity metrics. We
addressed these limits by proposing a novel Sybil-resistant
similarity metric. We showed that our novel metric not only



Similarity Cosine part Bonus
2−step(s, t) |aux|√

(|aux|+|add|)|t|
∝ |t| − |aux|

2−step(s, s′) |aux|
|aux|+|add| ∝ |add|

2−step(s, u) |aux∩u|√
(|aux|+|add|)|u|

∝ |u| − |aux ∩ u|

TABLE III: Components of 2−step similarity between rele-
vant pairs of nodes. t is the target; s and s′ are Sybils; and
u ∈ RS \ {s, s′, t}.

resists to the basic attack designed for standard metrics, but
also to a specific attack designed to exploit its very structure,
while outperforming existing solutions.

Exploring variants of the attack, for instance in a system that
relies on dissimilarity metrics or on an item-based approach,
would constitute interesting avenues for future work.
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