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ABSTRACT

Compressed Sensing has allowed a significant reduction of acquisi-
tion times in MRI, especially in the high resolution (e.g., 400 µm)
context. However, in this setting CS must be combined with par-
allel reception as multichannel coil acquisitions maintain high in-
put signal-to-noise ratio (SNR). To get rid of usual parallel imaging
limitations (output SNR loss), non-Cartesian trajectories provide a
gain in sampling efficiency in the CS context. In this paper, we pro-
pose a self-calibrating MRI reconstruction framework that handles
variable density sampling. Low resolution sensitivity maps are esti-
mated from the low frequency k-space content using an original and
fast method while MR images are reconstructed using a nonlinear
iterative algorithm, which promotes sparsity in the wavelet domain.
As regards the optimization task, we compare three first-order prox-
imal gradient methods (FB, FISTA, POGM) and evaluate their re-
spective convergence speed. Comparison with state-of-the-art (i.e.,
`1-ESPIRiT) suggests that our self-calibrating POGM-based algo-
rithm outperforms current approaches both in terms of image quality
and computing time on prospectively accelerated ex-vivo and in-vivo
data collected at 7 Tesla.

Index Terms— Prospective compressed sensing, parallel recep-
tion, non-Cartesian trajectories, nonlinear reconstruction.

1. INTRODUCTION

Magnetic Resonnance Imaging (MRI) is a key imaging technique to
probe soft tissues (e.g., the brain) non-invasively. However, its ac-
quisition time may be prohibitive in the context of high resolution
imaging. To cope with this issue, parallel imaging (PI) has been
introduced in the late 90s to accelerate the acquisition by under-
sampling the k-space along the phase encoding direction [1], while
collecting these data over a phased array coil, whose multiple re-
ceivers are spatially specific. This makes MR image reconstruc-
tion feasible by unfolding subsampling artifacts in the image do-
main (Sensitivity Encoding approaches) [1] or by interpolating k-
space for filling missing data (GRAPPA-based approaches) [2]. For
a recent overview, see [3].

More recently, Compressed Sensing (CS) theory [4, 5] has been
successfully applied to MRI for decreasing even more acquisition
times while providing theoritical guarantees of exact reconstruction
in some particular cases (e.g., noise-free) [6]. This theory is based
on three main pillars: (i) sparsity or compressibility of MR images
in a given dictionary (e.g., wavelets, curvelets, ...), (ii) incoherence
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between sensing and sparsity bases leading to pseudo-random sam-
pling schemes and (iii) nonlinear image reconstruction for promoting
image sparsity in the wavelet domain. Since then, the design of inco-
herent but physically plausible sampling schemes on the one hand,
and the implementation of efficient reconstruction algorithms on the
other hand have become active research topics. A first key point lies
in the implementation of variable density sampling to minimize the
number of measurements. This was first empirically evidenced in [6]
and then theoretically proved [7–9]. A second important concern
for prospective CS is the feasability of the corresponding k-space
trajectory on a real scanner: it has to comply with hardware con-
straints such as its maximal gradient magnitude and slew rate. To
optimize its sampling efficiency, the k-space trajectory (e.g., radial
spokes [10], spiral [11], ...) no longer lies on a Cartesian grid, hence
optimal image reconstruction algorithms make use of the fast non-
equispaced Fast Fourier transform (NFFT) [12, 13], which takes a
non-uniformally sampled k-space as input data and returns an image
on the Cartesian grid.

For MR image reconstruction, many nonlinear iterative algo-
rithms have been proposed in the CS framework for the last decade,
either promoting sparsity in an appropriate domain (total variation,
wavelets, data-driven dictionary) or low-rank reconstruction as regu-
larizing constraints [14–17]. CS-MRI has been shown to be more ef-
ficient in the high resolution setting [18], especially if a high Signal-
to-Noise Ratio (SNR) is preserved during data acquisition (i.e., input
SNR) [19]. Practically, this constraint is fulfilled by collecting k-
space measurements over a phased array coil and using these under-
sampled multi-channel data in the CS reconstruction. In this context,
most reconstruction algorithms (e.g., CS-SENSE, sparse-SENSE) in
the literature [20, 21] have been proposed for Cartesian data.

In this paper, our contribution is two-fold. First, it consists in
filling the gap between CS and PI for non-Cartesian data by propos-
ing a new self-calibrating method for automatically estimating the
sensitivity maps. Second, we propose for the first time the applica-
tion of Proximal Optimized Gradient Method (POGM) [22] to the
CS-PI reconstruction problem and compare its performance with
Forward Backward (FB) [23] and Fast Iterative Soft Threshold-
ing (FISTA) [24] on prospective 8, 12, 15-fold under-sampled data
collected at 7 Tesla for high resolution 2D T ∗2 ex-vivo baboun and
in-vivo human brain imaging.

2. PROBLEM STATEMENT

In this work, we focus on the Sparse-SENSE formulation [20] of PI
since it can be easily applied to non-Cartesian sampling schemes.



2.1. Combination of Parallel Imaging and Compressed Sensing

Let L be the number of coils used to acquire the NMR signal, N be
the number of pixels of the complex-valued image x to be recon-
structed and M the number of samples collected per channel dur-
ing acquisition. We denote by y` ∈ CM the complex-valued data
recorded by the `th channel, S` ∈ CN×N the corresponding diago-
nal sensitivity matrix. LetF be the NFFT and Ω ∈ {1, , . . . , N} the
sampling pattern in the k-space, with |Ω| = M � N . The CS-PI
acquisition model thus reads: ∀` = 1 : L,y` = FΩS`x+ b` where
b` is additive zero-mean Gaussian noise of variance σ2

` , which can
be characterized by a separate scan (without RF pulse) considering
the same bandwidth as the prospective CS acquisition.

We also define the sparsifying transform Φ, such that the un-
known image x ∈ CN is represented by a few non-zero coefficients
α = Φx. Here, Φ defines a orthogonal wavelet basis (Symm-
let 8) but the presented work extends to redundant transforms such
as curvelets or tight frames. In the Sparse-SENSE formulation, the
reconstruction problem reads as the minimization of the `1-analysis-
based regularized criterion:

x̂ = arg min
x∈CN

{1

2

L∑
`=1

σ−2
` ‖FΩS`x− y`‖22 + λ‖Φx‖1

}
, (1)

where λ > 0 is the regularization parameter. This formulation re-
quires the knowledge of the sensitivity maps {S`}`. Several meth-
ods (e.g., ESPIRiT) have thus been proposed to extract. However,
most of them were for Cartesian sampling schemes and use the low-
rank structure of a calibration matrix them [25–28]. In this work, we
propose a self-calibrating method to extract the sensitivity maps for
variable density non-Cartesian sampling schemes (see details here-
after). Next, instead of solving Eq. (1), we adopt the synthesis-based
version which consists of minimizing it with respect to α and then
computing x̂ = Φ∗α̂. Both formulations are equivalent as as long
as Φ defines a basis, but the analysis-based formulation may provide
improved solutions as Φ is a tight frame. For minimizing this syn-
thesis formulation, we then revist the appropriate nonsmooth opti-
mization algorithms in Sec. 3 and leave the comparison with primal-
dual approaches [29–31], which are more dedicated to the analysis
formulation, to future work. Also, we do not address the automatic
tuning of λ, see for instance [32] to tackle this issue.

2.2. Sensitivity maps extraction

Since sensitivity maps information lies in the low-frequency do-
main, variable density sampling schemes like spirals, radials or
sparkling [33] (see Fig. 1) intrinsically handle this information and
thus are self-calibrating, namely they do not require the full acqui-
sition of the k-space center. First, our sensitivity map estimation
method relies on the extraction of the e.g. θ % central surface of the
collected measurements (here θ = 10) and the other measurements
are set to zero. Second, low frequency N × N coil images are
reconstructed applying the NFFT adjoint operator F ∗ to the data
completed by zero-filling: z` = F ?[Ω|θ%,0]y`. Third, the square root

of the Sum of Squares (SSOS) is computed: x̂LR =
√∑L

`=1 ‖z`‖2
where LR stands for low resolution. Fourth, the sensitivity maps
are given by the pixelwise ratio between image coils and the SSOS:[
sLR
`

]
ij

= diag [S`]ij = [z`]ij /
[
x̂LR

]
ij
, ∀` = 1 : L, (i, j =

1 : N). Because of this SSOS operation, our method less depends
on the threshold θ compared to [34], who directly exploits the z`
images as sensitivity map information.

Noise attenuation in the image background is achieved by mask-
ing the estimated sensitivity maps. This binary mask is actually com-
puted by thresholding x̂LR, where the actual value of the threshold
is given by a 2-cluster k-means algorithm. The binary mask is even-
tually defined as the largest connected component.

(a) Sparkling (b) Radial

Fig. 1. Two non-Cartesian multi-shot under-sampling schemes.

3. OPTIMIZATION ALGORITHM

The CS-PI problem (1) is convex but nonsmooth since the `1 penalty
term is not differentiable at 0. Also, minimizing Eq. (1) is com-
putationally demanding in the high-resolution setting when Ω does
not live on a Cartesian grid because the complexity of the NFFT is
no longer in O(N logN) operations but instead in O(N logN +
log(1/ε)M) where ε denotes the desired accuracy. Hence, fast op-
timization methods are required to reduce the number of iterations.

To solve problem (1), we compare proximal gradient meth-
ods [35] which basically include the FB splitting method, its ac-
celeration [36] usually referred to as FISTA [24], and the most
recent POGM [22] which is supposed to have a better worst-case
convergence rate than FISTA. Note that our work proposes the first
application of POGM to the CS-PI reconstruction problem.

Problem (1) reads as follows: α̂ = arg minα∈CN {f(α) + g(α)}
where f is a smooth C1,1 (i.e., continuously differentiable) convex
function with β-Lipschitz continuous gradient:

‖∇f(x)−∇f(y)‖ ≤ β ‖x− y‖ for every (x, y) ∈ C(N,N) (2)

g is a non-smooth continuous convex function and with an explicit
proximity operator. In our case:

f(α) =
1

2

L∑
`=1

σ−2
` ‖FΩS`Φ

∗α− y`‖22 , g(α) = λ ‖α‖1 (3)

Importantly, because of the NFFT, the Lipschitz constant β is com-
puted using a power iteration method (eigenvalue decomposition).

The original FB algorithm is a generalization of gradient descent
methods to non-differentiable functions. Hence it can be expressed
as follows: xk+1 = proxtk (xk − tk∇f(xk)). FB accelerations can
be summarized as follows:

xk+1 =proxtk (yk − tk∇f(yk)) , yk+1 = Bk(xk, xk+1) (4)

where operator Bk denotes a linear combination – usually termed
“momentum” rule – between the previous xk and current solutions
xk+1. The difference between FB accelerations lies in the coeffi-
cients involved in Bk.
For POGM, since the momentum rule is more technically involved,
the pseudo-code is reported in Algorithm 1.



Algorithm 1: POGM

1 initialize k = 0, τ0 = 1, y0, z0;
2 while k≤ K do
3 if k < K − 1 then

4 τk+1 ←
1+
√

1+4τ2
k

2
5 else

6 τk+1 ←
1+
√

1+8τ2
k

2
7 end
8 γk+1 ← 1

β

2τk+τk+1−1

τk+1
;

9 xk+1 ← yk − 1
β
∇f(yk) ;

10 zk+1 ← xk+1 + τk−1
τk+1

(xk+1 − xk) + τk
τk+1

(xk+1 −
yk) + τk−1

βγkτk+1
(zk − yk) ;

11 yk+1 ← proxγk+1
(zk+1)

12 end

Table 1. Ex-vivo baboon and in-vivo Human brain data collected
using various slice thickness and acceleration factor R.

Object Slice thickness R
1. Baboon brain (ex-vivo) 3 mm 12 (43 shots)
2. Baboon brain (ex-vivo) 3 mm 15 (34 shots)
3. Baboon brain (ex-vivo) 2 mm 15 (34 shots)
4. Baboon brain (ex-vivo) 1 mm 15 (34 shots)
5. Human brain (in-vivo) 3 mm 8 (64 shots)
6. Human brain (in-vivo) 3 mm 15 (34 shots)

4. RESULTS

For validation purposes, we acquired 6 different brain anatomical
MRI data at 7T (Magnetom Siemens scanner, Erlangen, Germany)
using the 32-channel (Nova Medical Inc., Washington, MA, USA)
coil. A modified 2D T2*-weighted GRE sequence was implemented
to perform prospective CS based on the multi-shot Sparkling trajec-
tories [33]. The acquisition parameters were set as follows: TR =
550 ms, TE = 30 ms and FA = 25◦ with in-plane resolution of
400µm corresponding to an image matrix size of N = 512 × 512.
Sparkling shots were generated all together using the algorithm pro-
posed in [37] to draw samples according to a variable density with a
polynomial decay of 2 (i.e., h(kx, ky) = 1/|k|2). Specific adapta-
tion to prospective MRI constraints [33] were implemented such as
TE specification. The acceleration factor in time is given by the ratio
beteween the number of shots and the number of shots in the refer-
ence (e.g. 512). For each acquisition the fully sampled reference of
512 Cartesian lines composed of 512 samples per lines was acquired
too. Table 1 summarizes the acquisition parameters for the different
datasets.

The regularization parameter λ was tuned using a grid search
procedure over a discrete set of values within [10−7, 10−4]. The
selected value was the one giving the highest image quality with
respect to the Structural Similarity (SSIM) metric [38]. All exper-
iments were run on a machine with 128 GB of RAM and an 8-
core (2.40 GHz) Intel Xeon E5-2630 v3 Processor.

4.1. Sensitivity maps extraction and MR image reconstruction

Fig. 2 illustrates the result for the acquisition 5. for the sensitiv-
ity maps extraction on the same channels, three sensitivity maps
extracted using the proposed method as well as those given by the

7th sensitivity map 15th sensitivity map 20th sensitivity map

Fig. 2. Top: 3 out of 32 sensitivity maps extracted using our method.
Bottom: Three representative sensitivity maps yielded by the ES-
PIRiT algorithm based on eigenvalue decomposition.

`1-ESPIRIT [25] for , provided in the BART toolbox [39], where we
unlock the non-Cartesian option using the NUFFT [13]. The striking
difference between the two approaches lies in the pattern of image-
based representations of S` matrices: because of the SVD decom-
position involved in `1-ESPIRIT, the corresponding sensitivity pro-
files are less structured and smoother than the maps yielded by our
approach, which appear sharper and clearly indicate the FOV part
illuminated by each channel. Moreover, our approach is much more
efficient in terms of computing time since the average costs is about
1 min using a Matlab R2017a-based implementation as compared to
10 min for `1-ESPIRIT on the same architecture and software.
Next for all the acquisition, MR images (N = 512 × 512), either
using our approach based on the extracted sensitivity maps and the
POGM algorithm or using `1-ESPIRiT. An exemple of the results
for the acquisition 5. are depicted in Fig. 3. Although full FOV
images reconstructed by POGM and `1-ESPIRiT look very simi-
lar (Fig. 3(a)-(c)), the respective zooms (Fig. 3(d)-(f)) located in the
posterior part of the human brain allow us to illustrate the smoothing
effect induced by `1-ESPIRiT: the fine details (i.e., dark stripes) we
can observe in the white matter on the Cartesian reference are lost in
the `1-ESPIRiT image whereas they are quite well preserved using
our self-calibrating solution. In addition, the convergence speed of
our reconstruction was of 35 min whereas `1-ESPIRiT took about
1 hour to provide the reconstructed image. For the six acquisitions
that have been tested, we report in Table 2 the SSIM values for both
approaches.

Table 2. SSIM values within the (0, 1) range for the proposed and
ESPIRIT methods computed over the 6 datasets. The larger the
SSIM the better the image quality. Bold font indicates the best score.

Dataset `1-ESPIRiT Proposed approach
1. 0.83 0.86
2. 0.77 0.78
3. 0.84 0.85
4. 0.81 0.83
5. 0.75 0.75
6. 0.75 0.76



(a) (b) (c)

(d) (e) (f)

Fig. 3. (a) Cartesian reference, (b) Self-calibrating POGM-based and (c) `1-ESPIRiT reconstructions from 8-fold accelerated prospective CS
based on Sparkling trajectories. (d)-(f) respective zooms in the red square.

4.2. Convergence speed

To assess the convergence speed of the FB, FISTA and POGM algo-
rithms, we performed a numerical experiment using the same setup,
i.e. identical λ values, same initializations x(0) and same

{
Ŝ`
}L
`=1

estimates (L = 32). Fig. 4 shows the convergence speed for FISTA,
POGM and the original FB implementation. To track numerical con-
vergence, we computed at each iteration k the following normalized
cost function ε:

ε(k) = 10 log10

(
‖F (xk)−F (x∗)‖2

2

‖F (x∗)‖22

)
where F (·) = f(·)+g(·) is the global cost function to minimize (cf.
Eq. (3)) and x∗ is the converged solution obtained by running 103 it-
erations. As seen on the curves in Fig. 4, the accelerations of the
initial FB algorithm show some well known behavior referred to
as ’Nesterov ripples’ even though both FISTA and POGM decrease
faster than FB. Interestingly, POGM decreases a little bit faster than
FISTA especially during the first tens of iterations. Also, the length
of rippling cycles in POGM is smaller than in FISTA even though
they seem more frequent in POGM.

5. CONCLUSION

In this work, we have proposed a new self-calibrating method to esti-
mate the sensitivity maps from non-Cartesian variable density under-
sampling schemes. Compared to the state-of-the-art, our approach is
much more efficient and the sensitivity profiles are easier to interpret.
Based on these estimates, we have also compared three proximal
gradient methods that provide the same reconstructed MR images
but in different computing times: POGM converges slightly faster
than FISTA whereas both outperform the original forward-backward

Fig. 4. Comparison of convergence speed for the different optimiza-
tion algorithms: FB, FISTA and POGM which relie on the same
estimated sensitivity maps.

algorithm. Noticeably, we applied for the first time the POGM algo-
rithm to the CS reconstruction problem in a non-Cartesian and paral-
lel reception setting. Still regarding reconstruction, we demonstrated
on several anatomical T∗2 data collected at 7 Tesla that our global
self-calibrating method is both more accurate and more efficient (by
about a factor of 2) than the competing alternative `1-ESPIRiT.
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