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Abstract—We review several ways to split a floating-point
number, that is, to decompose it into the exact sum of two floating-
point numbers of smaller precision. All the methods considered
here involve only a few IEEE floating-point operations, with
rounding to nearest and including possibly the fused multiply-add
(FMA). Applications range from the implementation of integer
functions such as round and floor to the computation of
suitable scaling factors aimed, for example, at avoiding spurious
underflows and overflows when implementing functions such as
the hypotenuse.

I. INTRODUCTION

Splitting a floating-point number (that is, separating a
precision-p floating-point number z into two floating-point
numbers z; and z, of smaller significand size, and such that
x = xp, + x¢) has several interesting applications in floating-
point arithmetic. Among them (the examples below are in
radix 2 arithmetic):

e it can be used to implement various integer functions on
floating-point numbers: for example, functions such as
round(z) (round x to a nearest integer) and |x/2" | are
special cases of splittings;

e it can be used for accurately computing sums of several
floating-point numbers. The main idea is to split these
numbers so that the obtained values can be affected to
containers (also called bins), such that all floating-point
numbers in the same bin have significand of at most b
bits and have their least significant bit of a fixed weight
(that depends on the bin). This allows for error-free
accumulation of all numbers of the bin provided that we
do not add more than 2P~° numbers to one bin. This
method seems to appear first in a Matlab program in [1].
It is presented in detail and analyzed in [2];

e it can be used for computing the error of a floating-
point multiplication on architectures that do not offer
an efficient FMA (fused multiply-add). The underlying
idea is to split each of the operands into two |p/2]-bit
numbers, so the resulting numbers can be multiplied to-
gether without error. The first presentation of this method
goes back to [3], and the splitting it uses is attributed to
Veltkamp;

e it can be used for computing a power of 2 close to |z|.
This is useful for scaling some calculations. Consider
for instance the evaluation of v/a? + b? in floating-
point arithmetic. The computation of a? or b? (or their
sum) may underflow or overflow, resulting in a very
inaccurate or infinite final result, even when the exact

value of v/a? + b? is far from the underflow and overflow
thresholds. A frequently suggested way of dealing with
the problem is to divide both operands by the scaling
factor max{]al, |b|}, which gives new values a’ and ¥’, to
compute /a2 4+ &2, and to multiply the obtained value
by the same scaling factor. Unfortunately, dividing and
multiplying by the scaling factor is in general not exact.
A way to avoid this is to choose as scaling factor an
integer power of 2 close to max{|al, |0|}.

In the first two examples, we wish to split numbers around a
constant, that is, we want x;, to be multiple of some constant
(1 in the case of function round), and |z¢| to be less than
this constant (or less than half this constant). We will call
these splittings absolute splittings. In the last two examples,
we wish to split numbers around a value that is somehow
proportional to |x| (or to ulp(z) or ufp(xz)—the definition of
these functions is recalled at the end of this section). We will
call these splittings relative splittings. In some languages, these
splittings could be done using bit manipulations of the machine
representations of the floating-point operands, but this would
result in less portable programs.

The main contributions of this paper can be summarized as
follows: we propose a new algorithm for computing £looxr(z)
with rounding to nearest mode (Algorithm 2), a new FMA-
based relative splitting with a smaller number of flops and
latency than Veltkamp’s splitting (Algorithm 4), and a survey
of different algorithms to compute sign(x) -ulp(z) or sign(z)-
ufp(z) up to a factor 2, some of which are underflow-safe and
almost overflow-safe.

Interestingly, most of the algorithms presented in this paper
have in common a sequence of two floating-point operations of
the form “add some number z to the input, and then subtract z
from the obtained sum.”

In the following, we assume an IEEE-754 compliant
floating-point arithmetic with radix 3, precision p, and ex-
tremal exponents ep,i, and enax. (In some cases we will only
consider the case 8 = 2.) We denote by F the set of floating-
point numbers in such an arithmetic. An element z of ' can
be written

=M, ,5egrp+1’

where M, and e, are two integers such that |M,| < [P
and emin < €; < emax, With |M;| maximum under these
constraints. The significand of x is the number M, - 3~P+1,
A nonzero element x of F is normal if |z| > pf°mi», and



subnormal otherwise. The absolute value of the significand of
a normal floating-point number is at least 1 and less than S.

We will write RN to denote rounding to nearest for some
given tie-breaking rule (assumed to be either “to even” or “to
away”, as in IEEE 754-2008). Hence, for ¢t € R and in the
absence of overflow, RN(¢) satisfies |t — RN(¢)| < |t — x| for
all x € F. We also write succ(t) to denote the successor in
F of ¢t (with the implicit assumption that if ¢ is at least the
largest element of T, then its successor should be +00).

Before presenting splitting algorithms, let us recall some
definitions of the functions ulp and ufp.

Definition I.1 (classical ulp). The unit in the last place of

teRis
Bllogg Itl]—p+1
ulp(t) = [ —

l:f|t| 2 Bemin’
otherwise.

There are in fact some alternative definitions of ulp, which
differ only around the powers of the radix and satisfy slightly
different properties. In particular, Harrison’s definition [4] is
as follows (and, to avoid confusion, we write ulp;).

Definition 1.2 (Harrison’s ulp). Let t € R. The number
ulp,(t) is the distance between the two closest straddling
floating-point numbers x and vy, so that t <t <y and x # v,
assuming an unbounded exponent range.

One easily checks that in radix-2, precision-p arithmetic, if
|t| is not a power of 2, then ulp(t) = ulp(¢), and if |¢t| = 2%,
then ulp(t) = 2F~P*! = 2ulp,(¢), except in the subnormal
range where ulp(t) = ulp(t).

A related notion is that of ufp (unit in the first place),
introduced by Rump, Ogita, and Oishi in [2] and defined as
follows.

Definition 1.3 (ufp). The unit in the first place of t € R is
[logg [t]] t£0
ufp(t) = Fig0
0 ift=0.
II. ABSOLUTE SPLITTINGS

The first algorithm we mention splits a floating-point num-
ber z into xp, which is x rounded to a nearest integer, and
Ty =T — Th:

Require: C,z € F
s < RN(C + )
xp < RN(s — C)
x¢ < RN(z — xp) {optional}
return z, {or (x,,x.)}

Algorithm 1: Rounding to a nearest integer, under conditions
specified by Theorem II.1. The input value is z, and the
algorithm uses a constant C.

The first occurrence we could find of this algorithm is
in [5, p. 22], in radix 2 and with a constant C' = 2r—1 or
C = 2P~1 4+ 2P=2; the latter constant aims at accommodating
negative values of = and its use is referred to as “the 1.5

trick.” A similar example is the code optimization guide of
the AMD Athlon processor [6, p. 43], where the so-called
“magic number” 6755399441055744, equal to 252 + 251, is
used to convert double-precision numbers to integers. It is also
noted in [7, p. 5] that taking C' = 252 yields a nearest integer
function for double-precision numbers x € [0,24®). In [2], this
algorithm is introduced (under the name ExtractScalar), still
in radix 2 arithmetic, with the constant C' = 2*. In particular,
it is shown in [2] that if |z| < 2%, then z}, is a multiple of
2k=P (but needs not be a nearest integer when z is negative)
and |z, < 2F7P.

Of course, Algorithm 1 is nothing more than the so-called
Fast2Sum algorithm applied to C' and x, but with C' considered
as a given constant. As noted for example by Linnainmaa [8],
the sequence of operations of Fast2Sum already appears in
early papers by Kahan [9] (for compensated summation) and
Mgller [10] (with truncation instead of rounding to nearest)
and was analyzed by Dekker [3], who proved that x; is exactly
the error of the addition of C' and x when |C| > || and 8 < 3.

Theorem IL.1. Assume p-digit floating-point numbers in
radix B, and C integer with P~ < C < BP. If

prl—Cc<a<pr-C, (1

then the floating-point number xj, returned by Algorithm 1 is
an integer such that |x — x| < 1/2 (that is, z, is equal to x
rounded to a nearest integer). Furthermore, x = xp, + xy.

Proof. Adding C to Eq. (1) yields
Bl < C+a< B,

thus s = RN(C + z) lies in [3P~, 7], which implies s is an
integer and |s — (C' 4 z)| < 1/2. Now since C also lies in
[BP~1,8P], s — C is exactly representable in precision p and
thus x5, = s—C'is an integer: |xp, —z| = [(s—C) —z| < 1/2.

From zp, = s — C and s = RN(C + z), we also deduce
that z — xj, equals C' + x — RN(C' + z), that is, the error of a
floating-point addition. Hence x — x;, must be a floating-point
number (see for example [11, p. 236]) and we conclude that
Ty =T — Tp. O

Note that Theorem II.1 scales in the obvious way: if
BEFPTE O < B and AP — O < w < BT - C
then z), is a multiple of 8%, and |z,| = |z — x| < $8%. It is
this property that is used in [2] to “extract” parts of floating-
point numbers that can be accumulated without error.

When z is nonnegative, the largest interval for x is attained
for C minimum, i.e., C' = 8P~!, and then the algorithm works
for x < 8P — BP~!. When x can be of either sign, the largest
centered interval for z is attained when 8P~! —C and B — C
are opposite numbers, that is, C' = (8P + $P~1)/2, assuming
{3 is even; then the algorithm works for |z| < (3P~! — 3P) /2.

In particular, for 5 = 2 and p = 53, this yields the “magic
number” C' = 252 4 25! mentioned before, together with the
range |z| < 2°!. Also, for 3 = 10 and p = 16 (decimal64
IEEE-754 format), the largest range for nonnegative inputs is
x < 9-10'5, obtained with C' = 10'%; and the largest range for
signed inputs is |z| < 4.5-10'°, obtained with C' = 5.5-1015.



A. Computing floor(x)

An interesting question is to compute |z |, or more generally
|z/2%], for = a floating-point number. If the rounding mode
is to nearest, how can we compute |x| efficiently?

Require: z € F
y < RN(z — 0.5)
C + RN(BP — x)

s+ RN(C' +y)
xp < RN(s — C)
return zj

Algorithm 2: Computing floor(z).

Theorem IL.2. Assume (3 is even, x € F, 0 < x < BP L. Then
Algorithm 2 returns xp = |z].

Proof. We provide a detailed proof only for “ties to even”,
since similar arguments apply in the case where RN breaks
ties “to away”. Since (3 is even, 0.5 is in F. If 0 < = < 0.5,
then —0.5 <y <0, C = 8P, thus s = BP, and z, = 0 = | z].
Now assume 0.5 < x < ﬁp’l. In this case, it can be shown
that x —0.5 is in F, so that y = 2 —1/2. Write = k+¢ with
kintegerand 0 < e < 1; Cis fP —kife <1/20re=1/2
and k even, and 8P — (k + 1) otherwise. In the case € < 1/2
or e = 1/2 and k even, we have s = RN(5P +¢—0.5) = 7,
thus z;, = k. In the case € > 1/2 or ¢ = 1/2 and k odd, we
have s = RN(BP + & — 1.5) = 8P — 1, thus ap, = RN((8P —
1) = (87— (k+ 1)) = k. O

III. RELATIVE SPLITTINGS

We are now interested in expressing a precision-p floating-
point number z as the exact sum of a (p — s)-digit number x,
and an s-digit number x,. The first use of such a splitting in
the literature seems to be with s = [p/2]: Dekker [3] used it
to express the exact product of two floating-point numbers as
a double-word. Another use is with s = p — 1, so that xzj, is a
power of 3 giving the order of magnitude of x. This can be
desirable for at least two reasons:

e One may want to evaluate ulp(xz) or ufp(z). These
functions are very useful in the error analysis of floating-
point algorithms. In that case, what we want to compute
is fully determined (for example, for = nonzero, ufp(z) is
the greatest integer power of /3 less than or equal to |z]).

o One may just want to obtain an integer power of 3 close
to |z|. Indeed, for scaling z, such a weaker condition
will in general be enough, and one may hope that it can
be satisfied using fewer operations than those needed to
compute ufp(x).

A. Veltkamp’s splitting and a new variant

We use here the description of Veltkamp’s splitting
from [12]. Given a floating-point number = of precision p in
radix S, and an integer s < p, the following algorithm splits
z into two non-overlapping floating-point numbers z; and xy
such that x = xj, + x4, with the significand of z;, fitting in

p — s digits, and the one of x; in s digits (or even s — 1 when
B =2and s > 2).

Require: C =5+ 1land zin F
7 < RN(Cxz)
0+ RN(z — )
xp, < RN(y +9)
xg < RN(z — zp,)
return (xp, /)

Algorithm 3: Veltkamp’s splitting.

Dekker [3] analyzes this algorithm in radix 2, with the
implicit assumption that no overflow occurs. This analysis was
extended to any radix by Linnainmaa in [12]. Note that the
algorithm works correctly even in the presence of underflows
(due to the special shape of C' and since underflowing ad-
ditions are exact, as noted for example in [13]). Moreover,
Boldo [14] shows for any radix § that if C'x does not overflow,
then no other operation will overflow.

If an FMA instruction is available, we suggest to use the
following variant, that requires fewer operations.

Require: C =3+ 1landzin F
v < RN(Cx)
xp  RN(vy — B%x)
xp < RN(z — zp,) {or z; + RN(Cz — v)}
return (xp, )

Algorithm 4: FMA-based relative splitting.

Theorem IIl.1. Let x € F and s € Z such that 1 < s < p.
Then, barring underflow and overflow, Algorithm 4 computes
xp,xy € F such that © = xp + x¢ and, if 8 = 2, the
significands of xp and xy have at most p — s and s bits,
respectively. If B > 2 then their significands have at most
p—s+1and s+ 1 digits, respectively.

Proof. The result is clear for x = 0 and, for x nonzero, we can
restrict with no loss of generality to 1 < x < . For s > 0, this
implies 3° < Cz < B35t 4+ 3 < 8572, so ulp(Cx) > B—PT!
and thus v = RN(Cz) is a multiple of 45~P*1. Since x > 1,
Bz is also a multiple of B5~P*+1 and thus

7= B =M

for some integer M. Now, let € be such that v = C'z +¢€. We
have |e| < %ﬁS*pJﬂ since ulp(Cx) < B°7P*2, and, on the
other hand,

y—PB°r=x+e.

Therefore, recalling that |z| < 3,

‘xl + |€| < 5p—s + %6 (2)

This implies | M| < SP and that v— 5%z is in F. Consequently,
xp, = « + € and y; = RN(—¢). Since z;, is a multiple of
B57P*1 and z is a multiple of 5177, their difference ¢ is also



a multiple of B17P and, using the bound on |e| seen above,
there exists an integer F/ such that

e=E-B77, |E| <3 3)

Hence |E| < P and thus € € F and 2y = x — x5, as wanted.

From (2) and (3) we deduce that |[M| < gP~5t! and |E| <
BF1, which means that the significands of x;, and z, fit into
p—s+1 and s+ 1 digits, respectively. If 8 = 2 then the strict
inequality in (2) implies |M| < 2P~%, and (3) gives |E| < 2°.
Hence p — s and s bits suffice to represent the significands of
zp and xy, respectively, in this case.

Finally, note that since z, = = + ¢ and v = Cx + €, we
have

x—xp=Cx—",

so the suggested variant for x, can be used as well. O

We conclude this section with several remarks about Algo-
rithm 4:

o If an efficient FMA is available, it can be used for the
computation of xp, and Algorithm 4 takes only 3 flops
instead of 4 for Algorithm 3. In fact, if for x, we use the
variant

x¢ < RN(Cz —7),

then z, can be obtained simultaneously with z;, and this
reduces the depth (or latency) of the relative splitting
from 4 to 2.

o Even if an efficient FMA is not available, the two floating-
point numbers « and 3°x can be computed in parallel, and
so, again, the depth of Veltkamp’s splitting is reduced, but
only from 4 to 3.

o If 8> 2, the bounds p — s+ 1 and s+ 1 on the numbers
of digits needed to represent the significands of xj; and
xy can be attained. For example, if z = 3 — B1P, then
it is easy to check that v = 3°*1 4 3 and

op=(L+B77)- B, we=—(8+1) 577

o If B = 2, the bounds p — s and s specific to this case
are attainable as well. To show this, we can consider the
same example as before, namely = 2—2'~P, and check
that we then have v = (14275 — 2177) . 25F1 and

zp = (2P75 —1)-257PFL g, = (2° —1).217P,

B. A special case: extracting one bit only

Assuming radix 2, let us now consider the problem of
computing ufp(z) or ulp(z), and more generally the question
of scaling x, that is, deducing from x an integer power of 2
that is “close” to |z

For scaling, a possible solution is to determine a nearest
power of two. This can be done by applying Veltkamp’s
splitting (Algorithm 3) to z with s = p — 1: in this case, the
resulting x; has a 1-bit significand and we know from [14,
Theorem 1] that it is nearest x in precision p — s = 1.

For computing sign(x) - ufp(z), we can use the following
algorithm, introduced by Rump in [15].

Require: 5 =2, ¢ = 27141, ¢p=1-2"P, andaz €F
q + RN(pzx)
r < RN(vq)
0+ RN(q—r)
return ¢

Algorithm 5: Computing sign(z)-ufp(x) for radix 2, as in [15,
Algorithm 3.5].

These solutions, however, raise the following issues.

o If |z| is large, then an overflow can occur in the first
line of both Algorithms 3 and 5. It is always possible
to slightly change Algorithm 5, by scaling it, in order
to avoid overflow: it suffices for instance to replace ¢ by
%4—2‘” and to return 27§ at the end. However, this variant
will not work for subnormal z. Thus, to use Algorithm 5,
we somehow need to check the order of magnitude of x.

o If we are only interested in scaling x, then requiring to
produce the exact value of ufp(z) may seem like overkill:
maybe one can get sometimes ufp(z) and sometimes
sufp(z) or 2ufp(z) (or any other convenient value) with
a cheaper algorithm.

Based on these remarks, we suggest considering the follow-

ing algorithms as well. (Recall that ulp;; refers to Harrison’s
ulp as in Definition 1.2.)

Require: 5 =2,¢9=1—-2"P, andx €F
a <+ RN(yz)
0 + RN(z — a)
return §

Algorithm 6: Computing sign(x) - ulp () for radix 2 and |z|
“large enough” (namely, |z| > 26min).

Require: 5 =2, ¢y*=2P —1,and z € F
a <+ RN(yp*x)
0 + RN(2Pz — a)
return §

Algorithm 7: Computing sign(z) - ufp(z) up to a factor 2, for
radix 2 and |z| “small enough” (namely, |z| < 26max—P+1)

Theorem IIL2. If |z| > 2°min| then Algorithm 6 returns

lulp(z) if |z| is a power of 2,

ulp(z)  otherwise.

sign(z)ulp,, (z) = sig“(“")'{

If |z| < 26mex=P¥L then Algorithm 7 returns

sign(z)- {;llfll;lif;)

if |x| is a power of 2,

otherwise.

Proof. The first claim is a direct consequence of [15, Lemma
3.6]. The second claim then follows from the fact that Algo-
rithm 7 is Algorithm 6 applied to 2Pzx. O

Again, let us conclude with several comments.



o Algorithm 6 uses only 2 floating-point operations, and if
an FMA is available, this also applies to Algorithm 7.
In the absence of an FMA, 3 operations are needed for
Algorithm 7, similarly to Algorithm 5.

o Both Algorithms 4 and 7 are based on a sequence of
operations of the form

RN (RN((C + 1)) — RN(Cx))

for some prescribed constant C'. Specifically, C' = 3° in
Algorithm 4 and C' = 2P — 1 in Algorithm 7. Note also
that Algorithm 3.6 in [2] is quite similar to Algorithm 7,
except that it uses the constant C' = 2P instead of C' =
2P — 1, which requires a special treatment when x is a
power of 2.

o Note finally that by Theorem III.2, the output of Al-
gorithm 7 is equal to z if and only if |z| is a power
of two. Algorithm 7 does not straightforwardly generalize
to higher radices: if one sets ¥* to P — 1 and if ¢
becomes RN(5Px — a), then we do not always have ¢
equal to a power of 3 close to . However, we still have
the property that § = z if and only if = is a power of
the radix. Hence Algorithm 7 provides a simple way to
check this property using only floating-point operations.
More precisely, assuming 3% < xz < gFt+1 — gh—p+l1;

1) if = 8* then 6§ = x;

2) if BF + g+ < o < 2. 5% then ulp(ypz) =
BEFL and [¢*z — BPz| = |z| < 3B%1, so that
RN(¢*z) = fPx and § = 0;

3) if # > £ . B*, we still have ulp(¢)*z) = B¥*+1, and
we deduce that

BPx —ulp(fPr) < Yz = Pz —x
< BPx — %ulp(ﬁpx);

therefore, RN(¢*z) = Pz — B**1, so that § =
B >

4) the case = = g - 8% (which can occur only when
the radix 3 is even) is similar to case 2) or case 3),
depending on the way RN breaks ties.

C. Alternative algorithms for computing sign(x) - ulp(z) and
sign(z) - ufp(z)

If we replace the constant ¢ in Algorithm 5 by ¢/2P~!
and if we ignore the possibility of underflow and overflow,
we obtain a way to compute sign(x) - ulp(z) which uses three
floating-point operations.

An alternative method is given by Algorithm 8§ below,
which, if an FMA is available, uses only two floating-point
operations. This method uses the same scheme as [16, Al-
gorithm 2], outside the subnormal range, except that in [16]
the constant ¢ = u(1 + 2u) = succ(u) is used, whereas we
use here %u with u = 27P. We determined experimentally
that, with or without FMA, ¢ = u(1 + 2u) = succ(u) is the
smallest constant that works, and ¢ = succ(%u) is the largest

one.

Require: 3=2,1% =277 +27P"! and x € F\ {0}
a < RN(z + ¢x) {or RN(x + RN(¢x)) without FMA}
0 + RN(a — x)
return ¢

Algorithm 8: Computing sign(z)-ulp(z) for radix 2 and = # 0.

Theorem IIL.3. For x # 0 and p > 2, if no underflow or
overflow occurs, then Algorithm 8 returns sign(z) - ulp(z).

Proof. For z < 0, it is clear that the algorithm returns the
opposite of what it returns for —z. Let us now assume x > 0.

Without loss of generality we can assume 1 < x < 2. With
u = fulp(1) = 277, note that ¢ = Su.

For © = 1, ¢x = 1 is exactly representable, thus with or
without FMA, we get a = RN(1 + ) = 1 4 2u, since the
rounding boundaries for 1 4 2u are 1 4+ v and 1 4 3u.

It remains to prove the theorem for 1 + 2u < x < 2 — 2u.
We then have

3 3
§u(1 +2u) <Yz < 5u(2 — 2u).

It follows that © + u < x + ¥z < x + 3u, thus with an FMA,
2 + vz is rounded to = + 2u, and thus § = 2u. Now consider
the case without an FMA. On the left-hand side, since %u is
exactly representable, because p > 2, we have %u < RN(yz).
On the right-hand side, 2u(2 — 2u) is strictly less than the
midpoint u(3 —2u), so that RN(¢z) < u(3—4u) < 3u. Since
x4+ u < x+ RN(¢z) < 2 + 3u, x + RN(x)x) is rounded to
x + 2u, and § = 2u. O

To compute sign(z)-ufp(x), one can simply scale 2 by 2P~!
within Algorithm 8, which can be performed with 3 FMA
instead of 2, but still with a depth of 2: we first compute
a = RN(z + 9x) and y = RN(2P~1z) in parallel, and then
RN(2P~1q — y) yields sign(z) - ufp(z).

It does not seem possible to compute sign(x) - ufp(z) with
only 2 FMA. However, perhaps surprisingly, 2 FMA suffice
to obtain sign(z) - 4ufp(x):

a <+ RN((2PT! —2) .2 — )

§ + RN(2PTL .z —a)

Scaling this last operation by 277! vyields the following
variant of Algorithm 8 for computing sign(z) - ulp(x), still
with 2 FMA:

a < RN((2PH! —2) .2 — 1)

5§+ RN(z —277P71.q)

IV. UNDERFLOW-SAFE AND ALMOST OVERFLOW-FREE
SCALING

In this section we assume that 5 = 2 and p > 4 (and we
recall that RN breaks ties “to even” or “to away”, as defined
in IEEE 754-2008). Furthermore, we denote by 7 the smallest
positive element of F:

n= 9€min—p+1

Given a nonzero floating-point number x, we want to com-
pute a scaling factor ¢ that satisfies the following properties:



e |z|/0 is much above the underflow threshold and much
below the overflow threshold (so that, for example, we
can safely square it);

e 0 is an integer power of 2 (in order to avoid rounding
errors when multiplying or dividing by it).

The algorithms proposed in Section III-B are simple, but
underflow or overflow can occur for many inputs x, leading
to an output ¢ that does not satisfy the above properties. Let us
now introduce an algorithm that is underflow-safe and almost
overflow-free in the sense that only the two extreme values
x = £(2 — 217P) . 2¢max must be excluded.

The first three lines of Algorithm 9 mimic Algorithm 1
of [16], with slightly different notation.

Require: 3 =2, & =27P 4+ 272PF1 y = 2min—pPF1
and x € F.
y < ||
e + RN(®y + 1)
{or e <~ RN(RN(®y) + n) without FMA}
Ysup < RN(y + €)
5 « RN(ysup - y)
return ¢

Algorithm 9: Computing a scaling factor that is overflow-free
and underflow-safe, for radix 2 and |z| # (2 — 217P) . 26max,

Below we recall a subcase of a result obtained by Rump et
al. [16].

Theorem IV.1 (Subcase of [16, Theorem 2.2]). For all x € F
such that |x| ¢ [26min 26minT2] gy = succ(|z|).

Theorem 2.2 in [16] was proven for e equal to
RN(RN(®|z|) + n) (that is, for the “without FMA” version
of Algorithm 9). However, one can easily check that the proof
given in [16] still holds for e = RN(®|z| + n) (the “with
FMA” version). An immediate consequence of Theorem IV.1
is that if |z| ¢ [2¢min 2¢mint2] and |x| # (2 — 217P) . 26max,
then ¢ = ulp(z).

Theorem 2.2 from [16] has been formally checked using the
Coq automatic proof checker, which gives much confidence
in this result. However, in [16] it is claimed further that if
|z| € [26min, 26mint2] then yq,, is succ(succ(|z|)). As we are
going to see, this property does not always hold. Let y = |z|
and consider the following cases:

1) If 26min < y < 28mintL — 29 then ulp(z) = 7. A simple

calculation shows that

gn 4 26min72p+1 < Py + n < 27] _ 2emin73p+3,

so that ¢ = RN(®y + ) = 2 = 2ulp(z). An
immediate consequence is that RN(y +e) = y + e =
succ(succ(|z])). Given the domain of z, we deduce that

§ = 2n = 2ulp(z);

2) If y = 26mintl _ p then Oy 4+ n = 2y + 2°min =27+ _
2emin=3P+2 g0 ¢ = RN(®y + n) = 2n = 2ulp(x).

Therefore y + e is equal to the midpoint 2¢mint! 4 p
and we have the following:

o if RN is with “ties to even” then RN(y + e) =
2¢emintl — guce(y), so

§ = n = ulp(x);

o if RN is with “ties to away” then RN(y + ¢) =
2¢mint1 4 99 = succ(suce(y)), so

0 = 3n = 3ulp(x).

In this case, ¢ is not a power of 2. As we will see
this is the only case where this happens;
3) If 2emintl g < 20mint2 — 29 then ulp(z) = 2. A
simple calculation shows that

2n+2emin_2p+2 < ¢y+n < 3n+2emin_2p+2_2emin_3p+3

so that e = RN(®y + n) € {2n,3n} (and one easily
checks that both cases actually do occur). When e = 27,
we obtain ys,, = succ(y) and

0 = 2n = ulp(x).

When e = 37, depending on the tie-breaking rule and
(for ties-to-even) on whether the last bit of y is a zero
or a one, we obtain either ys,, = succ(y) and

¢ = 2n = ulp(z),
Or Ysup = succ(succ(y)) and
§ = 4n = 2ulp(x);

4) If y = 2°minT2 then Oy +n = 3y + 2°min=2PF3_ 5o
e = RN(®y + 1) = 3n. It follows that RN(x + e) =
x 4 4n = succ(z), for any tie-breaking rule, and thus

0 = 4n = ulp(x).

Consequently, depending on the tie-breaking rule, if |z| €
[2¢min 2€mint2] then Algorithm 9 will return ulp(z) or 2ulp(x)
or, in one case only, 3ulp(z). We deduce the following
theorem.

Theorem IV.2. For x € F with |z| # (2 — 2'7P) . 2¢max the
value 0 returned by Algorithm 9 satisfies the following:
e Iif RN is with “ties to even” then 0 is a power of 2;
e if RN is with “ties to away” then § is a power of 2,
unless |z| = 26mint1 _9emin=P+L iy which case it equals
3. 2em;n—p+1’.
o if x #£0, then
1< ‘%‘ <1

Therefore, Algorithm 9 is a very good candidate for per-
forming scalings.

Interestingly enough, in single precision/binary32 arithmetic
(Eémin = —126, p = 24), the number (2¢min+1_2¢min=pP+1) /(3.
2¢min—P+1) i a floating-point number, so that even for RN
with “ties to away” and |z| = 26mintl — 2¢min=PFl the
calculation of z/§ is error free. This is not the case in double
precision/binary64 arithmetic.



A. An example of application

Let us consider the use of Algorithm 9 for computing
Va? + b2, Assume we wish to evaluate v/a2? + b without
risking spurious overflows and underflows. Assume RN is
with “ties to even” (so that the scaling factor provided by
Algorithm 9 is, up to two extreme values, always a power
of 2) and, in addition, that

€min < —P,
“)
(25/2) - 229  2emaxtl

which always holds with the usual binary floating-point for-
mats.

In the following, we assume that once the scaling is
performed, we just use the naive formula. (Although other
evaluation schemes are possible, we do not deal with them in
this paper, which focuses only on the scaling part).

Let

— RN (RN‘CL‘ +RN|? )
c 5 50
The computation of ¢ is obviously overflow-free. We will deal
with possible loss of precision due to underflow later on.

Define . as the value returned by Algorithm 9 with ¢ as in-
put. We suggest to use . as scaling factor. As a consequence,
since we use the naive formula with the scaled inputs, we
actually compute

RN [(55 % RN (\/RN (RN (@) + RN (b/?)))} :
with o' =RN(£) and o' =RN(£). ¥

Since J. is a power of 2—we assumed RN is with “ties
to even”, in which case the situation where J. = 3ulp(c)
cannot happen—, multiplication and division by §. can induce
a rounding error only when the result is a subnormal number.
Let us quickly examine this scaling choice. Without loss of
generality, we can assume that ¢ > 0 and a > |b|. Note that if
a > 2°=in then RN(a/2) = a/2, and that if 2n < a < 2°min,
we have |RN(a/2) — a/2| < 1/2. From this we deduce that
if 2n < a we always have

%a, < RN (g) < ga. (6)
(The lower bound is attained for a = 57, and the upper bound
it attained for a = 3n.)
1) If RN(a/2) # 0 (which implies a >
RN(a/2) < ¢ < 2RN(a/2), so that, using (6),

2n) then

2a/5 < ¢ < 4a/3.

Therefore, from Theorem 1V.2,

3 3 ¢ a 5 ¢ 5

P QPR QR G G (. )

4 ~4 6., 0. 2 0. 2 ( )
Hence, no underflow can result from the computation
of RN(a/d.)? and, using (4), no overflow can result

from the computation of RN(RN(a/4d.)? + RN(b/4..)?).

If an underflow results from the computation of (b/d,)>
(i.e., if |b|/d. < 2°min/2) then one can show using (4)
that RN(RN(a/d.)? +RN(b/6.)?) = RN(a/d.)?, which
implies that the calculation in (5) will return a (see for
example [17]), and that this is a very accurate result.
If no underflow occurs then the scaling induces no
error. As a consequence, if RN(a/2) # 0 the usual
relative error bound 277! holds unless the final result
is subnormal.!

2) If RN(a/2) =0 then a and b are 0 or £7, and ¢ = 0. In
such a case, we take §. = 7, which is the best possible
splitting constant: the final result will be 0 if a = b = 0,
and 7 otherwise, i.e., the correct rounding of v/a2 + b2.

V. EXPERIMENTAL RESULTS

In this section we compare our algorithms with bit ma-
nipulation algorithms, and with standard functions of the
mathematical library, in the C language. Our experimental
framework consists of an Intel i5-4590 processor running at
3.3GHz, under Debian testing (buster), with gcc 7.3.0, and
optimization level —03. We also set the FPU control word so
that all roundings are done in double precision (and not in
double-extended precision as by default). We first generate
an array of 10® random binary64 numbers in the range
[0,232], and we then compute the time to call each function
on all numbers. The C programs we used are available at
http://homepages.loria.fr/PZimmermann/papers/#split.

round floor

Algorithms 1 and 2 0.106s  0.173s
Bit manipulation 0.302s  0.203s
GNU libm 0.146s  0.209s

Fig. 1. Rounding to an integer. Note: we used the GNU libm rint function
for rounding to nearest (which is faster than nearbyint), and floor for
rounding towards —oco.

Tp Ty time

Algorithm 3 26 bits 26 bits  0.108s
Algorithm 4 26 bits 27 bits  0.106s
Algorithm 4 with FMA 26 bits 27 bits  0.108s
Bit manipulation 26 bits 27 bits  0.095s

Fig. 2. Splitting a double-precision number into x; and x,.

time
Algorithm 5 0.107s
Algorithm 7 0.107s
Bit manipulation  0.095s

Fig. 3. Comparison of different ways of computing sign(z) - ufp(z) (possibly
up to a factor 2 for Algorithm 7).

UIf the final result is subnormal (i.e., if an underflow happens during the
final multiplication by ¢: it cannot happen before), then we need to add an
additional absolute error 7/2 due to the final rounding, so that we end up
with an absolute error bound 37/2.


http://homepages.loria.fr/PZimmermann/papers/#split

These results show that the algorithms we presented — in
their respective domain of validity — are competitive with the
less portable bit manipulation algorithms, and in some cases
faster. Even, in some languages, for example in Javascript,
there is no (efficient) way to manipulate the bits of a floating-
point number, thus the user is left with no alternative.

VI. CONCLUSION AND FUTURE WORK

We have presented several splitting algorithms that use
floating-point arithmetic with rounding to nearest. Some have
been part of the floating-point folklore for decades, and some
are new. These algorithms have many applications: we show
that, beyond the traditional contexts of extended-precision
multiplication, accurate summation, and computing the ulp
and ufp functions, floating-point splittings can also be used
to implement some integer functions such as floor or round,
as well as some scalings aimed at reducing the risk of
spurious underflows and overflows. In radix-2 floating-point
arithmetic, simple algorithms can evaluate sign(z) - ulp(z),
sign(z) - ulpy(x), and sign(z) - ufp(x), and also compute
convenient scaling factors. However, generalizing this property
to radix S (or, at least, to radix 10) does not seem to be
straightforward and will have to be investigated in a future
work.
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