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Extending Testing Automata to All LTL

Ala Eddine Ben Salem

LRDE, EPITA, Le Kremlin-Bicêtre, France, ala@lrde.epita.fr

Abstract. An alternative to the traditional Büchi Automata (BA), called Testing
Automata (TA) was proposed by Hansen et al. [8, 6] to improve the automata-
theoretic approach to LTL model checking. In previous work [2], we proposed
an improvement of this alternative approach called TGTA (Generalized Testing
Automata). TGTA mixes features from both TA and TGBA (Generalized Büchi
Automata), without the disadvantage of TA, which is the second pass of the
emptiness check algorithm. We have shown that TGTA outperform TA, BA and
TGBA for explicit and symbolic LTL model checking. However, TA and TGTA
are less expressive than Büchi Automata since they are able to represent only
stutter-invariant LTL properties (LT L\X) [13]. In this paper, we show how to
extend Generalized Testing Automata (TGTA) to represent any LTL property.
This allows to extend the model checking approach based on this new form of
testing automata to check other kinds of properties and also other kinds of models
(such as Timed models). Implementation and experimentation of this extended
TGTA approach show that it is statistically more efficient than the Büchi Automata
approaches (BA and TGBA), for the explicit model checking of LTL properties.

1 Introduction

The model checking of a behavioral property on a finite-state system is an automatic
procedure that requires many phases. The first step is to formally represent the system
and the property to be checked. The formalization of the system produces a model
M that formally describes all the possible executions of the system. The property to
be checked is formally described using a specification language such as Linear-time
Temporal Logic (LTL). The next step is to run a model checking algorithm that takes
as inputs the model M and the LTL property ϕ. This algorithm exhaustively checks
that all the executions of the model M satisfy ϕ. When the property is not satisfied, the
model checker returns a counterexample, i.e., an execution of M invalidating ϕ, this
counterexample is particularly useful to find subtle errors in complex systems.

The automata-theoretic approach [16] to LTL model checking represents the state-
space of M and the property ϕ using variants of ω-automata, i.e., an extension of the
classical finite automata to recognize words having infinite length (called ω-words).

The automata-theoretic approach splits the verification process into four operations:
1. Computation of the state-space of M. This state-space can be represented by a variant

of ω-automaton, called Kripke structure KM , whose language L (KM), represents
all possible infinite executions of M.

2. Translation of the negation of the LTL property ϕ into an ω-automaton A¬ϕ whose
language, L (A¬ϕ), is the set of all infinite executions that would invalidate ϕ.



3. Synchronization of these automata. This constructs a synchronous product automa-
ton KM⊗A¬ϕ whose language, L (KM⊗A¬ϕ) = L (KM)∩L (A¬ϕ), is the set of
executions of M invalidating ϕ.

4. Emptiness check of this product. This operation tells whether KM⊗A¬ϕ accepts an
infinite word, and can return such a word (a counterexample) if it does. The model
M verifies ϕ iff L (KM⊗A¬ϕ) = /0.
The main difficulty of the LTL model checking is the state-space explosion problem.

In particular, in the automata-theoretic approach, the product automaton KM⊗A¬ϕ is
often too large to be emptiness checked in a reasonable run time and memory. Indeed,
the performance of the automata-theoretic approach mainly depends on the size of the
explored part of KM⊗A¬ϕ during the emptiness check. This explored part itself depends
on three parameters: the automaton A¬ϕ obtained from the LTL property ϕ, the Kripke
structure KM representing the state-space of M, and the emptiness check algorithm: the
fact that this algorithm is performed “on-the-fly” potentially avoids building the entire
product automaton. The states of this product that are not visited by the emptiness check
are not generated at all.

Different kinds of ω-automata have been used to represent A¬ϕ. In the most common
case, the negation of ϕ is converted into a Büchi automaton (BA) with state-based
accepting. Transition-based Generalized Büchi Automata (TGBA) represent the LTL
properties using generalized (i.e., multiple) Büchi acceptance conditions on transitions
rather than on states. TGBA allow to have a smaller [7, 4] property automaton than BA.

Unfortunately, having a smaller property automaton A¬ϕ does not always imply a
smaller product (AM⊗A¬ϕ). Thus, instead of targeting smaller property automata, some
people have attempted to build automata that are more deterministic [14].

Hansen et al. [8, 6] introduced an alternative type of ω-automata called Testing
Automata (TA) that only observe changes on the atomic propositions. TA are often
larger than their equivalent BA, but according to Geldenhuys and Hansen [6], thanks
to their high degree of determinism [8], the TA allow to obtain a smaller product and
thus improve the performance of model checking. As a back-side, TA have two different
modes of acceptance (Büchi-accepting or livelock-accepting), and consequently their
emptiness check requires two passes [6], mitigating the benefits of a having a smaller
product.

In previous work [2], we propose an improvement of TA called Transition-based
Generalized Testing Automata (TGTA) that combine the advantages of both TA and
TGBA, and without the disadvantages of TA (without introducing a second mode of
acceptance and without the second pass of the emptiness check).

Unfortunately, the two variants of testing automata TA and TGTA are less expressive
than Büchi automata (BA and TGBA) since they are tailored to represent stutter-invariant
properties.

The goal of this paper is to extend TGTA in order to obtain a new form of testing
automata that represent any LTL property, and therefore extend the model checking
approach based on this alternative kind of automata to check other kinds of properties
and also other kinds of models.

In order to remove the constraint that TGTA only represent stutter-invariant proper-
ties, one solution would be to change the construction of TGTA to take into account the
“sub-parts” of the automata corresponding to the “sub-formulas” that are not insensitive



to stuttering. Indeed, during the transformation of a TGBA into a TGTA, only the second
step exploits the fact that the LTL property is stutter-invariant (this step allows to remove
the useless stuttering-transitions). The idea is to apply this second step only for the parts
of the automata that are insensitive to stuttering and to apply only the first step of the
construction for the other parts (that are sensitive to stuttering).

We have run benchmarks to compare the new form of TGTA against BA and TGBA.
Experiments reported that, in most cases, TGTA produce the smallest products (AM⊗
A¬ϕ) and TGTA outperform BA and TGBA when no counterexample is found (i.e., the
property is satisfied), but they are comparable when the property is violated, because
in this case the on-the-fly algorithm stops as soon as it finds a counterexample without
exploring the entire product.

2 Preliminaries

Let AP a finite set of atomic propositions, a valuation ` over AP is represented by a
function ` : AP 7→ {⊥,>}. We denote by Σ = 2AP the set of all valuations over AP, where
a valuation ` ∈ Σ is interpreted either as the set of atomic propositions that are true, or as
a Boolean conjunction. For instance if AP = {a,b}, then Σ = 2AP = {{a,b},{a},{b}, /0}
or equivalently Σ = {ab,ab̄, āb, āb̄}.

The state-space of a system can be represented by a directed graph, called Kripke
structure, where vertices represent the states of the system and edges are the transitions
between these states. In addition, each vertex is labeled by a valuation that represents the
set of atomic propositions that are true in the corresponding state.

Definition 1 (Kripke Structure) A Kripke structure over the set of atomic propositions
AP is a tuple K = 〈S ,S0,R , l〉, where:

– S is a finite set of states,
– S0 ⊆ S is the set of initial states,
– R ⊆ S ×S is the transition relation,
– l : S → Σ is a labeling function that maps each state s to a valuation that represents

the set of atomic propositions that are true in s.

The automata-theoretic approach is based on the transformation of the negation of the
LTL property to be checked into an ω-automaton that accepts the same executions. Büchi
Automata (BA) are ω-automata with labels on transitions and acceptance conditions
on states. Büchi Automata are commonly used for LTL model checking (we use the
abbreviation BA for the standard variant of Büchi Automata). The following section
present TGBA [7]: a generalized variant of BA that allow a more compact representation
of LTL properties [4].

2.1 Transition-based Generalized Büchi Automata (TGBA)

A Transition-based Generalized Büchi Automaton (TGBA) [7] is a variant of a Büchi
automaton that has multiple acceptance conditions on transitions.

Definition 2 (TGBA) A TGBA over the alphabet Σ = 2AP is a tuple G = 〈Q ,I ,δ,F 〉
where:
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Fig. 1. (a) A TGBA recognizing the LTL property ϕ = GFa∧GFb with acceptance conditions
F = { , } . (b) A TGBA recognizing the LTL property ϕ = FGa with F = { } .

– Q is a finite set of states,
– I ⊆ Q is a set of initial states,
– F is a finite set of acceptance conditions,
– δ⊆ Q ×Σ×2F ×Q is the transition relation, where each element (q, `,F,q′) ∈ δ

represents a transition from state q to state q′ labeled by a valuation ` ∈ 2AP, and a
set of acceptance conditions F ∈ 2F .

An infinite word σ = `0`1`2 . . . ∈ Σω is accepted by G if there exists an infinite run
r = (q0, `0,F0,q1)(q1, `1,F1,q2)(q2, `2,F2,q3) . . . ∈ δω where:

– q0 ∈ I (the infinite word is recognized by the run),
– ∀ f ∈F , ∀i∈N, ∃ j≥ i, f ∈ Fj (each acceptance condition is visited infinitely often).

The language of G is the set L (G)⊆ Σω of infinite words it accepts.

Any LTL formula ϕ can be converted into a TGBA whose language is the set of
executions that satisfy ϕ [4].

Figure 1 shows two examples of LTL properties expressed as TGBA. The Boolean
expression over AP = {a,b} that labels each transition represents the valuation of atomic
propositions that hold in this transition. A run in these TGBA is accepted if it visits
infinitely often all acceptance conditions (represented by colored dots and on
transitions). It is important to note that the LTL formulas labeling each state represent the
property accepted starting from this state of the automaton. These labels are generated
by our LTL-to-TGBA translator (Spot [12]), they are shown for the reader’s convenience
but not used for model checking.
Figure 1(a) is a TGBA recognizing the LTL formula (GFa∧GFb), i.e., recognizing the
runs where a is true infinitely often and b is true infinitely often. An accepting run in this
TGBA has to visit infinitely often the two acceptance conditions indicated by and .
Therefore, it must explore infinitely often the transitions where a is true (i.e., transitions
labeled by ab or ab̄) and infinitely often the transitions where b is true (i.e., transitions
labeled by ab or āb).
Figure 1(b) shows a TGBA derived from the LTL formula FGa. Any infinite run in
this example is accepted if it visits infinitely often the only acceptance condition on
transition (1,a,1). Therefore, an accepting run in this TGBA must stay on state 1 by
executing infinitely a.

The product of a TGBA with a Kripke structure is a TGBA whose language is the
intersection of both languages.



Definition 3 (Product using TGBA) For a Kripke structure K = 〈S ,S0,R , l〉 and a
TGBA G = 〈Q ,I ,δ,F 〉 the product K ⊗G is the TGBA 〈S⊗,I⊗,δ⊗,F 〉 where

– S⊗ = S ×Q ,
– I⊗ = S0× I ,
– δ⊗ = {((s,q), `,F,(s′,q′)) | (s,s′) ∈ R , (q, `,F,q′) ∈ δ, l(s) = `}

Property 1 We have L (K ⊗G) = L (K )∩L (G) by construction.

The goal of the emptiness check algorithm is to determine if the product automaton
accepts an execution or not. In other words, it checks if the language of the product
automaton is empty or not. Testing the TGBA (representing the product automaton)
for emptiness amounts to the search of an accepting cycle that contains at least one
occurrence of each acceptance condition. This can be done in different ways: either with a
variation of Tarjan or Dijkstra algorithm [3] or using several Nested Depth-First Searches
(NDFS) [15]. The product automaton that has to be explored during the emptiness check
is generally very large, its size can reach the value obtained by multiplying the the
sizes of the model and formula automata, which are synchronized to build this product.
Therefore, building the entire product must be avoided. "On-the-fly" emptiness check
algorithms allow the product automaton to be constructed lazily during its exploration.
These on-the-fly algorithms are more efficient because they stop as soon as they find a
counterexample and therefore possibly before building the entire product.

3 Transition-based Generalized Testing Automata (TGTA)

Another kind of ω-automaton called Testing Automaton (TA) was introduced by Hansen
et al. [8]. Instead of observing the valuations on states or transitions, the TA transitions
only record the changes between these valuations. However, TA are less expressive than
Büchi automata since they are able to represent only stutter-invariant LTL properties.
Also they are often a lot larger than their equivalent Büchi automaton, but their high
degree of determinism [8] often leads to a smaller product size [6].

In previous work [1], we evaluate the efficiency of LTL model checking approach
using TA. We have shown that TA are better than Büchi automata (BA and TGBA)
when the formula to be verified is violated (i.e., a counterexample is found), but this
is not the case when the property is verified since the entire product have to be visited
twice to check for each acceptance mode of a TA. Then, in order to improve the TA
approach, we proposed in [2] a new ω-automata for stutter-invariant properties, called
Transition-based Generalized Testing Automata (TGTA) [2], that mixes features from
both TA and TGBA.

The basic idea of TGTA is to build an improved form of testing automata with
generalized acceptance conditions on transitions, which allows us to modify the automata
construction in order to remove the second pass of the emptiness check of the product.

Another advantage of TGTA compared to TA, is that the implementation of TGTA
approach does not require a dedicated emptiness check, it reuses the same algorithm
used for Büchi automata, and the counterexample constructed by this algorithm is also
reported as a counterexample for the TGTA approach.
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Fig. 2. TGTA recognizing the LTL property ϕ = FG p with acceptance conditions F = { }.

In [2], we compared the LTL model checking approach using TGTA with the “tradi-
tional” approaches using BA, TGBA and TA. The results of these experimental compar-
isons show that TGTA compete well: the TGTA approach was statistically more efficient
than the other evaluated approaches, especially when no counterexample is found (i.e.,
the property is verified) because it does not require a second pass. Unfortunately, the
TGTA constructed in [2] only represent stutter-invariant properties (LTL\X [13]).

This section shows how to adapt the TGTA construction to obtain a TGTA that can
represent all LTL properties.

Before presenting this new construction of TGTA, we first recall the definition of
this improved variant of testing automata.

While Büchi automata observe the values of the atomic propositions of AP, the basic
idea of testing automata (TA and TGTA) is to only detect the changes in these values; if
the values of the atomic propositions do not change between two consecutive valuations
of an execution, this transition is called stuttering-transition.

If A and B are two valuations, A⊕B denotes the symmetric set difference, i.e., the set
of atomic propositions that differ (e.g., ab̄⊕ab = {b}). Technically, this is implemented
with an XOR operation (also denoted by the symbol ⊕).

Definition 4 (TGTA) A TGTA over the alphabet Σ is a tuple T = 〈Q ,I ,U,δ,F 〉 where:
– Q is a finite set of states,
– I ⊆ Q is a set of initial states,
– U : I → 2Σ is a function mapping each initial state to a set of symbols of Σ,
– F is a finite set of acceptance conditions,
– δ ⊆ Q × Σ× 2F ×Q is the transition relation, where each element (q,k,F,q′)

represents a transition from state q to state q′ labeled by a changeset k interpreted
as a (possibly empty) set of atomic propositions whose values change between q and
q′, and the set of acceptance conditions F ∈ 2F ,

An infinite word σ = `0`1`2 . . . ∈ Σω is accepted by T if there exists an infinite run
r = (q0, `0⊕ `1,F0,q1)(q1, `1⊕ `2,F1,q2)(q2, `2⊕ `3,F2,q3) . . . ∈ δω where:

– q0 ∈ I with `0 ∈U(q0) (the infinite word is recognized by the run),
– ∀ f ∈F , ∀i∈N, ∃ j≥ i, f ∈ Fj (each acceptance condition is visited infinitely often).

The language accepted by T is the set L (T )⊆ Σω of infinite words it accepts.

Figure 2 shows a TGTA recognizing the LTL formula FG p. Acceptance conditions
are represented using dots as in TGBAs. Transitions are labeled by changesets: e.g., the
transition (0,{p},1) means that the value of p changes between states 0 and 1. Initial



valuations are shown above initial arrows: U(0) = {p}, U(1) = { p̄} and U(2) = {p}.
Any infinite run in this example is accepted if it visits infinitely often, the acceptance
transition indicated by the black dot : i.e., the stuttering self-loop (2, /0, ,2).
As an illustration, the infinite word p̄; p; p; p; . . . is accepted by the run:

1 2 2 2 . . .
{p} /0 /0

because the value p only changes between the first two steps.
Indeed, a run recognizing such an infinite word must start in state 1 (because only
U(1) = { p̄}), then it changes the value of p, so it has to take transitions labeled by {p},
i.e., (1,{p},0) or (1,{p},2). To be accepted, it must move to state 2 (rather than state
0), and finally stay on state 2 by executing infinitely the accepting stuttering self-loop
(2, /0, ,2).

In the next section, we present in detail the formalization of the different steps used
to build a TGTA that represent any LTL property.

4 TGTA Construction

TGBA Intermediate TGTA TGTA
Labeling transitions

with “changesets”
Elimination of useless

stuttering transitions ( /0)

Fig. 3. The two steps of the construction of a TGTA from a TGBA.

Let us now describe how to build a TGTA starting from a TGBA. The TGTA
construction is inspired by the one presented in [2], with some changes introduced in
the second step of this construction. Indeed, a TGTA is built in two steps as illustrated
in Figure 3. The first step transforms a TGBA into an intermediate TGTA by labeling
transitions with changesets. Then, the second step builds the final form of TGTA by
removing the useless stuttering transitions. In this work, this simplification of stuttering
transitions does not require the hypothesis that the LTL property is stutter-invariant (this
represents a crucial difference compared to the TGTA construction presented in [2]).
For example, Figure 4d shows a TGTA constructed for ϕ = X p∧FG p which is not
stutter-invariant. In the following, we will detail the successive steps to build this TGTA.

4.1 First step: Construction of an intermediate TGTA from a TGBA

Geldenhuys and Hansen [6] have shown how to convert a Büchi Automaton (BA) into a
Testing Automtaton (TA) by first converting the BA into an automaton with valuations
on the states (called State-Labeled Büchi Automaton (SLBA)), and then converting this
SLBA into an intermediate form of TA by computing the difference between the labels
of the source and destination states of each transition.

The first step of the TGTA construction is similar to the first step of the TA construc-
tion [6, 2]. We construct an intermediate TGTA from a TGBA by moving labels to states,
and labeling each transition by the set difference between the labels of its source and
destination states. While doing so, we keep the generalized acceptance conditions on the
transitions. The next proposition implements these first steps.
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(d) TGTA after bisimulation.

Fig. 4. TGTA obtained after various steps while translating the TGBA representing ϕ = X p∧FG p,
into a TGTA with F = { }.

Property 2 (Converting TGBA into an intermediate TGTA) Given any TGBA G =
〈QG ,IG ,δG ,F 〉 over the alphabet Σ, let us build the TGTA T = 〈QT ,IT ,UT ,δT ,F 〉
with QT = QG ×Σ, IT = IG ×Σ and

(i) ∀(q, `) ∈ IT ,UT ((q, `)) = {`}

(ii) ∀(q, `) ∈ QT ,∀(q′, `′) ∈ QT ,
(
(q, `), `⊕ `′,F,(q′, `′)

)
∈ δT ⇐⇒ ((q, `,F,q′) ∈ δG )

Then L (G) = L (T ). (The proof of this property. 2 is given in [2].)
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Fig. 5. Elimination of useless stuttering transitions in TGTA.

An example of an intermediate TGTA is shown on Figure 4b. It is the result of
applying the construction of property. 2 to the example of TGBA for ϕ = X p∧FG p
(shown in Figure 4a). The next property shows how to remove the useless stuttering-
transitions (labeled by /0) in TGTA.

4.2 Second step: Elimination of useless stuttering-transitions ( /0)

In the following, we say that a language L is stutter-invariant if the number of the
successive repetitions of any letter of a word σ ∈L does not affect the membership of
σ to L [5]. In other words, L is stutter-invariant iff for any finite sequence u ∈ Σ∗, any
element ` ∈ Σ, and any infinite sequence v ∈ Σω we have u`v ∈L ⇐⇒ u``v ∈L .

We begin by defining the concept of a language recognized starting from a state in a
TGTA. This definition will be very useful for the formalization of the second step of the
TGTA construction presented below.

Definition 5 (L (T ,q)) Given a TGTA T and a state q of T , we say that an infinite
word σ = `0`1`2 . . . ∈ Σω is accepted by T starting from the state q if there exists an
infinite run r = (q, `0⊕ `1,F0,q1)(q1, `1⊕ `2,F1,q2)(q2, `2⊕ `3,F2,q3) . . . ∈ δω where:
∀ f ∈ F , ∀i ∈N, ∃ j ≥ i, f ∈ Fj (each acceptance condition is visited infinitely often).
The language L (T ,q)⊆ Σω is the set of infinite words accepted by T starting from the
state q.

In the following, we will exploit the fact that in a TGTA, the language recognized
starting from certain states of a TGTA can be stutter-invariant, although the overall
TGTA language (recognized from the initial states) is not stutter-invariant. For example,
in the intermediate TGTA shown on Figure 4b, the language recognized starting from
the two initial states (labeled by the formula ϕ = X p∧FG p) is not stutter-invariant.
However, the languages recognized starting form the other states (labeled by the formulas
(p∧FG p), (FG p) and (G p)) are stutter-invariants. Indeed, similar to the original TGBA
G , in an intermediate TGTA T obtained by property 2, if the LTL formula labeling a
state q is stutter-invariant, then the language recognized starting from this state q is also
stutter-invariant (Figure 4b). This can easily be deduced from the proof [2] of property 2.



The next property allow to simplify the intermediate TGTA by removing the useless
stuttering transitions and thus obtain the final TGTA. The intuition behind this simplifi-
cation is illustrated in Figure 5a: In a TGTA T , we have that the language recognized
starting from a state q0 is stutter-invariant and q0 can reach an accepting stuttering-cycle
by following only stuttering transitions. In the context of TA we would have to declare q0
as being a livelock-accepting state. For TGTA, we replace the accepting stuttering-cycle
by adding a self-loop labeled by all acceptance conditions on qn, then the predecessors
of q0 are connected to qn as in Figure 5b. In the last step of the following construction,
for each state q such that L (T ,q) is stutter-invariant, we add a stuttering self-loop to q
and we remove all stuttering transitions from q to other states. Figure 4c shows how the
automaton from Figure 4b is simplified.

Property 3 (Elimination of useless stuttering transitions to build a TGTA) Given a
TGTA T = 〈Q ,I ,U,δ,F 〉. By combining the first three of the following operations, we
can remove the useless stuttering-transitions in this TGTA (Figure 5). The fourth opera-
tion can be performed along the way for further (classical) simplifications.
1. If Q ⊆ Q is a SCC such that for any state q ∈ Q we have L (T ,q) is stutter-

invariant and any two states q,q′ ∈Q can be connected using a sequence of stuttering
transitions (q, /0,F0,r1)(r1, /0,F1,r2) · · ·(rn, /0,Fn,q′)∈ δ∗ with F0∪F1∪·· ·∪Fn = F ,
then we can add an accepting stuttering self-loop (q, /0,F ,q) on each state q∈Q. I.e.,
the TGTA T ′ = 〈Q ,I ,U,δ∪{(q, /0,F ,q) | q∈Q},F 〉 is such that L (T ′) =L (T ).
Let us call such a component Q an accepting Stuttering-SCC.

2. Let q0 is a state of T such that L (T ,q0) is stutter-invariant. If there exists an
accepting Stuttering-SCC Q and a sequence of stuttering-transitions:
(q0, /0,F1,q1)(q1, /0,F2,q2) · · ·(qn−1, /0,Fn,qn) ∈ δ∗ such that qn ∈ Q and q0, q1, ...
qn−1 6∈ Q (as shown in Figure 5a), then:

– For any transition (q,k,F,q0) ∈ δ going to q0 (with (q,k,F,qn) 6∈ δ), the TGTA
T ′′ = 〈Q ,I ,U,δ∪{(q,k,F,qn)},F 〉 is such that L (T ′′) =L (T ) (Figure 5b).

– If q0 ∈ I , the TGTA T ′′ = 〈Q ,I ∪{qn},U ′′,δ,F 〉 with ∀q 6= qn,U ′′(q) =U(q)
and U ′′(qn) =U(qn)∪U(q0), is such that L (T ′′) = L (T ).

3. Let T † = 〈Q ,I †,U†,δ†,F 〉 be the TGTA obtained after repeating the previous two
operations as much as possible (i.e., T † contains all the transitions and initial
states that can be added by the above two operations. Then, we add a non-accepting
stuttering self-loop (q, /0, /0,q) to any state q that did not have an accepting stuttering
self-loop and such that L (T ,q) is stutter-invariant. Also we remove all stutter-
ing transitions from q that are not self-loops since stuttering can be captured by
self-loops after the previous two operations. After this last reduction of stuttering
transitions, we obtain the final TGTA (Figure 4c).
More formally, the TGTA T ′′′ = 〈Q ,I †,U†,δ′′′,F 〉 with δ′′′ = {(q,k,F,q′) ∈ δ† |
L (T ,q) is not stutter-invariant }∪{(q,k,F,q′)∈ δ† | k 6= /0∨(q = q′∧F = F )}∪
{(q, /0, /0,q) |L (T ,q) is stutter-invariant ∧ (q, /0,F ,q) 6∈ δ†} is such that:
L (T ′′′) = L (T †) = L (T ).

4. Any state from which one cannot reach a Büchi-accepting cycle can be removed
from the automaton without changing its language.

The proof of Property 3 is similar to the proof of the second step of TGTA construction
given in [2].



Figure 4c shows how the TGTA from Figure 2 is simplified by the above Property 3.
Similar to the TA construction [2], the resulting TGTA can be further simplified by

merging bisimilar states (two states q and q′ are bisimilar if the automaton T can accept
the same infinite words starting from either of these states, i.e., L (T ,q) = L (T ,q′)).
This optimization can be achieved using any algorithm based on partition refinement,
the same as for Büchi automata, taking {F ∩G ,F \G ,G \F ,Q \ (F ∪G)} as initial
partition and taking into account the acceptance conditions of the outgoing transitions.
The final TGTA obtained after all these steps is shown in Figure 4.

As for the other variants of ω-automata, the automata-theoretic approach using TGTA
has two important operations: the construction of a TGTA T recognizing the negation
of the LTL property ϕ and the emptiness check of the product (K ⊗T ) of the Kripke
structure K with T .

Definition 6 (Product using TGTA) For a Kripke structure K = 〈S ,S0,R , l〉 and a
TGTA T = 〈Q ,I ,U,δ,F 〉, the product K ⊗T is a TGTA 〈S⊗,I⊗,U⊗,δ⊗,F⊗〉 where

– S⊗ = S ×Q ,
– I⊗ = {(s,q) ∈ S0× I | l(s) ∈U(q)},
– ∀(s,q) ∈ I⊗,U⊗((s,q)) = {l(s)},
– δ⊗ = {((s,q),k,F,(s′,q′)) | (s,s′) ∈ R , (q,k,F,q′) ∈ δ, k = (l(s)⊕ l(s′))},
– F⊗ = F .

Property 4 We have L (K ⊗T ) = L (K )∩L (T ) by construction.

Since a product of a TGTA with a Kripke structure is a TGTA, we only need an
emptiness check algorithm for a TGTA automaton. A TGTA can be seen as a TGBA
whose transitions are labeled by changesets instead of valuations of atomic propositions.
When checking a TGBA for emptiness, we are looking for an accepting cycle that is
reachable from an initial state. When checking a TGTA for emptiness, we are looking
exactly for the same thing. Therefore, because emptiness check algorithms do not look at
transitions labels, the same emptiness check algorithm used for the product using TGBA
can also be used for the product using TGTA.

5 Experimental evaluation of TGTA

In order to evaluate the TGTA approach against the TGBA and BA approaches, an
experimentation was conducted under the same conditions as our previous work [1], i.e.,
within the same CheckPN tool on top of Spot [12] and using the same benchmark Inputs
(formulas and models) used in the experimental comparison [1] of BA, TGBA and TA.
The models are from the Petri net literature [11], we selected two instances of each of
the following models: the Flexible Manufacturing System (4/5), the Kanban system
(4/5), the Peterson algorithm (4/5), the slotted-ring system (6/5), the dining philosophers
(9/10) and the Round-robin mutex (14/15). We also used two models from actual case
studies: PolyORB [10] and MAPK [9]. For each selected model instance, we generated
200 verified formulas (no counterexample in the product) and 200 violated formulas
(a counterexample exists): 100 random (length 15) and 100 weak-fairness [1] (length
30) of the two cases of formulas. Since generated formulas are very often trivial to



verify (the emptiness check needs to explore only a handful of states), we selected only
those formulas requiring more than one second of CPU for the emptiness check in all
approaches.

5.1 Implementation

Kripke
Structure

LTL
Formula LTL2TGBA

TGBA2BA

TGBA2TGTA

Sync. Product
(classic)

Sync. Product
(TGTA)

Emptiness 
check (classic)

TRUE or
counterexample

Fig. 6. The experiment’s architecture in Spot. Three command-line switches control which one
of the approaches is used to verify an LTL formula on a Kripke structure. The new components
required by the TGTA approach are outlined in Gray.

Figure 6 shows the building blocks we used to implement the three approaches. The
automaton used to represent the property to check has to be synchronized with a Kripke
structure representing the model. Depending on the kind of automaton, this synchronous
product is implemented differently. The TGBA and BA approaches can share the same
product implementation. The TGTA approach require a dedicated product computation.
The TGBA, BA, and TGTA approaches share the same emptiness check.

5.2 Results

Figure 7 compares the sizes of the products automata (in terms of number of states) and
Figure 8 compares the number of visited transitions when running the emptiness check;
plotting TGTA against BA and TGBA. This gives an idea of their relative performance.
Indeed, in order to protect the results against the influence of various optimizations,
implementation tricks, and the central processor and memory architecture, Geldenhuys
and Hansen [6] found that the number of states gives a reliable indication of the memory
required, and, similarly, the number of transitions a reliable indication of the time
consumption. Each point of the scatter plots corresponds to one of the 5600 evaluated
formulas (2800 violated with counterexample as black circles, and 2800 verified having
no counterexample as green crosses). Each point below the diagonal is in favor of TGTA
while others are in favor of the other approach. Axes are displayed using a logarithmic
scale. All these experiments were run on a 64bit Linux system running on an Intel(R)
64-bit Xeon(R) @2.00GHz, with 10GB of RAM.
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Fig. 7. Size of products (number of states) using TGTA against BA and TGBA.
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Fig. 8. Performance (number of transitions explored by the emptiness check) using TGTA against
BA and TGBA.

5.3 Discussion

On verified properties (green crosses), the results are very straightforward to interpret.
On the scatter plots of Figure 7, the cases where the TGTA approach is better than BA
and TGBA approaches, appear as green crosses below the diagonal. In these cases, The
TGTA approach is a clear improvement because the products automata are smaller using
TGTA. The same result is observed for the scatter plots of Figure 8, when looking at
the number of transitions explored by the emptiness check, the TGTA approach also
outperforms TGBA and BA approaches for verified properties.

On violated properties (black circles), for the number of transitions explored by the
emptiness check, it is difficult to interpret the scatter plots of Figure 8 because the
emptiness check is an on-the-fly algorithm. It stops as soon as it finds a counterexample
without exploring the entire product. Thus, for violated properties, the exploration



order of non-deterministic transitions of TGBA, BA and TGTA changes the number of
transitions explored in the product before a counterexample is found.

However, if we analyze the scatter plots of Figure 7, we observe that the TGTA
approach produces the smallest products. This allows the TGTA approach to seek a
counterexample in a smaller product and therefore have a better chance to find it faster.

6 Conclusion

In previous work [2], we have shown that Transition-based Generalized Testing Automata
(TGTA) are a way to improve the model checking approach when verifying stutter-
invariant properties. In this work, we propose a construction of a TGTA that allow to
check any LTL property (stutter-invariant or not). This TGTA is constructed in two steps.
The first one builds an intermediate TGTA from a TGBA (Transition-based Generalized
Büchi Automata). The second step transforms an intermediate TGTA into a TGTA by
removing the useless stuttering-transitions that are not self-loops (this reduction does
not need the restriction to stutter-invariant properties as in our previous work [2]).

The constructed TGTA combines advantages observed on both Testing Automata
(TA) and TGBA:

– From TA, it reuses the labeling of transitions with changesets, and the elimination
of the useless stuttering-transitions, but without requiring a second pass in the
emptiness check of the product.

– From TGBA, it inherits the use of generalized acceptance conditions on transitions.
TGTA have been implemented in Spot easily, because only two new algorithms are

required: the conversion of a TGBA into a TGTA, and a new definition of a product
between a TGTA and a Kripke structure.

We have run benchmarks to compare TGTA against BA and TGBA. Experiments
reported that TGTA produce the smallest products automata and therefore TGTA out-
perform BA and TGBA when no counterexample is found in these products (i.e., the
property is satisfied), but they are comparable when the property is violated, because
in this case the on-the-fly algorithm stops as soon as it finds a counterexample without
exploring the entire product.

We conclude that there is nothing to lose by using TGTA to verify any LTL property,
since they are always at least as good as BA and TGBA and we believe that TGTA are
better thanks to the elimination of the useless stuttering-transitions during the TGTA
construction.

As a future work, an idea would be to provide a direct conversion of LTL to TGTA,
without the intermediate TGBA step. We believe a tableau construction such as the one of
Couvreur [3] could be easily adapted to produce TGTA. Another important optimization
is to build on-the-fly the TGTA during the construction of the synchronous product.
Especially when the number of atomic propositions (AP) is very large, because this may
lead to build a TGTA with a large number of unnecessary initial states, that are not
synchronized with the initial state(s) of the Kripke structure.
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