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Abstract Event Structures (ESs) address the representation of direct
relationships between individual events, usually capturing the notions of
causality and conflict. Up to now, such relationships have been static,
i.e. they cannot change during a system run. Thus the common ESs
only model a static view on systems. We dynamize causality such that
causal dependencies between some events can be changed by occurrences
of other events. We first model and study the case in which events may
entail the removal of causal dependencies, then we consider the addition
of causal dependencies, and finally we combine both approaches in the so-
called Dynamic Causality ESs. For all three newly defined types of ESs,
we study their expressive power in comparison to the well-known Prime
ESs, Dual ESs, Extended Bundle ESs, and ESs for Resolvable Conflicts.
Interestingly Dynamic Causality ESs subsume Extended Bundle ESs and
Dual ESs but are incomparable with ESs for Resolvable Conflicts.

1 Introduction

Concurrency Model. Event Structures (ESs) usually address statically defined
relationships that constrain the possible occurrences of events, typically repre-
sented as causality (for precedence) and conflict (for choice). An event is a single
occurrence of an action; it cannot be repeated. ESs were first used to give seman-
tics to Petri nets [14], then to process calculi 48], and recently to model quantum
strategies and games [16]. The semantics of an ES itself is usually provided by
the sets of traces compatible with the constraints, or by configuration-based sets
of events, possibly in their partially-ordered variant (posets).

Motivation. Modern process-aware systems emphasize the need for flexibility
into their design to adapt to changes in their environment [I3]. One form of
flexibility is the ability to change the work-flow during the runtime of the system
deviating from the default path, due to changes in regulations or to exceptions.
Such changes could be ad hoc or captured at the build time of the system
[10]. For instance—as taken from [I3]—during the treatment process, and for a
particular patient, a planned computer tomography must not be performed due
to the fact that she has a cardiac pacemaker. Instead, an X-ray activity shall be
performed. In this paper, we provide a formal model that can be used for such
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Figure 1. Landscape of Event Structures (new ESs are bold)

scenarios, showing what is the regular execution path and what is the exceptional
one [I0]. In the conclusion, we highlight the advantages of our model over other
static-causality models w.r.t. such scenarios.

Overview. We study the idea—motivated by application scenarios—of events
changing the causal dependencies of other events. In order to deal with dynam-
icity in causality usually duplications of events are used (see e.g. [5], where copies
of the same event have the same label, but different dependencies). In this paper
we want to express dynamic changes of causality more directly without dupli-
cations. We allow dependencies to change during a system run, by modifying
the causality itself. In this way we avoid duplications of events, and keep the
model simple and more intuitive. We separate the idea of dropping (shrinking)
causality from adding (growing) causality and study each one separately first,
and then combine them. In § [3| we define Shrinking Causality Event Structures
(SESs), and compare their expressive power with other types of ESs. In § [4] we
do the same for Growing Causality Event Structures (GESs). In § we combine
both concepts within the Dynamic Causality Event Structures (DCESs) and
show that they are strictly more expressive than Extended Bundle Event Struc-
tures (EBESs) [8], which are incomparable to SESs and GESs. Although Event
Structures for Resolvable conflicts (RCESs) [12] are shown to be more expressive
than GESs and SESs, they are incomparable with DCESs. The relations among
the various classes of ESs are summarised in Fig. [1, where an arrow from one
class to another means that the first is less expressive than the second. In § [6] we
summarize the contributions and show the limitations of other static-causality
models w.r.t. our example, and conclude by future work.

Related Work. Kuske and Morin in [7] worked on local independence, using local
traces. There actions can be independent from each other after a given history.
Comparing to our work we provide a mechanism for independence of events,
through the growing and shrinking causality, while this related work abstracts
from the way actions become independent. In [I2], van Glabbeek and Plotkin
introduced RCESs, where conflicts can be resolved or created by the occurrence
of other events. This dynamicity of conflicts is complementary to our approach.
As visualized in Fig. [I]| DCESs and RCESs are incomparable but—similarly to
RCESs—DCESSs are more expressive than many other types of ESs.

2 Technical Preliminaries

We investigate the idea of dynamically evolving dependency between events.
Therefore we want to allow that the occurrence of events creates new causal de-
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pendencies between events or removes such dependencies. We base our extension
on prime event structures, because they provide a very simple causality model.
In the following we shortly revisit the main definitions of the types of ESs from
literature we compare with. We omit the labels of events since our results are
not influenced by their presence.

2.1 Prime Event Structures

A prime event structure (PES) [I5] consists of a set of events and two relations
describing conflicts and causal dependencies. To cover the intuition, that events
causally depending on an infinite number of other events can never occur, [15]
requires PESs to satisfy the axiom of finite causes. Additionally the enabling
relation is assumed to be a partial order, i.e. is transitive and reflexive. Further-
more the concept of conflict heredity is required; saying that an event conflicting
with another event conflicts with all its causal successors.

If we allow to add or drop causal dependencies, it is hard to maintain the
conflict heredity and the transitivity and reflexivity of enabling. Because of that
we do not consider the partial order property nor the axiom of conflict heredity
in our definition of PESs. The same applies for the finite causes property which
will be covered through finite configurations, like Def. later on. Note however
that the following version of PESs has the same expressive power as PESs in [15]
w.r.t. to finite configurations.

Definition 1. A Prime Event Structure (PES) is a triple # = (E, #, —), where
E is a set of events, # C E? is an irreflevive symmetric relation (the conflict
relation), and — C E? is the enabling relation.

The computation state of a process that is modeled as a PES is represented
by the set of events that have occurred. Given a PES m = (E, #, —) we call such
sets C' C F that respect # and — as configurations of .

Definition 2. Let 7 = (E,#,—) be a PES. A set of events C C E is a con-
figuration of 7 if it is conflict-free, i.e. Ve,e’ € C'. - (e#e’), downward-closed,
i.e. Ve,e e E.e—e Nel € C = e € C, and the transitive closure of the
enabling relation is acyclic, i.e. —* N C? is free of cycles. We denote the set of
configurations of m by C(x).

An event e is called impossible in a PES if it does not occur in any of its
configurations. Events can be impossible because of enabling cycles, or an over-
lapping between the enabling and the conflict relation, or because of impossible
predecessors.

2.2 Bundle, Extended Bundle and Dual Event Structures

PESs are simple but also limited. They do not allow to describe optional or
conditional enabling of events. Bundle event structures (BESs)—among others—
were designed to overcome these limitations [8]. Enabling of events is based on
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Figure 2. A Bundle ES, an Extended Bundle ES, and a Dual ES.

bundles which are pairs (X, e), denoted as X +— e, where X is a set of events
and e is the event pointed by that bundle. A bundle is satisfied when one event
of X occurs. An event is enabled when all bundles pointing to it are satisfied.
This disjunctive causality allows for optionality in enabling events.

Definition 3. A Bundle Event Structure (BES) is a triple 8 = (E,#,—),
where E is a set of events, # C E? is an irreflevive symmetric relation (the
conflict relation), and — C P(E) x E is the enabling relation, such that for all
X C FE and e € E the bundle X — e implies that for all ey,eq € X with e; # es
it holds e1#tes (Stability).

Figure [2] (a) shows an example of a BES. The solid arrows denote causality,
i.e. reflect the enabling relation, where the bar between the arrows indicates a
bundle, and the dashed line denotes a mutual conflict.

A configuration of a BES is again a conflict-free set of events that is down-
ward-closed. Therefore the stability condition avoids causal ambiguity [9]. To
exclude sets of events that result from enabling cycles we use traces. For a
sequence t = ey ---e, of events let ¢ = {ey,...,e,} and t; = ey---¢;. Let €
denote the empty sequence.

Definition 4. Let § = (E,#,—) be a BES. A trace is a sequence of distinct
events t = ey - - - ey, with t C E such that V1 < 1,5 < n. - (e;#e€;) and such that
Vi<i<n.VXCE.Xw—e = ti_1NX#0Q.

A set of events C C F is a configuration of 3 if there is a trace ¢ such that C' = t.
This trace-based definition of a configuration will be the same for Extended
Bundle and Dual ESs. Let T(5) denote the set of traces and C(8) the set of
configurations of 3.

Partially ordered sets, abbreviated as posets, are used as a semantic model for
different kinds of ESs and other concurrency models (see e.g. [11]). In contrast
to configurations, a poset does not only record the set of events that happened,
but also captures the precedence relations between the events. Formally a poset
is a pair (4, <), where A is a finite set of events and < is a partial order over A.

A poset represents a set of system runs, differing for permutation of indepen-
dent events. To describe the semantics of the entire ES, families of posets [11]
with a prefix relation are used. According to Rensink in [11], families of posets
form a convenient underlying model for models of concurrency, and are more
expressive than families of configurations.

To obtain the posets of a BES, wndow each of its configurations with a partial
order. Let § = (E,#,—) be a BES and C € C(3), and e,e’ € C. Then e <¢ €
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if3IX CE.ec X ANXw—e'. Let <c be the reflexive and transitive closure of
=<c. It is proved in [§] that <¢ is a partial order over C. Let P(3) denote the
set of posets of 3.

Let = and y be two ESs of arbitrary kind on which posets are defined. We
denote that z and y have the same set of posets by x ~, y. Note that for
BESs, EBES, and DESs families of posets are the most discriminating semantics
studied in the literature. So, in these cases, we consider two ESs as behaviorally
equivalent if they have the same set of posets.

The first extension of BESs we consider are Extended Bundle Event Structures
(EBESs) from [8]. The conflict relation # is replaced by a disabling relation.
An event e; disables another event e, means once e; occurs es; cannot occur
anymore. The symmetric conflict # can be modeled through mutual disabling.
Therefore EBESs are a generalization of BESs, and thus are more expressive [§].

Definition 5. An Extended Bundle Event Structure (EBES) is a triple £ =
(E,~,—), where E is a set of events, ~ C E? is the irreflerive disabling
relation, and — C P(E) X E is the enabling relation, such that for all X C E
and e € E the bundle X — e implies that for all e;,es € X with e; # ey it holds
e1~ e (Stability).

Stability ensures that two distinct events of a bundle set are in mutual disabling.
Figure [2| (b) shows an EBES with the two bundles {a, ¢} d and {b, ¢} —d. The
dashed lines denote again mutual disabling as required by stability. A disabling
d ~ e, to be read ‘e disables d’, is represented by a dashed arrow.

Definition 6. Let £ = (E,~», ) be an EBES. A trace is a sequence of distinct
eventst = ey ---e, witht C E such that V1 <i,5 < n. e;~e; = 1< j and
Vi<i<n.VXCE.Xr—e = L, 1NX#D.

We adapt the definitions of configurations and traces of BESs accordingly.
For CeC(¢) and e, e’ e C,lete<c € f IX CE.e€ CANX—é orif ewe.
Again < denotes the reflexive and transitive closure of <, and P(£) denotes
the set of posets of &.

Dual Event Structures (DESs) are the second extension of BES examined
here. They are obtained by dropping the stability condition. This leads to causal
ambiguity, i.e. given a trace and one of its events, it is not always possible to
determine what caused this event. The definition of DESs varies between [0]
(based on EBESs) and [9] (based on BESs). Here we rely on the version of [9].

Definition 7. A Dual Event Structure (DES) is a triple 6 = (E,#,—), where
E is a set of events, # C E? is an irreflexive symmetric relation (the conflict
relation), and — C P(E) x E is the enabling relation.

Figure [2| (c) shows a DES with one bundle, namely {a,b,c} — d, and without
conflicts. Again the definitions of configurations and traces are exactly the same
as in BESs (cf. Def. , therefore we omit them here.
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Because of the causal ambiguity, the definition of < is difficult and the be-
havior of a DES w.r.t. a configuration cannot be described by a single poset any-
more. [9] illustrates that there are different possible interpretations of causality.
The authors defined five different intentional posets: liberal, bundle satisfaction,
minimal, early and late posets. They show the equivalence of the behavioral se-
mantics, and that the early causality and trace equivalence coincide. Thus we
concentrate on early causality. The remaining intentional partial order semantics
are discussed in [I]. To capture causal ambiguity we have to consider all traces
of a configuration to obtain its posets. Below Uj is earlier than U, if the largest
index in Uy \ Uz is smaller than the largest index in Us \ Uy [0].

Definition 8. Let § = (E,#,—) be a DES, t = ey ---e, one of its traces,
1<i<mn, and X1+ e ..., X e; all bundles pointing to e;. A set U is a
cause of e; int ifVee U. 1 <j<i.e=¢€;, V1<k<m.X;NU#0, and U
is the earliest set satisfying the previous two conditions. Let Pq(t) be the set of
posets obtained this way for t.

2.3 Event Structures for Resolvable Conflicts

Event Structures for Resolvable Conflicts (RCES) were introduced in [12] to
generalize former types of ESs and to give semantics to general Petri Nets. They
allow to model the case where a and ¢ cannot occur together until b takes place,
i.e. initially @ and ¢ are in a conflict until the occurrence of b resolves this
conflict. An RCES consists of a set of events and an enabling relation between
sets of events. Here the enabling relation also models conflicts between events.
The behavior is defined by a transition relation between sets of events that is
derived from the enabling relation |-

Definition 9. An Event Structure for Resolvable Conflicts (RCES) is a pair
p=(E,F), where E is a set of events and - C P(E)? is the enabling relation.

In [12] several versions of configurations are defined. Here we consider only
configurations which are both reachable and finite.

Definition 10. Let p = (E,F) be an RCES and X,Y C E. Then X =, Y
(X CYAVZCY.IW C X. Wt Z). The set of configurations of p is
defined as C(p) = {X C E| 0= X ANX is finite }, where —F, is the reflexive
and transitive closure of —rc.

As an example consider the RCES p = (E,F), where E = {a,b,c}, {b} F
{a,c},and P+ X iff X C E and X # {a, c}. It models the above described initial
conflict between a and ¢ that can be resolved by b. In Fig. 3| (p) the respective
transition graph is shown, i.e. the nodes are all reachable configurations of p
and the directed edges represent —.. Note, because of {a,c} C {a,b,c} and
0t/ {a,c}, there is no transition from () to {a,b, c}.

We consider two RCESs as equivalent if they have the same transition graphs.
Note that, since we consider only reachable configurations, the transition equi-
valence defined below is denoted as reachable transition equivalence in [12].
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(») {a}——{a,b} (p+) {a}——{a, b}
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@4’{1)} {a, b, C} @4’{17}

{e}——1b,c} {e}——A{b,c}
Figure 3. Transition graphs of RCESs with resolvable conflict (p) and disabling (p-).

{a,c}—>{a,b,c}

Definition 11. Two RCESs p = (E, =) and p' = (E',—!.) are transition

rc

equivalent, denoted by p~ p', if E = E' and —. N (C(p))*> = =/ N(C(p'))>.

Again we adapt the notion of transition equivalence to arbitrary types of
ESs with a transition relation. Let z and y be two arbitrary types of ESs on
that a transition relation is defined. We denote the fact that z and y have the
same transition graphs by z~;y. Note that for RCESs, transition equivalence is
the most discriminating semantics studied in the literature. So we consider two
RCESs as behavioral equivalent if they have the same transition graphs.

3 Shrinking Causality

Now we add a new relation which represents the removal of causal dependencies
as a ternary relation between events > C E3. For instance (a, ¢, b) € 1>, denoted
as [a—b] > ¢, models that a is dropped from the set of causal predecessors of
b by the occurrence of ¢. The dropping is visualized in Fig. a) by a dashed
arrow with empty head from the initial cause a — b to its dropper c. We add this
relation to PESs and denote the result as shrinking causality event structures.

Definition 12. A Shrinking Causality Event Structure (SES) is a pair o =
(m,1>), where 1 = (E,#,—) is a PES and 1> C E3 is the shrinking causality
relation such that [e—¢e"|>¢€’ implies e— € for alle,e’,e” € E.

Sometimes we expand (m,>) and write (E, #, —,>). For [c—t]>m we call
m the modifier, ¢ the target, and c the contribution. We denote the set of all
modifiers dropping ¢ — t by [¢ — t]>. We refer to the set of dropped causes of an
event w.r.t. a specific history by the function dc : P(E) x E — P(E) defined as:
de(H,e) ={e’ |3d € H. [¢ —e]>d}. We refer to the initial causes of an event
by the function ic : E — P(E) such that: ic(e) = {€’ | ¢ —e}. The semantics of
a SES can be defined based on posets similar to BESs, EBESs, and DESs, or
based on a transition relation similar to RCESs. We consider both.

Definition 13. Let 0 = (E,#,—,1>) be a SES.
— A trace of o is a sequence of distinct events t = ey ---e, witht C E such
that V1 < i,j <n. = (ei#e;) and V1 <i < n. (ic(e;) \ de(fi1,e;)) C 1.
C C FE is a traced-based configuration of o if there is t such that C =t. Let
Cr.(0) be the set of traced-based configurations, T (o) the set of traces of o.
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Figure4. A SES and GESs modeling disabling, conflict, temporary disabling, and
resolvable conflicts.

— Lett =€ e, € T(o) and 1 < i < n. A set U is a cause of e; in t if
VeeU.31<j<i.e=c¢ey, (icle;) \de(U,e;)) CU, and U is the earliest set
satisfying the previous two conditions. Let Pg(t) be the set of posets obtained
this way for t.

— Lt X,)Y CE. Then X =Y if X CY,Ve, e/ €Y. (e#e), andVe e Y\ X .
(ic(e) \ de(X,e)) C X.

— The set of all configurations of o is C(o0) = {X C E | 0—*X AN X is finite },
where —% is the reflexive and transitive closure of —s.

The combination of initial and dropped causes ensures that for each e; € ¢, all
its initial causes are either preceding e; or dropped by other events preceding
e;. Note that as for DESs we concentrate on early causality. We consider the
reachable and finite configurations w.r.t. to —¢ as well as configurations based
on the traces. Note that both definitions coincide.

To show that ~, and ~ coincide on SESs we make use of the result that
~, and trace equivalence coincide on DES (compare to [9]) and show that SESs
are as expressive as DESs. Consider the shrinking-causality [c—t]>d. It models
the case that initially ¢ causally depends on ¢ which can be dropped by the
occurrence of d. Thus for ¢ to be enabled either ¢ occurs or d does. This is a
disjunctive causality as modeled by DESs. In fact [c—t]>d corresponds to the
bundle {¢,d} — t. We prove that we can map each SES into a DES with the
same behavior and vice versa. To translate a SES into a DES we create a bundle
for each initial causal dependence and add all its droppers to the bundle set.

In the opposite direction we map each DES into a set of similar SESs such
that each SES in this set has the same behavior as the DES. Intuitively we have
to choose an initial dependency for each bundle from its set, and to translate
the rest of the bundle set into droppers for that dependency. Unfortunately the
bundles that point to the same event are not necessarily disjoint. Consider for
example {a,b} — e and {b,c} — e. If we choose b — e as initial dependency
for both bundles to be dropped as [b—e] > a and [b—e] > ¢, then {a,e} is a
configuration of the resulting SES but not of the original DES. So we have to
ensure that we choose distinct events as initial causes for all bundles pointing to
the same event. Thus for each bundle we choose a fresh event as initial cause,
make it impossible by a self-loop, and add all events of the bundle as droppers.
Note that to translate a DES into a SES we have to introduce additional events,
i.e. it is not always possible to translate a DES into a SES without additional
impossible events. All proofs can be found in [I].
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Theorem 1. SESs are as expressive as DESSs.

In [I] we show that each SES and its translation as well as each DES and its
translation have the same set of posets considering not only early but also liberal,
minimal, and late causality. Thus the concepts of SESs and DESs are not only
behaviorally equivalent but—except for the additional impossible events—also
structurally closely related.

Note that ~,, ~, and trace-equivalence coincide on SES.

Theorem 2. Let 0,0’ be two SESs. Then o~,0" iff o~ 0’ iff T(0) = T(o).

As shown above SESs allow to model disjunctive causality. As an example
consider the dropping of a causality as in Fig. a). Such a disjunctive causality
is not possible in EBESs. On the other hand the asymmetric conflict of an EBES
cannot be modeled with a SES. As an example consider Fig. [2[(b),where e cannot
precede d.

Theorem 3. SESs and EBESSs are incomparable.

SESs are strictly less expressive than RCESs, because each SES can be trans-
lated into a transition-equivalent RCES, and on the other hand there are RCESs
that cannot be translated into a transition-equivalent SES. As a counterexam-
ple we use the RCES p, = ({e, f},{0+0,0F {e},0 {f},{e} F {e, f}}) that
captures disabling in an EBES.

Theorem 4. SESs are strictly less expressive than RCESs.

4 Growing Causality

As in SESs we base our extension for growing causality on PESs. We add the
new relation » C E3, where (a,c,b) € », denoted as c¢» [a — b], models that ¢
adds a as a cause for b. Thus c is a condition for the causal dependency a—b.

The adding is visualized in Fig. d) by a dashed line with a filled head from
the modifier ¢ to the added dependency a — b, which is dotted denoting that
this dependency does not exist initially (In this example there is an additional
causality c—a).

Definition 14. A Growing Causality Event Structure (GES) is a pair v =
(m,»), where m = (E,#,—) is a PES and » C E® is the growing causality
relation such that Ve,e', e’ € E.e'we = "] = —(e —€").

We refer to the causes added to an event w.r.t. a specific history by the function
ac: P(E) x E — P(E), defined as ac(H,e) ={¢’ | Ja € H.aw ¢/ — €]}, and to
the initial causality by the function ic as defined in § [3] Similar to the RCESs
the behavior of a GES can be defined by a transition relation. Thus we consider
two GESs as equally expressive if they are transition-equivalent.
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Definition 15. Let v = (E, #,—,») be a GES.

— A trace of v is a sequence of distinct eventst = ey - - - e, witht C E such that
V1<i,j<n.-(e#e;) and (ic(ei) U ac(ﬂ, ei)) C ti_1 for alli < n.Then
C C F is a trace-based configuration of 7 if there is a trace t such that
C =t. The set of traces of v is denoted by T () and the set of its trace-based
configurations is denoted by Crp.(7).

— Let X, Y CE. Then X =, Y if X CY, Ve, € Y. —(efte), Ve € YV \
X. (icle)Uac(X,e)) C X, andVit,m e Y\ X. Ve e E.mwp[c > t] =
(ce X vm € {c,t}).

— The set of all configurations of v is C(y) = {X CE|0—=z X ANX is finite },
where —g is the reflexive and transitive closure of —g.

The last condition in the transition definition prevents the concurrent occur-
rence of a target and its modifier since they are not independent. One exception
is when the contribution has already occurred; in that case, the modifier does not
change the target’s predecessors. It also captures the trivial case of self adding,
i.e. when a target adds a contribution to itself or a modifier adds itself to a
target. Again we consider the reachable and finite configurations, and show in
[1] that the definitions of reachable and trace-based configurations coincide.

Disabling as defined in EBESs or the asymmetric event structure of [3] can be
modeled by ». For example b~ a can be modeled by b» [a — a] as depicted in
Fig.[4] (b). Conflicts can be modeled by » through mutual disabling, as depicted
in Fig. [4] (c), and thus the conflict relation can be omitted in this ES model.

In inhibitor event structures [2] there is a kind of disabling, where an event
e can be disabled by another event d until an event out of a set X occurs. This
kind of temporary disabling provides disjunction in the re-enabling that cannot
be modeled in GESs but in DCESs (cf. the next section). However temporary
disabling without a disjunctive re-enabling can be modeled by a GES as in
Fig. 4] (d).

Also resolvable conflicts can be modeled by a GES. For example the GES in
Fig. 4] (e) with a» [c — b] and b» [¢ — a] models a conflict between a and b
that can be resolved by c. Note that this example depends on the idea that a
modifier and its target cannot occur concurrently (cf. Def. . Note also that
resolvable conflicts are a reason why families of configurations cannot be used
to define the semantics of GESs or RCESs.

As shown in Fig. 4] (b) GESs can model disabling. Nevertheless EBESs and
GESs are incomparable, because GESs cannot model the disjunction in the en-
abling relation that EBESs inherit from BESs. On the other hand EBESs cannot
model conditional causal dependencies. Thus GESs are incomparable to BESs
as well as EBESs.

Theorem 5. GESs are incomparable to BESs and EBESs.

GESs are also incomparable to SESs, because the adding of causes cannot be
modeled by SESs. As a counterexample we use the GES of Fig. [4] (c). Then since
BESs are incomparable to GESs, BESs are less expressive than DESs, and DESs
are as expressive as SESs, we conclude that GESs and SESs are incomparable.
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Theorem 6. GESs and SESs are incomparable.

As illustrated in Fig. 4] (d) GESs can model resolvable conflicts. Nevertheless
they are strictly less expressive than RCESs, because each GES can be trans-
lated into a transition equivalent RCES and on the other hand there exists no
transition equivalent GES for the RCES p, = ({a,b,c},}) that is given by the
second transition graph in Fig. [3| It models the case, where after a and b the
event ¢ becomes impossible, i.e. it models disabling by a set instead of a single
event.

Theorem 7. GESs are strictly less expressive than RCESs.

5 Dynamic Causality

Up to now we have investigated shrinking, and growing causality separately. In
this section we combine them and examine the resulting expressiveness.

Definition 16. A Dynamic Causality Event Structure (DCES) is a triple A =
(7,1>,»)—expanded (E,#,—,>,»)—, where 1 = (E,#,—) is a PES, > C E3
is the shrinking causality relation, and » C E® is the growing causality relation
such that for alle,e’,e” € E: 1. [e—e"|>e/ Afm e E.mw[e — "] = e — ¢
2.¢ple—=e|APmeE. [e=e|>m = —(e > ¢€) 3 ew»le—e] =
—([e—e"]>¢).

Conditions[1] and [2] are just a generalization of the conditions in Defs. [12] and
respectively. If there are droppers and adders for the same causal dependency we
do not specify whether this dependency is contained in —, because the semantics
depends on the order in which the droppers and adders occur. Condition
prevents that a modifier adds and drops the same cause for the same target.

The order of occurrence of droppers and adders determines the causes of an
event. For example assume a® [¢c — t] and [c—t] > d, then after ad, t does not
depend on ¢, whereas after da, t depends on ¢. Thus configurations like {a,d}
are not expressive enough to represent the state of such a system (cf. Lem. .

Therefore in a DCES a state is a pair of a configuration C' and a causal state
function cs, which computes the causal predecessors of an event, that are still
needed.

Definition 17. Let A = (E,#,—,>,») be a DCES. The function mc : P(E) x
E — P(E) denotes the maximal causality that an event can have after some
history C C E, and is defined as mc(C,e) ={e’ €e E\C |e' - eVIacC.am
[e — e]}. A state of A is a pair (C,cs) where cs : E\ C — P(E\ C) such that
C C E and cs(e) C mc(C,e). We denote cs as causality state function, which
shows for an event e that did not occur, which events are still missing such that e
is enabled. An initial state of A is So = (), csi), where csi(e) = {e’ € E | ¢ — e}.

Note that Sy is the only state with an empty set of events; for other sets of
events there can be multiple states. The behavior of a DCES is defined by the
transition relation on its reachable states with finite configurations.
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Definition 18. Let A = (E,#,—,>,») be a DCES and C,C’" C E. Then
(C,cs)—=q (C'cs') if:

1.ccc’ 2. Ve,e' € C'. =(efte) 3.Vee C'\C. cs(e) =0

4. Ve, e ENC'.¢ €cs(e)\cs'(e) = [¢/ —e]>nN(C'\C)#0D

5.Ve,el e E\C'. [¢f = el>N(C'\C) #0 =€ ¢ cs'(e)

6.Vee E\C'.e¢ €cs'(e)\cs(e) =m[e = e|N(C'\C)#0

7. Ve, € ENC'. »le/ = e]N(C'\C) £ = ¢ €cs'(e)

8.Ve,e e E\C.[e/ = e]l>N(C'\C)=0vr[c =N (C'\C)=10
9.¥t,meC'\C.Vee E.mw»[c—1t] = (ce CVme{t}).

Condition [I] ensures the accumulation of events. Condition ] ensures conflict
freeness. Condition [3] ensures that only events which are enabled after C' can
take place in C’. Condition [4] ensures that, if a cause disappears, there has to
be a dropper of it. The same is ensured by Condition [6] for appearing causes.
Condition [p| ensures that if there are adders, the cause has to appear in the
new causal state, unless it occurred. Similarly, Condition [7] ensures, that causes
disappear, when there are droppers. To keep the theory simple, Condition
avoids race conditions; it forbids the occurrence of an adder and a dropper of
the same causal dependency within one transition. Condition [9] ensures that
DCESs coincide with GESs.

Definition 19. Let A be a DCES. The set of (reachable) states of A is defined
as S(A) = {(X,csx) | So =} (X,csx) A X is finite }, where =} is the reflexive
and transitive closure of —q.

Two DCESs A = (E,#,—,>,») and A" = (E',#',=/,>/,»’) are state
transition equivalent, denoted by A~y A, if E = E' and —4 N(S(A))* = -
n(S(A))*.

Lemma 1. There are DCESSs that are transition equivalent but not state tran-
sition equivalent.

Because of the previous Lemma, we consider the more discriminating equiva-
lence ~y—instead of ~—to compare DCESs and to compare with DCESs. To
compare with RCESs, we use the counterexample p., of Fig. [3| to show that not
for every RCES there is a transition-equivalent DCES. Moreover RCESs cannot
distinguish between different causality states of one configuration (cf. Lem. .
Consequently DCESs and RCESs are incomparable.

Theorem 8. DCESs and RCESs are incomparable.

By construction, DCESs are at least as expressive as GESs and SESs. To embed
a SES (or GES) into a DCES it suffice to choose » = ) (or > = ). Furthermore
are DCESs incomparable to RCESs which are strictly more expressive than GESs
and SESs. Thus DCESs are strictly more expressive then GESs and SESs.

Theorem 9. DCESs are strictly more expressive than GESs and SESs.

To compare with EBESs, we use the disabling of GESs, and the disjunctive
causality of SESs. The translation of an EBES into a DCES is formally defined in
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Figure 5. A DCES, a BES, and a DES modeling the medical example.

[1], where disabling uses self-loops of target events, while droppers use auxiliary
impossible events, not to intervene with the disabling. Besides we construct
posets for the configurations of the translation, and compare them with those of
the original EBES. In this way we prove that DCESs are at least as expressive
as EBESs. But since EBESs cannot model the disjunctive causality—without a
conflict—of SESs which are included in DCESs, the following result holds.

Theorem 10. DCESs are strictly more expressive than EBESs.

6 Conclusions

We study the idea that causality may change during system runs in event struc-
tures. For this, we enhance a simple type of ESs—the PES—by means of ad-
ditional relations capturing the changes in events’ dependencies, driven by the
occurrence of other events.

First, in § [3] we limit our concern to the case where dependencies can only
be dropped. We call the new resulting event structure Shrinking Causality ES
(SES). In that section, we show that the exhibited dynamic causality can be ex-
pressed through a completely static perspective, by proving equivalence between
SESs and DESs. By such a proof, we do not only show the expressive power
of our new ES, but also the big enhancement in expressive power (w.r.t. PESs)
gained by adding only this one relation.

Later on, in § 4l we study the complementary style where dependencies can
be added to events, resulting in Growing Causality ES (GES). We show that the
growing causality can model both permanent and temporary disabling. Besides,
it can be used to resolve conflicts and, furthermore, to force conflicts. Unlike
the SESs, the GESs are not directly comparable to other types of ESs from the
literature, except for PESs; one reason is that they provide a conjunctive style
of causality, another is their ability to express conditioning in causality.
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Finally, in §[f] we combine both approaches of dynamicity with a new type of
event structures, which we called the Dynamic Causality ES (DCES). Therein
a dependency can be both added and dropped. For this new type of ESs the
following two—possibly surprising—facts can be observed: (1) There are types
of ESs that are incomparable to both SESs and GESs, but that are compara-
ble to (here: strictly less expressive than) DCESs, i.e. the combination of SESs
and GESs; one such type is EBESs. (2) Though SESs and GESs are strictly
less expressive than RCESs, their combination—the newly defined DCESs—is
incomparable to RCESs, or any other type of ESs with a static causality.

To highlight the pragmatic advantages of dynamic-causality ESs over their
equivalent and non-equivalent competitor ESs, we go back to our example men-
tioned in the motivation. Reichert et al. in [I0] emphasize that the model of
such processes should distinguish between the regular execution path and the
exceptional one. Accordingly, they define two labels, REGULAR and EXCEP-
TIONAL, to be assigned to tasks. Fig.[5|(a) shows a DCES model of our example,
where rest represents the rest of the treatment process, and ct represents the
computer tomography. The initial causality in a DCES e.g. ¢t — rest corre-
sponds to the regular path of a process, while the changes carried by modifiers
e.g. cardiac pacemaker correspond to exceptional one. Other static-causality ESs
like a BES and a DES can model the fact that either the computer tomography
XOR the X-ray is needed, as shown in Fig. [f[b) and [5c). The same can be
done by an equivalent RCES. However, we argue that none of these models can
distinguish between regular and exceptional paths.

Thus our main contributions are: 1. We provide a formal model that allows
us to express dynamicity in causality. Using this model, we enhance the PESs
yielding SESs, GESs and DCESs. 2. We show the equivalence of SESs and DESs.
3. We show the incomparability of GESs to many other types of ESs. 4. We show
that DCESs are strictly more expressive than EBESs and thus strictly more
expressive than many other existing types of ESs. 5. We show that DCESs are
incomparable to RCESs. 6. The new model succinctly supports modern work-
flow management systems.

In [5] Crafa et al. defined an Event Structure semantics for the m-calculus
based on Prime ESs. Since the latter do not allow for disjunctive causality which
they needed, and in order to avoid duplications of events, they extended Prime
ESs with a set of bound names, and altered the configuration definition to allow
for such disjunction. With Shrinking-Causality ESs—that can express disjunc-
tive causality—this problem could possibly be addressed more naturally without
copying events. Here higher-order dynamicity, i.e. to allow for adding and drop-
ping of adders and droppers, might help to deal with the instantiation of variables
caused by communications involving bound names.

Up to now, we limit the execution of a DCESs such that an interleaving
between adders and droppers of the same causal dependency is forced. As a
future work, we want to study the case where modifiers of the same dependency
can occur concurrently—read: at the very same instant of time—in DCESs.
Similarly, we want to investigate the situation of concurrent occurrence of an
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adder and its target in GESs. Furthermore, we want to study the ideas of adding
and dropping by sets of events or even higher-order dynamics, i.e. events that
may change the role of events to adders, dropper or back to normal events.
Additionally, the set of possible changes in our newly defined ESs must still be
declared statically. We will also investigate the idea that ESs can evolve, by
supporting ad hoc changes, such that new dependencies as well as events can be
added to a structure.
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