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The zero relaxation limit for the Aw-Rascle-Zhang traffic flow

model

Paola Goatin∗ Nicolas Laurent-Brouty†

April 6, 2018

Abstract

We study the behavior of the Aw-Rascle-Zhang model when the relaxation parameter
converges to zero. In a Lagrangian setting, we use the Wave-Front-Tracking method with
splitting technique to construct a sequence of approximate solutions. We prove that this
sequence converges to a weak entropy solution of the relaxed system associated to a given
initial datum with bounded variation. Besides, we also provide an estimate on the decay
of positive waves. We finally prove that the solutions of the Aw-Rascle-Zhang system with
relaxation converge to a weak solution of the corresponding scalar conservation law when
the relaxation parameter goes to zero.

1 Introduction

Conservations laws have first been used to model traffic flow as a fluid in mid-fifties by Lighthill
and Whitham [33] and Richards [38]. This became the Lighthill-Whitham-Richards (LWR)
model, which consists in a single conservation law accounting for the conservation of cars:

Btρ` Bxpρvpρqq “ 0, x P R, t ą 0, (1.1)

where ρ “ ρpt, xq represents the density of vehicles on the road and v “ vpρq denotes the mean
velocity of the flow. In order to capture particular characteristics of traffic flow, like stop-and-go
waves, second-order models were developed afterwards. The first one was the Payne-Whitham
model (PW) [36, 42]. Unfortunately, as mentioned in [21], it presents some drawbacks, like the
unrealistic fact that information may propagate faster than the actual velocity of cars. Taking
these limitations into account, Aw, Rascle [5] and Zhang [43], proposed a new two-equations
model, which is referred to as the Aw-Rascle-Zhang (ARZ) model:

#

Btρ` Bxpρvq “ 0,

Btpv ` ppρqq ` vBxpv ` ppρqq “ 0,
x P R, t ą 0, (1.2)
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where ppρq is a pseudo-pressure function accounting for drivers’ anticipation of downstream
density changes. To ensure that system (1.2) is strictly hyperbolic, with a genuinely nonlinear
and a linearly degenerate characteristic fields, we impose the following constraints:

ρ ą 0, ppρq ě 0, p1pρq ą 0, 2p1pρq ` ρp2pρq ą 0. (1.3)

Subsequently, in [37] and [23] the authors suggest to add a relaxation term, to ensure that
the velocity of the flow is relaxed towards the equilibrium speed:

#

Btρ` Bxpρvq “ 0,

Btpv ` ppρqq ` vBxpv ` ppρqq “
V pρq´v

δ ,
(1.4)

where V pρq ě 0 is a non-increasing function which represents the equilibrium speed, and δ ą 0 is
a relaxation parameter. To ensure a well-defined problem, the system must satisfy the so-called
sub-characteristic condition [14, 15] :

´p1pρq ă V 1pρq ă 0 for ρ ą 0. (1.5)

Note that if p1pρq “ ´V 1pρq, the system can be decoupled and reduced to the scalar case [31].
The case V 1pρq “ 0 does not make sense for traffic modeling, since it would imply that the
equilibrium velocity is independent of the density. Multiplying the first equation of (1.4) by
p1pρq and subtracting its terms to the second equation, we obtain:

#

Btρ` Bxpρvq “ 0,

Btv ` pv ´ ρp
1pρqqBxv “

V pρq´v
δ .

(1.6)

Under hypotheses (1.3), the associated homogeneous system is strictly hyperbolic (away from
vacuum) with eigenvalues λ1 “ v ´ ρp1pρq and λ2 “ v.
The conservative form of (1.4), (1.6) is given by (see [5]):

#

Btρ` Bxpρvq “ 0,

Btpρpv ` ppρqqq ` Bxpρvpv ` ppρqqq “ ρV pρq´vδ .

Defining w :“ v ` ppρq, we obtain:

#

Btρ` Bxpρvq “ 0,

Btpρwq ` Bxpρvwq “ ρV pρq´vδ ,
(1.7)

which can be rewritten into Lagrangian coordinates pT,Xq [18] as follows. We denote by τ the
specific volume, such that τ “ 1

ρ . Using the notations

p̃pτq “ p

˜

1

τ

¸

, Ṽ pτq “ V

˜

1

τ

¸

, p̃1pτq “ ´
1

τ2
p1

˜

1

τ

¸

ă 0,

we obtain the following equivalent hyperbolic system

$

&

%

BT τ ´ BXv “ 0,

BTw “
Ṽ pτq´v

δ ,
(1.8)
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where

BxX “ ρ, BtX “ ´ρv, T “ t,

with initial data
#

τp0, ¨q “ τ0,

wp0, ¨q “ w0.
(1.9)

Remark. We remind the reader that systems (1.7) and (1.8) are equivalent if we consider classical
solutions, but weak solutions must be treated more carefully, particularly in the presence of
vacuum. We refer to [41] for precise equivalence conditions between weak solutions of Eulerian
and Lagrangian systems.

In Lagrangian notations, the sub-characteristic condition (1.5) becomes

p̃1pτq ă ´Ṽ 1pτq ă 0. (1.10)

The homogeneous system in (1.8) admits as eigenvalues λ1 “ p̃1pτq “ ´ρ2p1pρq ă 0 and λ2 “ 0,
and the associated Riemann invariants are w and v. The first characteristic field is genuinely
nonlinear, while the second is linearly degenerate. The system is a Temple class system, since
shock and rarefaction curves coincide [40].

The literature about relaxation limits of hyperbolic systems of conservation laws is huge,
starting from the seminal paper of Chen, Levermore and Liu [14], which is based on the com-
pensated compactness method. Results relying on the Wave-Front Tracking (WFT) method
[20, 25] were obtained in [2] for the 2ˆ2 elasticity system and in [1] for a 3ˆ3 system modeling
multiphase reactive flows. For works concerning traffic models, we recall the result by Lattanzio
and Marcati [27] on the Payne-Whitham model with relaxation, which proves the convergence
to the equilibrium solutions for L8 initial data by compensated compactness. Several results
by Li [28, 29, 30, 31, 32] concern either different models, or an ARZ-type model in which the
pressure p satisfies p1pρq “ ´V 1pρq. They are mainly achieved using Glimm’s scheme or finite
difference approximations.

In this work, we provide a rigorous proof of existence of solutions for the relaxed ARZ system
(1.8), as well as the convergence of these solutions to the equilibrium LWR equation

Btτ ´ BX Ṽ pτq “ 0,

as δ Ñ 0. The proofs are based on the construction of approximate solutions by means of
the wave-front tracking technique. This choice is motivated by the lack of Total Variation
(TV ) bounds on classical finite volume (Godunov) approximations, which were used in [4,
6, 23]. Indeed, it is well-known that, since these schemes are constructed taking means of the
conservative variables, they are not able to preserve the total variation of Riemann invariants. In
particular, in the case of the ARZ system, they may not capture correctly contact discontinuities,
and adapted schemes must be used [13]. This point will be discussed in the Appendix.

The paper is organized as follows. In Section 2, we detail the construction of WFT approxi-
mations and we derive the necessary L8 and TV uniform bounds to guarantee their convergence
towards a solution of (1.8), which is detailed in Section 3. In Section 4 we prove some decay
estimates for positive genuinely nonlinear waves occurring in solutions of system (1.8). Finally,
Section 5 is devoted to the proof of the relaxation limit.
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2 WFT approximations

In this section, we construct wave-front tracking approximations of the solution following the
approach developed for similar cases in [2, 7]. The approximate solution is constructed in a two-
step process, which successively solves the homogeneous system for a given piecewise constant
initial datum, and then integrate the source term contained in the following ODE:

wt “
Ṽ pτq ´ v

δ
.

Given two constants 0 ă τ̌ ă τ̂ ă `8, let us define the domain E as

E “ Epτ̌ , τ̂q :“

"

u “ pτ, wq P rτ̌ , τ̂ s ˆ r0,`8r : min
τ
Ṽ pτq ď w ´ p̃pτq ă w ď max

τ

´

Ṽ pτq ` p̃pτq
¯

*

.

In particular, note that vacuum states are excluded by the above domain. For any M ą 0, we
define the family of functions:

DpMq :“
 

u : RÑ E : TV pwpuqq ` TV pvpuqq ďM
(

,

where vpuq “ w ´ p̃pτq is the second Riemann invariant.

2.1 Construction of approximate solutions via wave-front tracking

Given a fixed time horizon T ą 0, consider a sequence of time-steps ∆tν ą 0, ν P N, such that
∆tν ÝÝÝÑ

νÑ8
0. Let U0 “ pτ0, w0q P DpMq. For each ν P N, the interval p0, T q can be partitioned in

segments of the form rn∆tν , pn` 1q∆tνs, n P N. We denote Uνpt, xq “ pτν , wνqpt, xq, t P r0, T s,
x P R, the sequence of WFT approximations of the solution of system (1.8). We construct it
iteratively, for each ν P N, with the following process:

1. Define a sequence a piecewise constant functions Uν0 “ pτ
ν
0 , w

ν
0q P DpMq satisfying:

TV pwν0q ď TV pw0q, ‖wν0 ´ w0‖L8 ď
1

ν
, ‖τν0 ´ τ0‖L1 ď

1

ν
, (2.1)

TV pvpUν0 qq ď TV pvpU0qq, ‖vpUν0 q ´ vpU0q‖L8 ď
1

ν
, ‖vpUν0 q ´ vpU0q‖L1 ď

1

ν
. (2.2)

The existence of such Uν0 is provided by [8, Lemma 2.2].

2. For each ν P N, the piecewise constant function Uν0 has a finite number of discontinuities.
Solve the homogeneous system

#

Btτ ´ BXv “ 0,

Btw “ 0,
(2.3)

for each Riemann problem arising at all discontinuities for t P r0,∆tνq using wave-front
tracking method [7], and name Uνpt, ¨q, t P r0,∆tνq, the corresponding piecewise constant
function.

We recall that the system (2.3) admits as eigenvalues λ1 “ p̃1pτq “ ´ρ2p1pρq ă 0 and
λ2 “ 0, and the associated Riemann invariants are w and v. Each Riemann problem
can thus be solved by a shock or rarefaction with negative speed and/or a stationary

contact discontinuity. More precisely, we fix the parameter εν “ 2
´1

∆tν , and we consider
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an approximate Riemann solver in order to generate piecewise constant approximate so-
lutions. In particular, the solver does not modify shock waves and contact discontinu-
ities. Any rarefaction is approximated by a fan of waves of size εν moving with speed
9xαptq “ λ1pτ, wqpt, xα`q and thus violating the Rankine-Hugoniot and the entropy condi-

tions with a global error of order Opενq (see [8, Section 7.1]). The approximate Riemann
solver can then be applied at each discontinuity, and the corresponding solutions be prop-
agated until a wave interaction occurs for t ă ∆tν . We can assume without loss of
generality that only two waves interact at a given time, by possibly altering slightly their
speed. When two waves interact, a new Riemann problem can be solved approximately
and the solution prolonged until the next interaction.

3. At t “ ∆tν , we define

τνp∆tν , ¨q “ τνp∆tν´, ¨q, (2.4)

wνp∆tν , ¨q “ wνp∆tν´, ¨q `∆t
Ṽ pτνp∆tν , ¨qq ´ vpUνp∆tν´, ¨qq

δ
. (2.5)

Note that τ is conserved during the splitting scheme, while w is updated according to the
relaxation term:

w` “ w´ `∆t
Ṽ pτq ´ v´

δ
,

see Figure 1.

t´n

t`n

τl, w
´
l

τr, w
´
r

τl, w
`
l τr, w

`
r

Figure 1: Notations used in step 3.

4. Treat Uνp∆tν , ¨q as a new piecewise constant initial condition and repeat the previous
steps 2-3 to define the solution Uνpt, ¨q for each t P r0, T s, for any T ą 0 fixed.

We observe that for each ν the total number of waves generated is finite. It does not increase
when solving the homogeneous system (2.3) between two consecutive time-steps, and can only
increase by a finite rate at each time-step t “ tn “ n∆tν , n P N, when generating approximate
rarefaction fans.

2.2 Estimates on WFT approximate solutions

In order to achieve the necessary L8 uniform bounds, we identify the invariant domains [24] of
system (1.8). For simplicity of notations we fix ν ą 0, ∆t “ ∆tν and work on U “ Uν .

Lemma 2.1. For ∆t ď δ, the set E is an invariant domain for the proposed WFT scheme.

Proof. It is obvious that the domain E is invariant for the homogeneous system, since w and v
are the two Riemann invariants of the system. Let us therefore focus on the evolution step 3.
Skipping the index ν for simplicity, we remind that we have:

w` “ w´ `
∆t

δ

´

Ṽ pτq ´ v´
¯

“ w´
ˆ

1´
∆t

δ

˙

`
∆t

δ

´

Ṽ pτq ` p̃pτq
¯

,
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v` “ w` ´ p̃pτq “ v´
ˆ

1´
∆t

δ

˙

`
∆t

δ
Ṽ pτq.

Let u´ “ pτ, w´q P E. The inequality v` ď w` is straightforward.
Assuming ∆t ď δ, we distinguish the following situations:

• Case 1: The velocity is above the equilibrium speed

v´ ě Ṽ pτq ô w´ ě Ṽ pτq ` p̃pτq

Then

v` ě Ṽ pτq

ˆ

1´
∆t

δ

˙

`
∆t

δ
Ṽ pτq “ Ṽ pτq ě min

τ
Ṽ pτq,

w` “ w´ `
∆t

δ

´

Ṽ pτq ` p̃pτq ´ w´
¯

ď w´ ď max
τ

´

Ṽ pτq ` p̃pτq
¯

,

therefore u` “ pτ, w`q P E.

• Case 2: The initial velocity is below the equilibrium speed

v´ ď Ṽ pτq ô w´ ď Ṽ pτq ` p̃pτq

Then

v` “ v´ `
∆t

δ

´

Ṽ pτq ´ v´
¯

ě v´ ě min
τ
Ṽ pτq

w` “ w´
ˆ

1´
∆t

δ

˙

`
∆t

δ

´

Ṽ pτq ` p̃pτq
¯

ď Ṽ pτq ` p̃pτq ď max
τ

´

Ṽ pτq ` p̃pτq
¯

,

thus u` P E.

The uniform TV bound is provided by the following lemma.

Lemma 2.2. For ∆t ď δ, the total variation of the Riemann invariants of the constructed
approximation Uν is non-increasing in time:

TV pwνpt, ¨qq ` TV pvpUνpt, ¨qqq ď TV pwν0q ` TV pvpU
ν
0 qq, for a.e. t ą 0.

Proof. When solving the homogeneous system in step 2, the total variation of both Riemann
invariants is non increasing in time since we are dealing with a Temple system [7]. We thus
focus on the evolution of the total variation at step 3. We recall that

τpt`n , xq “ τpt´n , xq,

wpt`n , xq “ wpt´n , xq `
∆t

δ

´

Ṽ pτq ´ w ` p̃pτq
¯

pt´n , xq.

Therefore

ˇ

ˇ

ˇ
w`r ´ w

`
l

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

ˇ

ˇ

pw´r ´ w
´
l q `

∆t

δ

„

´

Ṽ pτrq ´ Ṽ pτlq
¯

`
`

p̃pτrq ´ p̃pτlq
˘

´ pw´r ´ w
´
l q



ˇ

ˇ

ˇ

ˇ

ˇ
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ˇ

ˇ

ˇ
v`r ´ v

`
l

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ
pw`r ´ w

`
l q ´

`

p̃pτrq ´ p̃pτlq
˘

ˇ

ˇ

ˇ
,

“

ˇ

ˇ

ˇ

ˇ

ˇ

pw´r ´ w
´
l q `

∆t

δ

„

´

Ṽ pτrq ´ Ṽ pτlq
¯

`
`

p̃pτrq ´ p̃pτlq
˘

´ pw´r ´ w
´
l q



´
`

p̃pτrq ´ p̃pτlq
˘

ˇ

ˇ

ˇ

ˇ

ˇ

.

We distinguish three cases, depending on the wave arriving at t “ t´n .

1-rarefaction wave. We denote by Ul and Ur respectively the left and right states of the
wave hitting the line t “ tn at t “ t´n . Let us consider first the case where Ul and Ur are
connected through a rarefaction wave. This implies w´l “ w´r and τl ă τr (and v´l ă v´r ). In

addition, Ṽ is an increasing function of τ , ie Ṽ pτlq ă Ṽ pτrq. The same way, p̃ is a decreasing
function of τ . Thus p̃pτlq ą p̃pτrq. We have:

ˇ

ˇ

ˇ
w`r ´ w

`
l

ˇ

ˇ

ˇ
“

∆t

δ

ˇ

ˇ

ˇ

´

Ṽ pτrq ´ Ṽ pτlq
¯

looooooooomooooooooon

ě0

`
`

p̃pτrq ´ p̃pτlq
˘

loooooooomoooooooon

ď0

ˇ

ˇ

ˇ
,

ˇ

ˇ

ˇ
v`r ´ v

`
l

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

∆t

δ

´

Ṽ pτrq ´ Ṽ pτlq
¯

looooooooomooooooooon

ě0

`

´

1´
∆t

δ

¯

`

p̃pτlq ´ p̃pτrq
˘

loooooooomoooooooon

ě0

ˇ

ˇ

ˇ
.

In addition:
ˇ

ˇ

ˇ
w´r ´ w

´
l

ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ
v´r ´ v

´
l

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ
v´r ´ v

´
l

ˇ

ˇ

ˇ
“ p̃pτlq ´ p̃pτrq.

By applying the sub-characteristic condition (1.10), we have:

p̃pτrq ´ p̃pτlq “

ż τr

τl

p̃1pτq
loomoon

ď0

dτ,

p̃pτlq ´ p̃pτrq “

ż τr

τl

ˇ

ˇp̃1pτq
ˇ

ˇ dτ ě

ż τr

τl

ˇ

ˇ

ˇ
Ṽ 1pτq
loomoon

ě0

ˇ

ˇ

ˇ
dτ “ Ṽ pτrq ´ Ṽ pτlq.

Then:

ˇ

ˇ

ˇ
w`r ´ w

`
l

ˇ

ˇ

ˇ
“

∆t

δ

ˆ

`

p̃pτlq ´ p̃pτrq
˘

´

´

Ṽ pτrq ´ Ṽ pτlq
¯

˙

“
∆t

δ

ˆ

´

v´r ´ v
´
l

¯

´

´

Ṽ pτrq ´ Ṽ pτlq
¯

˙

.

Since ∆t ď δ, we get

ˇ

ˇ

ˇ
v`r ´ v

`
l

ˇ

ˇ

ˇ
“

∆t

δ

´

Ṽ pτrq ´ Ṽ pτlq
¯

`

ˆ

1´
∆t

δ

˙

ˇ

ˇ

ˇ
v´r ´ v

´
l

ˇ

ˇ

ˇ
.

Finally,

ˇ

ˇ

ˇ
w`r ´ w

`
l

ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ
v`r ´ v

`
l

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ
w´r ´ w

´
l

ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ
v´r ´ v

´
l

ˇ

ˇ

ˇ
,

thus the total variation of the Riemann invariants is conserved through the splitting step.
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1-shock wave. We now assume that Ul and Ur are connected by a shock. This means
that w´l “ w´r and τl ą τr. We also have, by monotonicity of Ṽ and p̃, Ṽ pτlq ą Ṽ pτrq and
p̃pτlq ă p̃pτrq. We can apply the same computations as before:

ˇ

ˇ

ˇ
w`r ´ w

`
l

ˇ

ˇ

ˇ
“

∆t

δ

ˇ

ˇ

ˇ

´

Ṽ pτrq ´ Ṽ pτlq
¯

looooooooomooooooooon

ď0

`
`

p̃pτrq ´ p̃pτlq
˘

loooooooomoooooooon

ě0

ˇ

ˇ

ˇ
,

ˇ

ˇ

ˇ
v`r ´ v

`
l

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

∆t

δ

´

Ṽ pτrq ´ Ṽ pτlq
¯

looooooooomooooooooon

ď0

`

ˆ

1´
∆t

δ

˙

`

p̃pτlq ´ p̃pτrq
˘

loooooooomoooooooon

ď0

ˇ

ˇ

ˇ
.

In addition,

ˇ

ˇ

ˇ
w´r ´ w

´
l

ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ
v´r ´ v

´
l

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ
v´r ´ v

´
l

ˇ

ˇ

ˇ
“ p̃pτrq ´ p̃pτlq.

The sub-characteristic condition still yields that :

p̃pτrq ´ p̃pτlq ě Ṽ pτlq ´ Ṽ pτrq.

Thus we have

ˇ

ˇ

ˇ
w`r ´ w

`
l

ˇ

ˇ

ˇ
“

∆t

δ

ˆ

´

Ṽ pτrq ´ Ṽ pτlq
¯

`
`

p̃pτrq ´ p̃pτlq
˘

˙

,

ˇ

ˇ

ˇ
v`r ´ v

`
l

ˇ

ˇ

ˇ
“ ´

˜

∆t

δ

´

Ṽ pτrq ´ Ṽ pτlq
¯

`

ˆ

1´
∆t

δ

˙

`

p̃pτlq ´ p̃pτrq
˘

¸

.

Finally,

ˇ

ˇ

ˇ
w`r ´ w

`
l

ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ
v`r ´ v

`
l

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ
w´r ´ w

´
l

ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ
v´r ´ v

´
l

ˇ

ˇ

ˇ
.

2-contact discontinuity. We now consider the case where Ul and Ur are connected through
a 2-contact discontinuity, which means v´l “ v´r . We compute

ˇ

ˇ

ˇ
w`r ´ w

`
l

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

ˇ

`

p̃pτrq ´ p̃pτlq
˘

`
∆t

δ

´

Ṽ pτrq ´ Ṽ pτlq
¯

ˇ

ˇ

ˇ

ˇ

,

ˇ

ˇ

ˇ
v`r ´ v

`
l

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ

ˇ

pw´r ´ w
´
l q `

∆t

δ

´

Ṽ pτrq ´ Ṽ pτlq
¯

´
`

p̃pτrq ´ p̃pτlq
˘

ˇ

ˇ

ˇ

ˇ

“
∆t

δ

ˇ

ˇ

ˇ
Ṽ pτrq ´ Ṽ pτlq

ˇ

ˇ

ˇ
.

In addition
ˇ

ˇ

ˇ
w´r ´ w

´
l

ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ
v´r ´ v

´
l

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ
w´r ´ w

´
l

ˇ

ˇ

ˇ
“

ˇ

ˇp̃pτrq ´ p̃pτlq
ˇ

ˇ .

We note that

`

p̃pτrq ´ p̃pτlq
˘

¨

´

Ṽ pτrq ´ Ṽ pτlq
¯

ď 0.

Since ∆t ď δ, we have:

ˇ

ˇ

ˇ
w`r ´ w

`
l

ˇ

ˇ

ˇ
“ sgn

`

p̃pτrq ´ p̃pτlq
˘

ˆ

`

p̃pτrq ´ p̃pτlq
˘

`
∆t

δ

´

Ṽ pτrq ´ Ṽ pτlq
¯

˙

,
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ˇ

ˇ

ˇ
v`r ´ v

`
l

ˇ

ˇ

ˇ
“ ´sgn

`

p̃pτrq ´ p̃pτlq
˘ ∆t

δ

´

Ṽ pτrq ´ Ṽ pτlq
¯

,

and thus
ˇ

ˇ

ˇ
w`r ´ w

`
l

ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ
v`r ´ v

`
l

ˇ

ˇ

ˇ
“

ˇ

ˇ

ˇ
w´r ´ w

´
l

ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ
v´r ´ v

´
l

ˇ

ˇ

ˇ
.

Lemma 2.3. Let ν P N and Uν0 P DpMq. Then there exist a constant CM independent of δ,
and a constant Lδ such that, @ a ă b,@ 0 ď s ă t:

ż b

a
|τνpt,Xq ´ τνps,Xq|dX ď CM pt´ sq, (2.6)

ż b

a
|wνpt,Xq ´ wνps,Xq|dX ď pCM ` Lδqpt´ s`∆tq. (2.7)

Proof. Lemmas 2.1 and 2.2 imply that Uνpt, ¨q P DpMq for all t ą 0. Let s, t P R such that
0 ď s ă t. If there are no time-steps between s and t, (2.6) and (2.7) are true for any Lδ ě 0, as
a direct application of Temple-class system properties, see [39, Theorem 13.3.1] and [7, Theorem
1].
Suppose now that there are N ` 1 time-steps between s and t:

s ď k∆t ď pk ` 1q∆t ď ¨¨ ď pk `Nq∆t ď t for ě 1,

so that N∆t ď t´ s.
Let a ă b given and X Psa, br. We can then write:

|τνpt,Xq ´ τνps,Xq| “ |τνpt,Xq ´ τνppk `Nq∆t,Xq `

k`N´1
ÿ

i“k

pτνppi` 1q∆t,Xq ´ τνpi∆t,Xqq

` τνpk∆t,Xq ´ τνps,Xq|

ď |τνpt,Xq ´ τνppk `Nq∆t,Xq| `

k`N´1
ÿ

i“k

|τνppi` 1q∆t,Xq ´ τνpi∆t,Xq|

` |τνpk∆t,Xq ´ τνps,Xq|.

Since τν does not change through the splitting process, we can apply the previous property
between two consecutive time-steps to obtain (2.6):

ż b

a
|τνpt,Xq ´ τνps,Xq|dX ď CM

”

pt´ pk `Nq∆tq `
k`N´1
ÿ

i“k

∆t` pk∆t´ sq
ı

ď CM pt´ sq.

For the second inequality, we have to consider an additional term, since wν is modified at each
splitting-step. We can then write:

k`N
ÿ

i“k

ż b

a
|wνpi∆t`, Xq ´ wνpi∆t´, Xq|dX “

k`N
ÿ

i“k

∆t

δ

ż b

a
|Ṽ pτνpi∆t´, Xqq ´ vpi∆t´, Xq|dX

ď
∆t

δ
pN ` 1qpb´ aq sup

UνPDpMq
|Ṽ pτνq ´ pwν ´ p̃pτνqq|
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ď Lδpt´ s`∆tq,

where

Lδ “
pb´ aq

δ
sup

UνPDpMq
|Ṽ pτνq ´ pwν ´ p̃pτνqq|.

Summing this term with the estimates that remain valid between two consecutive time-steps,
we obtain (2.7).

3 Convergence of the WFT approximate solutions to a solution
of the relaxed ARZ system

The following theorem ensures the existence of weak entropy solutions of the Cauchy problem
(1.8), (1.9).

Theorem 3.1. Let U0 “ pτ0, w0q P DpMq for some M ą 0, and denote by U δ “ pτ δ, wδq the
limit of a subsequence Uν “ pτν , wνq of WFT approximate solutions as ν Ñ 8. Then U δ is a
weak entropic solution of (1.8), (1.9).

Proof. The proof follows the guidelines of [19]. The existence of the limit U δ and the convergence
in L1

locpr0,`8rˆRq is guaranteed by [8, Theorem 2.4]. Moreover, each component of U δ satisfies
(2.6) and (2.7).

System (1.8) can be rewritten as:

Ut ` rF pUqsX “ GpUq,

with

U “

˜

τ
w

¸

, F pUq “

˜

´pw ´ p̃pτqq
0

¸

, GpUq “

˜

0
Ṽ pτq´pw´p̃pτqq

δ

¸

.

Let T ą 0 a given finite time-horizon. Let φ P C1
c pr0, T rˆRq. For U δ to be a weak solution of

(1.8), it must satisfy:

ż `8

´8

φp0, XqU δ0 pXqdX `

ż T

0

ż `8

´8

rφtpt,XqU
δpt,Xq ` φXpt,XqF pU

δpt,XqqsdXdt

`

ż T

0

ż `8

´8

φpt,XqGpU δpt,XqqdXdt “ 0 (3.1)

We define Nν P N such that T “ Nν∆tν ` βν , βν P r0,∆tνr. We will proceed component by
component. Let us begin with τ δ.
For each k P t0, .., Nν ´ 1u, since τν satisfies the first equation of (1.8) we have:

ż pk`1q∆tν

k∆tν

ż `8

´8

rφtτ
ν ´ φXpw

ν ´ p̃pτνqqsdXdt “

ż `8

´8

φppk ` 1q∆tν , Xqτνppk ` 1q∆tν´, XqdX

´

ż `8

´8

φpk∆tν , Xqτνpk∆tν`, XqdX (3.2)

Then
ż T

0

ż `8

´8

rφtτ
ν ´ φXpw

ν ´ p̃pτνqqsdXdt “

10



Nν´1
ÿ

k“0

ż pk`1q∆tν

k∆tν

ż `8

´8

rφtτ
ν ´ φXpw

ν ´ p̃pτνqqsdXdt`

ż T

Nν∆tν

ż `8

´8

rφtτ
ν ´ φXpw

ν ´ p̃pτνqqsdXdt

“

ż `8

´8

φpNν∆tν , XqτνpNν∆tν´, XqdX ´

ż `8

´8

φp0, Xqτνp0`, XqdX

`

ż T

Nν∆tν

ż `8

´8

rφtτ
ν ´ φXpw

ν ´ p̃pτνqqsdXdt.

Thus, by reordering,
ż `8

´8

φp0, Xqτ0pXqdX `

ż T

0

ż `8

´8

rφtτ
ν ´ φXpw

ν ´ p̃pτνqqsdXdt “

ż `8

´8

φpNν∆tν , XqτνpNν∆tν´, XqdX `

ż T

Nν∆tν

ż `8

´8

rφtτ
ν ´ φXpw

ν ´ p̃pτνqqspt,XqdXdt.

Since T ´Nν∆tν ă ∆tν , and since φ has compact support, there exist η such that:

φpt,Xq “ 0, @ν ą η,@X P R,@t ě Nν∆tν .

Thus the right hand side converges to 0 when ν Ñ8 and then τ δ satisfies (3.1).
Let us now consider wδ. The approximate function wν satisfies:

ż pk`1q∆tν

k∆tν

ż `8

´8

φtw
νdXdt “

ż `8

´8

φppk ` 1q∆tν , Xqwνppk ` 1q∆t´, XqdX

´

ż `8

´8

φpk∆tν , Xqwνpk∆tν`, XqdX

“

ż `8

´8

φppk ` 1q∆tν , Xqwνppk ` 1q∆tν´, XqdX

´

ż `8

´8

φpk∆tν , Xq

„

wνpk∆tν´, Xq `∆tν
Ṽ pτνq ´ vν

δ
pk∆tν´, Xq



dX.

Then we get

ż T

0

ż `8

´8

φtw
νdXdt “

Nν´1
ÿ

k“0

ż `8

´8

„

φppk ` 1q∆tν , Xqwνppk ` 1q∆tν´, Xq ´ φpk∆tν , Xqwνpk∆tν´, Xq



dX

´

Nν´1
ÿ

k“0

ż `8

´8

φpk∆tν , Xq∆t
Ṽ pτνq ´ vν

δ
pk∆tν´, XqdX

`

ż T

Nν∆tν

ż `8

´8

φtw
νdXdt

“

ż `8

´8

φpNν∆tν , XqwνpNν∆tν´, XqdX ´

ż `8

´8

φp0, Xqw0pXqdX

´

Nν´1
ÿ

k“0

ż `8

´8

φpk∆tν , Xq∆t
Ṽ pτνq ´ vν

δ
pk∆tν´, XqdX

`

ż T

Nν∆tν

ż `8

´8

φtw
νdXdt. (3.3)

By the same argument as before, picking ∆tν small enough, we have:
ż `8

´8

φpNν∆tν , XqwνpNν∆tν´, XqdX `

ż T

Nν∆tν

ż `8

´8

φtw
νdXdt “ 0.
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Let us define the sequence of functions ψν such that

ψνptq “
Nν´1
ÿ

k“0

χrk∆tν ,pk`1q∆tν rptq

ż `8

´8

φpk∆tν , Xq
Ṽ pτνq ´ vν

δ
pk∆tν´, XqdX. (3.4)

Setting for any pτ, vq P R2
`

gνpt,X, τ, vq “
Nν´1
ÿ

k“0

χrk∆tν ,pk`1q∆tν rptq
Ṽ pτq ´ v

δ
pk∆tν´, Xq,

we observe that gν converges uniformly to Ṽ pτq´v
δ on compact subsets of r0, T s ˆ R ˆ R2

`. In
addition, τν Ñ τ δ and vν Ñ vδ in L1

loc. Thus, for almost every t P r0, T s:

ψνptq Ñ

ż `8

´8

φpt,Xq
Ṽ pτ δq ´ vδ

δ
pt,XqdX “ ψδptq.

We notice that

ż T

0
ψνptqdt “

ż T

0

Nν´1
ÿ

k“0

χrk∆tν ,pk`1q∆tν rptq

ż `8

´8

φpk∆tν , Xq
Ṽ pτνq ´ vν

δ
pk∆tν´, XqdXdt

“

Nν´1
ÿ

k“0

ż T

0
χrk∆tν ,pk`1q∆tν rptqdt

ż `8

´8

φpk∆tν , Xq
Ṽ pτνq ´ vν

δ
pk∆tν´, XqdX

“

Nν´1
ÿ

k“0

∆tν
ż `8

´8

φpk∆tν , Xq
Ṽ pτνq ´ vν

δ
pk∆tν´, XqdX.

By the Lebesgue dominated convergence theorem,

lim
∆tνÑ0

ż T

0
ψνptqdt “

ż T

0
ψδptqdt.

Passing to the limit in (3.3) we recover

ż `8

´8

φp0, Xqwδ0pXqdX `

ż T

0

ż `8

´8

φtpt,Xqw
δpt,XqdXdt

`

ż T

0

ż `8

´8

φpt,Xq
Ṽ pτ δq ´ vδ

δ
dXdt “ 0.

Therefore the limit U δ of our sequence of approximate solutions is a weak solution of (1.8).
Let us prove that U δ is an entropic solution as well. We fix a smooth convex entropy η with
associated flux q. By definition, it satisfies:

∇ηT pzqDF pzq “ ∇T qpzq,
∇ηT pzqGpzq ď 0,

for z P R2
`.

Existence of such an entropy, entropy-flux pair is guaranteed by [14, Theorem 3.2].
Let φ P C1

c pr0, T r,Rq, φ ě 0. We need to show that

ż T

0

ż `8

´8

„

ηpU δpt,Xqqφtpt,Xq ` qpU
δpt,Xqqφxpt,Xq
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`∇ηT pU δpt,XqqGpt,X,U δpt,Xqqφpt,Xq


dXdt`

ż `8

´8

φp0, XqηpU δ0 pXqqdX ě 0. (3.5)

As we did in (3.3), we can write:

ż T

0

ż `8

´8

„

ηpUνpt,Xqqφtpt,Xq ` qpU
νpt,Xqqφxpt,Xq



dXdt

ě

Nν´1
ÿ

k“0

ż `8

´8

„

ηpUνppk ` 1q∆tν´, Xqqφppk ` 1q∆tν´, Xq ´ ηpUνpk∆tν`, Xqqφpk∆tν`, Xq



dX

`

ż T

Nν∆tν

ż `8

´8

„

ηpUνpt,Xqqφtpt,Xq ` qpU
νpt,Xqqφxpt,Xq



dXdt`Opενq.

By the same compactness argument than before, we state that the last integral is identically
zero for ∆tν small enough. The remaining terms give

ż T

0

ż `8

´8

„

ηpUνpt,Xqqφtpt,Xq ` qpU
νpt,Xqqφxpt,Xq



dXdt

ě

Nν
ÿ

k“1

ż `8

´8

„

ηpUνpk∆tν´, Xqqφpk∆tν´, Xq ´ ηpUνpk∆tν`, Xqqφpk∆tν`, Xq



dX

`

ż `8

´8

ηpUνpNν∆tν`, XqqφpNν∆tν`, Xq
loooooooomoooooooon

“0

dX ´

ż `8

´8

φp0, XqηpU0pXqqdX `Opενq

ě ´∆tν
Nν
ÿ

k“1

ż `8

´8

BwηpU
νpk∆tν`, Xqq

Ṽ pτνq ´ vν

δ
pk∆tν´, Xqφpk∆tν , XqdX

´

ż `8

´8

φp0, XqηpU0pXqqdX `Opενq.

With the same reasoning as before we pass to the limit using the Dominated Convergence
Theorem, obtaining the desired inequality (3.5).

4 Decay estimates of positive waves

Olĕınik type entropy estimates [34, 35] are known for scalar equations [26], genuinely nonlinear
systems [9, 10, 12], in particular of Temple class [3, 11], and also balance laws [16, 17, 22]. In
this section, we provide a decay estimate for positive waves of the ARZ system with relaxation,
accounting for the source term contribution.

Proposition 4.1. Assume that Dc0 ą 0 such that @u, u1 P E:

|λ1puq ´ λ1pu
1q| “ |p̃1pτq ´ p̃1pτ 1q| ď c0,

|λ1puq ´ λ2pu
1q| “ |p̃1pτq| ě 2c0.

(4.1)

Then, there exists a constant C ą 0 such that, for any interval sa, br, for any time horizon
T ą 0, and every initial condition (1.9), the measure µ1`

T

`

sa, br
˘

of positive 1-waves contained
in the solution of (1.8) satisfies

µ1`
T

`

sa, br
˘

ď C
b´ a

T
eC

T
δ pTV pw0q`TV pv0qq ` C

T

δ

`

TV pw0q ` TV pv0q
˘

. (4.2)

13



Proof. Consider the sequence Uνpt, xq “ pτν , wνqpt, xq of piecewise constant approximate solu-
tion constructed by the WFT algorithm proposed in Section 2.1. In Riemann-invariant coordi-
nates, we denote this approximate solution by W ν “ pvν , wνq, and then τν “ pp̃q´1pwν ´ vνq.
We recall that a backward 1-characteristic is an absolutely continuous curve x “ xptq such that
9xptq P rλ1pW

νpt, xptq`qq, λ1pW
νpt, xptq´qqs, see[8, Section 10]. On each subinterval rtn, tn`1s,

if xptq does not coincide with a wavefront xαptq, then 9xptq “ λ1pW
νpt, xptqqq. Else we have

9xptq “ 9xαptq. We call yptq a minimal backward 1-characteristic through a point x̄ if

yptq “ mintxptq, x is a backward 1-characteristic, xpT q “ x̄u.

Let us fix T ą 0 and an interval sa, bs, and call t ÞÑ aptq; t ÞÑ bptq the minimal backward 1-
characteristics passing through a, b at time T . Let Iptq “saptq, bptqs. We call xαptq the position
of wavefronts at time t. Each wavefront belongs to a family kα P 1, 2 with a size σα. The first
family is genuinely non-linear, thus we set σ1 “ λ1pW

νpt, xαptq`qq ´ λ1pW
νpt, xαptq´qq. The

second is linearly degenerated, then we take σ2 “ wνpt, xαptq`q ´ w
νpt, xαptq´q.

Let zptq :“ bptq ´ aptq ě 0.

9zptq “ 9bptq ´ 9aptq (4.3)

“ λ1pW
νpt, bptq`qq ´ λ1pW

νpt, aptq`qq

“
ÿ

kα“1,2
xαptqPIptq

rλ1pW
νpt, xαptq`qq ´ λ1pW

νpt, xαptq´qqs

“
ÿ

kα“1
xαptqPIptq

∆λ1pW
νpt, xαptqqq `

ÿ

kα“2
xαptqPIptq

∆λ1pW
νpt, xαptqqq.

Note that @kα “ 2, xαptq P Iptq,

Dpvα, wαq : ∆λ1pW
νpt, xαptqqq “ ∇v,wλ1pvα, wαq ¨

`

W νpt, xαptq`q ´W
νpt, xαptq´q

˘

“
p̃2pp̃´1pwνα ´ v

ν
αqq

p̃1pp̃´1pwνα ´ v
ν
αqq

`

wνpt, xαptq`q ´ w
νpt, xαptq´q

˘

.

Since the domain E is compact, the mapping W ν Ñ λ1pW
νq is Lipschitz continuous with

Lipschitz constant Cp “ max
τPpτ̌ ,τ̂q

|
p̃2pτq
p̃1pτq |, see (1.3).

For almost every t (outside splitting moments), from (4.3) we obtain

9zptq ěMptq ´ CpKptq, (4.4)

with

Mνptq : “
ÿ

kα“1
xαptqPIptq

σα “
ÿ

kα“1
xαptqPIptq

∆λ1pW
νpt, xαptqqq, (4.5)

Kνptq : “
ÿ

kα“2
xαptqPIptq

|σα| “
ÿ

kα“2
xαptqPIptq

ˇ

ˇwνpt, xαptq`q ´ w
νpt, xαptq´q

ˇ

ˇ . (4.6)

To estimate Kνptq, let

Φptq :“
ÿ

kα“2
xαptqPIptq

φpt, xαptqq|σα|,

14



with

φpt, xq :“

$

’

’

&

’

’

%

1 if x ă aptq,
bptq´xptq
zptq if x P raptq, bptqr,

0 if x ě bptq.

Away from interaction points and splitting times the |σα| are constants and in saptq, bptqs we
have by (4.1)

d

dt
φpt, xαptqq “

9bptq ´ 9xαptq

zptq
´

9zptqpbptq ´ xαptqq

zptq2

ď
9bptq ´ 9xαptq ` |9bptq ´ 9aptq|

zptq

ď ´
c0

zptq
,

therefore

9Φptq ď ´
c0

zptq
Kνptq.

At interaction points (except splitting times), the quantity
ř

kα“2 φpt, xαptqq|σα| is constant,
since wave strength does not change when measured in Riemann coordinates (and for a linearly
degenerate field). Thus

9zptq ´
Cp
c0
zptq 9Φptq ´Mνptq ě 0. (4.7)

We seek now for a uniform bound for Mνptq:

Mνptq “
ÿ

kα“1
xαptqPIptq

`

λ1pW
νpt, xαptq`qq ´ λ1pW

νpt, xαptq´qq
˘

Note that @kα “ 1, xαptq P Iptq,

Dpvα, wαq : ∆λ1pW
νpt, xαptqqq “ ∇v,wλ1pvα, wαq ¨

`

W νpt, xαptq`q ´W
νpt, xαptq´q

˘

“ ´
p̃2pp̃´1pwνα ´ v

ν
αqq

p̃1pp̃´1pwνα ´ v
ν
αqq

`

vνpt, xαptq`q ´ v
νpt, xαptq´q

˘

Now observe that
ĂMνptq :“

ÿ

kα“1
xαptqPIptq

`

vνpt, xαptq`q ´ v
νpt, xαptq´q

˘

is constant except at splitting times, since we are in the case of a Temple class system, and is
equivalent to Mν again due to the Lipschitzianeity of the mapping W ÞÑ λ1pW q, see (1.3).

Let us estimate the changes occuring when the source term is integrated at a given splitting

time t “ tn “ n∆tν , for a given n. Setting gνδ pt, xq “
Ṽ pp̃´1pwν ´ vνqqq ´ vν

δ
px, tq, we have:

ĂMνptn`q “
ÿ

kαptn`q“1
xαptn`qPIptn`q

`

vνptn`, xαptn`q`q ´ v
νptn`, xαptn`q´q

˘

“
ÿ

xαptnqPIptnq

`

vνptn´, xαptnq`q ´ v
νptn´, xαptnq´q

˘

`∆tν
`

gνδ ptn´, xαptnq`q ´ g
ν
δ ptn´, xαptnq´q

˘
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“ ĂMνptn´q `
ÿ

xαptnqPIptnq

∆tν
`

gνδ ptn´, xαptnq`q ´ g
ν
δ ptn´, xαptnq´q

˘

where we used that if there is a 1-wave in xαptn´q, then there is at least one 1-wave in xαptn`q.
For each ν, we define Nν such that T P rNν∆tν , pNν ` 1q∆tνr. Assume now t P rpN0 ´

1q∆tν , N0∆tνr. Since ĂMν is constant outside of splitting times, we have:

ĂMνpT q “ ĂMνptq `
Nν
ÿ

n“N0

∆ĂMptnq

“ ĂMνptq `
Nν
ÿ

n“N0

ÿ

xαptnqPIptnq

∆tν
`

gνδ ptn´, xαptnq`q ´ g
ν
δ ptn´, xαptnq´q

˘

Therefore we have:

Mνptq ě
ĂMνptq

cM
“

1

cM

˜

ĂMνpT q ´
Nν
ÿ

n“N0

ÿ

xαptnqPIptnq

∆tν
`

gνδ ptn´, xαptnq`q ´ g
ν
δ ptn´, xαptnq´q

˘

¸

ě
MνpT q

c2
M

´
1

cM

Nν
ÿ

n“N0

ÿ

xαptnqPIptnq

∆tν
`

gνδ ptn´, xαptnq`q ´ g
ν
δ ptn´, xαptnq´q

˘

.

Then from (4.7) we recover

9zptq ´
Cp
c0
zptq 9Φptq ´

MνpT q

c2
M

`
1

cM

Nν
ÿ

n“N0

ÿ

xαptnqPIptnq

∆tν
`

gνδ ptn´, xαptnq`q ´ g
ν
δ ptn´, xαptnq´q

˘

,

which can be rewritten as

9zptq ´
Cp
c0
zptq 9Φptq ´

MνpT q

c2
M

ě ´
1

cM

Nν
ÿ

n“N0

ÿ

xαptnqPIptnq

∆tν
`

gνδ ptn´, xαptnq`q ´ g
ν
δ ptn´, xαptnq´q

˘

ě ´
1

cM

Nν
ÿ

n“1

ÿ

xαptnqPIptnq

∆tν |
`

gνδ ptn´, xαptnq`q ´ g
ν
δ ptn´, xαptnq´q

˘

|

ě ´
1

cM

Nν
ÿ

n“1

∆tνTV
`

gνδ ptn´, ¨q; Iptnq
˘

.

Hence the solution of (4.7) satisfies:

zpT q ě e
şT
0

Cp
c0

9Φptqdt

»

—

–

zp0q `

¨

˝

MνpT q

c2
M

´
1

cM

Nν
ÿ

n“1

∆tνTV
`

gνδ ptn´, ¨q; Iptnq
˘

˛

‚

ż T

0
e
´
şt
0

Cp
c0

9Φpsqds
dt

fi

ffi

fl

ě e
şT
0

Cp
c0

9Φptqdt

»

—

–

¨

˝

MνpT q

c2
M

´
1

cM

Nν
ÿ

n“1

∆tνTV
`

gνδ ptn´, ¨q; Iptnq
˘

˛

‚

ż T

0
e
´
şt
0

Cp
c0

9Φpsqds
dt

fi

ffi

fl

,

which gives

MνpT q ď
c2
MzpT qe

´
şT
0

Cp
c0

9Φptqdt

şT
0 e

´
şt
0

Cp
c0

9Φpsqds
dt

` cM

Nν
ÿ

n“1

∆tνTV
`

gνδ ptn´, ¨q; Iptnq
˘
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ď
c2
MzpT q

T
e
´
şT
0

Cp
c0

9Φptqdt
dt` cM

Nν
ÿ

n“1

∆tνTV
`

gνδ ptn´, ¨q; Iptnq
˘

.

By the same process as above, we can estimate the contribution given by Φ as follows:

ż T

0

9Φptqdt “ ΦpT q ´
Nν
ÿ

n“1

pΦpn∆t`q ´ Φpn∆t´qq ´ Φp0q

ě ΦpT q ´ Φp0q ´
Nν
ÿ

n“1

|∆Φpn∆tq|

ě ΦpT q ´ Φp0q ´
Nν
ÿ

n“1

|∆Kνpn∆tq|

ě ΦpT q ´ Φp0q ´
Nν
ÿ

n“1

∆tνTV
`

gνδ ptn´, ¨q; Iptnq
˘

since φ is time-continuous, and we obtain

MνpT q ď
c2
MzpT q

T
e
´
şT
0

Cp
c0

9Φptqdt
dt` cM

Nν
ÿ

n“1

∆tνTV
`

gνδ ptn´, ¨q; Iptnq
˘

ď
c2
MzpT q

T
e
Cp
c0

´

Φp0q´ΦpT q`
řNν

n“1 ∆tνTV pgνδ ptn´,¨q;Iptnqq
¯

` cM

Nν
ÿ

n“1

∆tνTV
`

gνδ ptn´, ¨q; Iptnq
˘

.

This estimate remains valid for any finite number l of disjoints intervals Ii “sai, bis. We
call Mν

i pT q the sum of strength of of 1-waves in W νpT, .q contained in sai, bis and write
TV

`

gνδ pt, ¨q; Iiptq
˘

the total variation associated to the interval saiptq, biptqs:

MipT q “
ÿ

kα“1,xαP sai,bis

σα.

We now consider a given open-interval sa, br. We assume that the front tracking approxi-
mation Uν initially contains N shocks emanating from the initial datum. We can now define
half-open disjoint intervals Ii “sai, bis, 1 ď i ď N ` 1, such that:

• every 1-rarefaction front in W ν at T lying in sa, br is contained in an interval Ii.

• each interval Ii can only contain shocks originating from the integration of the splitting
term at a time tn, and cannot contain shocks originating from the initial datum.

The measure of positive 1-waves in W νpT, ¨q is then

µ1`
T psa, brq “

l
ÿ

i“1

MipT q. (4.8)

We have the following bound:

l
ÿ

i“1

TVi
`

gνδ ptn´, ¨q; Iiptnq
˘

ď TV
`

gνδ ptn´, ¨q; sa, br
˘

. (4.9)

By definition of Tgνδ pt, ¨q, we have

TV
`

gνδ pt, ¨q; sa, br
˘

ď
1

δ
TV

´

Ṽ ˝ p̃´1pwν ´ vνqpt, ¨q; sa, br
¯

` TV
`

vνpt, ¨q; sa, br
˘

17



ď
CV p
δ

´

TV
`

wνpt, ¨q; sa, br
˘

` TV
`

vνpt, ¨q; sa, br
˘

¯

ď
CV p
δ

`

TV pwν0q ` TV pv
ν
0 q
˘

ď
CV p
δ

`

TV pw0q ` TV pv0q
˘

,

where we used the Lipschitz-continuity of Ṽ ˝p̃´1 on the domain E and the result of Lemma 2.2.
Finally we get

µ1`
T psa, brq ď

l
ÿ

i“1

c2
M pbi ´ aiq

T
e
Cp
c0

ˆ

Φip0q´ΦipT q`T
CV p
δ
pTV pw0q`TV pv0qq

˙

` cMT
CV p
δ

`

TV pw0q ` TV pv0q
˘

ď c2
M

pb´ aq

T
e
Cp
c0

ˆ

Φp0q`T
CV p
δ
pTV pw0q`TV pv0qq

˙

` cMT
CV p
δ

`

TV pw0q ` TV pv0q
˘

ď c2
M

b´ a

T
e
Cp
c0

ˆ

TV pw0q`T
CV p
δ
pTV pw0q`TV pv0qq

˙

` cMCV p
T

δ

`

TV pw0q ` TV pv0q
˘

,

proving (4.2) with C “ max

"

c2
Me

Cp
c0
TV pw0q, cMCV p,

Cp
c0
,
CpCV p
c0

*

.

Remark. Unfortunately, the lower semicontinuity of the total variation does not allow to pass to
the limit as ν Ñ 8 in the term TV

`

gνδ ptn´, ¨q; sa, br
˘

to recover a sharper estimate depending
on the time integral of the total variation of the relaxation term.

5 Convergence of the relaxed ARZ system towards LWR equa-
tion

We follow the methodology of [2]. For each δ ą 0, we constructed a sequence of approximate
WFT solutions whose limit solves (1.8) in the weak sense. We recall that, under the assumptions
of Lemma 2.3, for any a ă b and 0 ď s ď t they satisfy estimates (2.6) and (2.7):

ż b

a
|τνpt,Xq ´ τνps,Xq|dX ď CM pt´ sq,

ż b

a
|wνpt,Xq ´ wνps,Xq|dX ď pCM ` Lδqpt´ s`∆tq.

To pass to the limit as δ Ñ 0, we need a stronger estimate on Lδ.

Lemma 5.1. Under the same assumptions of Lemma 2.3, we have the following estimate:

Lδ ď
2

δ
e´

s
δ

ż b

a
|Ṽ pτ0pXqq ´ v0pXq|dX. (5.1)

Proof. Let δ ą 0 and ν be given. For each k ě 1, we define:

g˘k “

ż b

a
|Ṽ pτνpk∆tν˘, Xqq ´ vνpk∆tν˘, Xq|dX.

We develop

g`k “

ż b

a
|Ṽ pτνpk∆tν`, Xqq ´ vνpk∆tν`, Xq|dX

18



“

ż b

a
|Ṽ pτνpk∆tν´, Xqq ´

˜

vνpk∆tν´, Xq `
∆tν

δ
pṼ pτνpk∆tν´, Xqq ´ vνpk∆tν´, Xqq

¸

|dX

“

˜

1´
∆tν

δ

¸

g´k (5.2)

Therefore we get

g´k ´ g
`
k´1 “

“

ż b

a
|Ṽ pτνpk∆tν´, Xqq ´ vνpk∆tν´, Xq| ´ |Ṽ pτνppk ´ 1q∆tν`, Xqq ´ vνppk ´ 1q∆tν`, Xq|dX

ď

ż b

a

ˇ

ˇ

ˇ

ˇ

´

Ṽ pτνpk∆tν´, Xqq ´ vνpk∆tν´, Xq
¯

´

´

Ṽ pτνppk ´ 1q∆tν`, Xqq ´ vνppk ´ 1q∆tν`, Xq
¯

ˇ

ˇ

ˇ

ˇ

dX

ď

ż b

a

ˇ

ˇ

ˇ

ˇ

´

Ṽ pτνpk∆tν´, Xqq ´ Ṽ pτνppk ´ 1q∆tν`, Xqq
¯

´
`

wνpk∆tν´, Xq ´ wνppk ´ 1q∆tν`, Xq
˘

`
`

p̃pτνpk∆tν´, Xqq ´ p̃pτνppk ´ 1q∆tν`, Xqq
˘

ˇ

ˇ

ˇ
dX

ď sup
UνPDpMq

p|Ṽτ pτ
νq| ` |p̃τ pτ

νq|qCM∆tν

ďK1∆tν , (5.3)

where K1 :“ sup
UνPDpMq

p|Ṽτ pτ
νq| ` |p̃τ pτ

νq|qCM . Combining (5.2) and (5.3) we obtain:

g´k ď K1∆tν
k´1
ÿ

i“0

˜

1´
∆tν

δ

¸i

`

˜

1´
∆tν

δ

¸k´1

g`0

ď K1δ `

˜

1´
∆tν

δ

¸k´1

g`0 .

As in the proof of Lemma 2.3, we write:

k`Nν
ÿ

i“k

ż b

a
|wνpi∆tν`, Xq ´ wνpi∆tν´, Xq|dX “

“
∆tν

δ

k`Nν
ÿ

i“k

g´i

ď
∆tν

δ

k`Nν
ÿ

i“k

»

–K1δ `

˜

1´
∆tν

δ

¸i´1

g`0

fi

fl

ď K1pt´ s`∆tνq ` g`0

˜

1´
∆tν

δ

¸k´1
»

–1´

˜

1´
∆tν

δ

¸Nν`1
fi

fl.

Taking ∆tν ď δ
2 , we have 2

´

1´ ∆tν

δ

¯

ě 1 and

k`Nν
ÿ

i“k

ż b

a
|wνpi∆tν`, Xq ´ wνpi∆tν´, Xq|dX ď K1pt´ s`∆tνq ` 2g`0

˜

1´
∆tν

δ

¸k

pN ` 1q
∆tν

δ
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ď pt´ s`∆tνq

«

K1 ` 2
g`0
δ
e´

s
δ

ff

.

Then the result holds with another constant CM large enough.

We can now present the main result of this paper.

Theorem 5.2. Let U0 “ pτ0, w0q P DpMq for some M ą 0, and denote by Ū “ pτ̄ , w̄q the
limit of a subsequence of weak entropy solutions U δ “ pτ δ, wδq of (1.8), (1.9), as δ Ñ 0. Then
w̄ “ Ṽ pτ̄q ` p̃pτ̄q and τ̄ is a weak solution of the scalar Cauchy problem:

#

Btτ ´ BX Ṽ pτq “ 0,

τp0, ¨q “ τ0p¨q,
X P R, t ą 0. (5.4)

Proof. First we remind that the constant CM in (2.6) and (2.7) does not depend on δ. In
addition, thanks to (5.1), the constant Lδ can be bounded uniformly as δ Ñ 0 on any set
r1{n,8rˆr´n, ns for n P N. If 1

n ď s ď t then, for a given constant C only depending on the
initial datum, there holds

Lδ ď
C

δ
pb´ aqe´

1
nδ . (5.5)

For n fixed, the right-hand side goes to zero with δ.
By Helly’s theorem, there exists a subsequence δk Ñ 0, such that the sequence pτ δkq con-

verges to a function τ̄ in L1
locpr0,`8rˆRq. In addition we have by construction τ̄p0, ¨q “ τ0p¨q

and the limit also satisfies the Lipschitz inequality.
For w̄ we can reason on the set r1,`8rˆr´1, 1s. We can extract a subsequence δ1

k from δk
such that wδ

1
k converges to a function w in L1

locpr1,`8rˆr´1, 1sq. Passing to the limit in (3.1)
we obtain

w̄pt, ¨q “ Ṽ pτ̄pt, ¨qq ` p̃pτ̄pt, ¨qq

on the set r1,`8rˆr´1, 1s, and then τ̄t ´ Ṽ pτ̄qx “ 0.
Similarly, for any n P N, we can extract a subsequence δnk of δn´1

k such that wδ
n
k converges

to w̄ in L1
locpr1{n,`8rˆr´n, nsq. For any 1

n ď s ď t, (5.5) combined with (2.7) provides:

ż n

´n
|w̄pt,Xq ´ w̄ps,Xq|dX ď CM |t´ s|. (5.6)

We can then construct by a diagonal process a sequence pτ δ
n
k , wδ

n
k q that converges to pτ̄ , w̄q in

L1
locps0,`8rˆRq. For any compact subset of r0,`8rˆR, we know that pτ δ

n
k , wδ

n
k q converges

to pτ̄ , w̄q in L1
locpr1{n,`8rˆr´n, nsq, and it is bounded by construction. Therefore, we get

convergence in L1
locpr0,`8rˆRq.

Inequality (5.6) holds for any 0 ă s ă t and any n P N, we can thus pass to the limit when
tÑ 0, and define:

w̄p0, ¨q “ lim
tÑ0

w̄pt, ¨q “ lim
tÑ0

Ṽ pτ̄pt, ¨qq ` p̃pτ̄pt, ¨qq “ Ṽ pτ0p¨qq ` p̃pτ0p¨qq. (5.7)

Then τ̄ is a weak solution of (5.4), which corresponds to the usual LWR model.

Remark. Proving that the solutions of the ARZ system with relaxation (1.8) converge to the
(unique) entropy weak solution of (5.4) is still an open problem, see [27, Section 5] and [2, Section
4] for related discussions. The mild decay estimate (4.2) does not give useful information for
δ Ñ 0.
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Appendix A TV bounds: Failure of Godunov scheme

The present work was motivated by the lack of complete convergence results of the relaxed ARZ
model (1.4) to the equilibrium LWR equation

Btρ` BxV pρq “ 0.

Following [4, 23], we made the choice of working in Lagrangian coordinates, which greatly
simplifies computations. The same procedure could be carried out for the original problem in
Eulerian coordinates. Besides, as mentioned in the introduction, the choice of the WFT scheme
for constructing approximate solutions was motivated by the lack of TV bounds on classical
Godunov approximations. This was already pointed out in [37] for system (1.4), but remains
valid in Lagrangian coordinates. Indeed, Godunov scheme for the homogeneous step (2.3) reads
(see [4, Eq. (4.8)])

τn`1
i “ τni `

∆t

∆X

`

vni`1 ´ v
n
i

˘

,

wn`1
i “ wni ,

see also Figure 2. Note that, in general, the solution of the Riemann problem with initial data
Uni , U

n
i`1, accounts for a wave of the first family traveling with negative speed and a stationary

contact discontinuity.

Uni Uni`1

Un`1
i

Un`1
i`1

xi´1{2 xi`1{2 xi`3{2
tn

tn`1

Figure 2: Notations used for Godunov scheme, with Uni “ pτ
n
i , w

n
i q.

By construction, and relying on the fact that τ is a conserved variable, we have that

τn`1
i P I

´

τni , τ
n
i`1

¯

, with the notation Ipa, bq :“ rminta, bu,maxta, bus. Therefore p̃pτn`1
i q P

I

ˆ

p̃
`

τni
˘

, p̃
´

τni`1

¯

˙

, since p̃ is monotone. This gives

vn`1
i P I

ˆ

wni ´ p̃
`

τni
˘

, wni ´ p̃
`

τni`1

˘

˙

“ I

ˆ

vni , v
n
i`1 `

`

wni ´ w
n
i`1

˘

˙

‰ I
`

vni , v
n
i`1

˘

,

since wni ´ wni`1 ‰ 0 in general. In particular, we may have vn`1
i R I

´

vni , v
n
i`1

¯

. This may

generate spurious oscillations around contact discontinuities, see for example [13].
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