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ADIABATIC ENSEMBLE CONTROL OF A CONTINUUM OF
QUANTUM SYSTEMS∗

NICOLAS AUGIER†, UGO BOSCAIN‡¶ , MARIO SIGALOTTI§¶

Abstract. In this article we discuss how to control a parameter-dependent family of quantum
systems. Our technique is based on adiabatic approximation theory and on the presence of curves of
conical eigenvalue intersections of the controlled Hamiltonian. As particular cases, we recover chirped
pulses for two-level quantum systems and counter-intuitive solutions for three-level stimulated Raman
adiabatic passage (STIRAP). The proposed technique works for systems evolving both in finite-
dimensional and infinite-dimensional Hilbert spaces. We show that the assumptions guaranteeing
ensemble controllability are structurally stable with respect to perturbations of the parametrized
family of systems.

1. Introduction. The problem of controlling quantum mechanical systems has
undergone a huge development in recent years, motivated by its applications in ma-
nipulation of single spins, photons or atoms, optical spectroscopy, photochemistry,
nuclear magnetic resonance, and quantum information processing (see, for instance,
[4, 8, 13, 19, 21, 24] and references therein).

In this paper we are concerned with the problem of ensemble controllability,
namely the problem of controlling using finitely many scalar controls (typically few
of them, e.g., two or three) a family of systems having slightly different parameters.
Equivalently, the problem is to control a quantum system for which certain param-
eters are unknown. Such a problem arises very often in practical applications. For
instance, the dynamics of different spins in a nuclear magnetic resonance sample are
characterized by different sets of parameters.

Notice that in such a problem the assumption that the unknown parameter be-
longs to a continuous set plays an important role. If the parameter belonged to a
discrete set, then the classical techniques of controllability could be applied to the
system written in a higher-dimensional space (see, for instance, [6, 20]).

The ensemble controllability problem is studied in quantum mechanics since a long
time. In particular, it is known that the so-called chirped pulses for two-level systems
have good robustness properties with respect to parameter uncertainties [14, 40]. Sim-
ilarly, the so-called counterintuitive pulses for STIRAP processes in three-level quan-
tum systems are known to realize a population transfer even if certain parameters are
unknown [22, 39, 41]. Ensemble controllability is often tackled in experimental situa-
tions via direct optimization methods (see, for instance, [15, 42]). The mathematical
aspects of the ensemble controllability problem have been addressed, in particular, in
[5, 17, 33, 34] for a spin- 1

2 system whose Larmor frequency is not known precisely.
In [31] the effect of chirped pulses for a class of many-level systems is analyzed using
adiabatic techniques.

In this paper we present a technique based on adiabatic approximation and on
the presence of conical intersections between eigenvalues (see Figure 2.1). We are
mainly considering the situation in which the unknown parameters vary in a one-
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dimensional set (although in several practical applications, as in the use of chirped
pulses or in the STIRAP process, we admit the unknown parameters to vary in higher-
dimensional spaces). We recall that eigenvalue intersections are generically conical for
finite-dimensional systems having a real-symmetric (respectively, Hermitian) Hamil-
tonian in presence of 2 (respectively, 3) controls and that such a genericity property
also extends to systems evolving in infinite-dimensional spaces (see Section 6 for more
details).

Our technique is based on the simple idea that if two levels of a quantum system
are connected by a conical intersection, then generically a one-parameter perturbation
results in a one-dimensional manifold of conical intersections, each one corresponding
to a value of the parameter. Then an adiabatic path in the space of controls that
passes through such a one-dimensional manifold realizes a transfer for all systems (see
Figure 2.4).

It is interesting to notice that such an idea explains and generalizes what happens
for chirped pulses. The fact that chirped pulses exploit the presence of curves of conical
intersections was not noticed before, because of the special symmetries of the system
(see Section 4).

Our main result can be roughly resumed in a statement like this: assume that
for a given parameter the spectrum of the systems is conically connected (i.e., every
energy level is connected to the adjacent ones by conical eigenvalue intersections).
Assume that by modifying the parameter the eigenvalue intersections remain coni-
cal and describe disjoint 1-d manifolds in the set of admissible controls. Assume, in
addition, that the space of controls minus the support of such curves is pathwise con-
nected. Then the system is approximately ensemble controllable. Such a result proves
the robustness of adiabatic transitions with respect to variations of the parameters of
the system. We recall that the conically connectedness hypothesis implies the exact
controllability of each individual system [10].

Our result permits to obtain only transitions between eigenstates of the controlled
Hamiltonian, and hence it is less general than the one in [5] (where initial and final
conditions can depend on the parameter). However, it can be applied to a much
more general class of systems (in particular, it is not restricted to two-level systems).
Actually, our result permits to establish a little more than controllability between
eigenstates, namely it states that it is possible to induce any arbitrary permutation
within a basis of eigenstates of the controlled Hamiltonian. In this sense it generalizes
[31], where a result of this kind was presented for a specific class of systems. As it
always happens when using adiabatic theory to prove controllability properties, the
result is constructive in the sense that it provides a simple algorithmic procedure for
obtaining the required control laws.

It should be noticed that the technique that we present here is the only one that
applies to the ensemble control of quantum systems evolving in an infinite-dimensional
Hilbert space.

The key tool on which we base our reasoning is a uniform adiabatic theorem
for systems having conical eigenvalues intersections. A crucial role is played by a
technical result guaranteeing that a Hamiltonian that depends Ck on a parameter
and whose eigenvalues, seen as functions of such a parameter, are conical, admits an
orthonormal family of eigenstates depending Ck−1 on the parameter. The regularity
of eigenvalues and eigenvectors is well established in the analytic setting [28] and has
been studied in the C∞ case [23]. We prefer to work in the Ck setting because of
its generality and since the analytic setting is less natural when studying structural
stability and genericity of the assumptions on eigenvalue intersections. Our result is
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in the same spirit as a recent result on the regularity of projectors obtained in [18], of
which we became aware while preparing the final version of this article. The regularity
of eigenpairs is a useful complement to the classical adiabatic theory in presence of
conical intersections, where it is usually assumed that eigenpairs are C2 with respect
to the parameter. With our result one can replace such a regularity assumption with
the more easily verifiable hypothesis on the C3 regularity of the Hamiltonian itself.

It should be mentioned that the ensemble controllability problem is not restricted
to quantum systems. In particular, in [26, 32, 35] such a problem has been addressed
for linear systems. The case of driftless nonlinear systems has been studied in [3],
thanks to an infinite-dimensional version of the Rashevsky–Chow theorem.

The paper is organized as follows: In Section 2 we set the ensemble controllability
problem and we state our sufficient conditions for approximate ensemble controlla-
bility in finite-dimensional spaces. The proof of the sufficiency of such conditions in
given in Section 3. The proof of the technical result on the regularity of eigenpairs
is postponed to the appendix. In Section 4 we apply the general result to the case
of two-level systems, recovering the classical results on chirped pulses. The extension
to permutations within a basis of eigenvectors is studied in Section 5. The generic-
ity of the conditions appearing in the sufficient conditions for approximate ensemble
controllability is discussed in Section 6. In Section 7 we consider the case in which
the Hamiltonian depends on more than one parameter and we illustrate our results
on the STIRAP process. Finally, in Section 8, we discuss the extensions to the case
of infinite-dimensional spaces, presenting as an example a version of the classical
Eberly–Law model.

2. Basic definitions and statement of the main results in the finite-
dimensional case. For every n ∈ N , let J1, nK denote the set of integers {1, . . . , n}.
Let U be an open connected subset of Rd, d ≥ 2.

We consider the controlled Schrödinger equation in CN , N ∈ N,

iψ̇ = Hα(u(t))ψ(2.1)

where u : R → U is a L∞ map. Here α is a time-independent parameter belonging
to a compact interval [α0, α1] ⊂ R. Each matrix Hα(u) belongs to the set Herm(N)
of N ×N Hermitian matrices. The map (α, u) 7→ Hα(u) is sufficiently regular, as it
will be specified later on.

Denote the spectrum of Hα(u) by (λαj (u))Nj=1 where j 7→ λαj (u) is the nondecreas-
ing sequence of eigenvalues of Hα(u) repeated according to their multiplicities. We
also write (φα1 (u), . . . , φαN (u)) to denote an orthonormal basis of associated eigenvec-
tors.

Definition 2.1. We say that system (2.1) is ensemble approximately control-
lable between eigenstates if for every ε > 0, j, k ∈ J1, NK and u0, u1 ∈ U such
that λαj (u0) and λαk (u1) are simple for every α ∈ [α0, α1], there exists a control
u(·) : [0, T ] → U such that for every α ∈ [α0, α1] the solution of (2.1) with ini-
tial condition ψα(0) = φαj (u0) satisfies ‖ψα(T ) − eiθφαk (u1)‖ < ε for some θ ∈ R
(possibly depending on α and ε).

Remark 2.2. The typical case of interest is when u = 0 ∈ U represents an
isolated (i.e., uncontrolled) system (the so-called drift Hamiltonian) and one seeks to
steer φαj (0) towards φαk (0) for some j, k ∈ J1, NK.

Definition 2.3. Let us fix α ∈ [α0, α1]. We say that ū ∈ U is a conical intersec-
tion between λαj and λαj+1 if λαj−1(ū) < λαj (ū) = λαj+1(ū) < λαj+2(ū) and there exists
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c > 0 such that for every v in a neighborhood of ū in U, we have

‖λαj (v)− λαj+1(v)‖ ≥ c‖ū− v‖.

(As example of conical intersection is shown in Figure 2.1.)

u1

u2

λ1(u)

λ2(u)

Fig. 2.1. An example of conical intersection in the case d = N = 2.

Let us denote by γj the projection of the set {(u, α) ∈ U × [α0, α1] | λαj (u) =
λαj+1(u)} onto the u-component, that is,

γ0 = ∅,
γj = {u ∈ U | ∃α ∈ [α0, α1] such that λαj (u) = λαj+1(u)}, j ∈ J1, N − 1K,
γN = ∅.

Assumption Aj. There exist a connected component γ̂j of γj and a map βj :
[α0, α1]→ U such that βj is a C3embedding and

• γ̂j = βj([α0, α1])
• γ̂j is contained in U \ (γj−1 ∪ γj+1)
• For every α ∈ [α0, α1], λαj and λαj+1 have a unique intersection on γ̂j, which

is conical and occurs at βj(α).
Moreover the set U \ (γj−1 ∪ γj ∪ γj+1) is pathwise connected.

Remark 2.4. The assumption that βj is an embedding between the set of pa-
rameters [α0, α1] and γ̂j is used here for simplicity and can be relaxed. This will be
done in the general context of multi-dimensional sets of parameters in Section 7 (see
Assumption A∗j ).

The structural stability and the genericity of Assumption Aj are discussed in Sec-
tion 6. In the following theorem we show that the curve γ̂j appearing in Assumption
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γ̂j

γj

γj+1

γj−1

γj+2

U

Fig. 2.2. The component γ̂j is such that Assumption Aj is satisfied

γ̂j

u(t1) = βj(α1)u(t0) = βj(α0)

u(0) = u0

u(1) = u1

Fig. 2.3. A control u(·) as in the statement of Theorem 2.5.

Aj can be used to induce an adiabatic transition between the j-th and the (j + 1)-th
eigenstate for every α.

Theorem 2.5. Consider a C3 map [α0, α1] ×U 3 (α, u) 7→ Hα(u) ∈ Herm(N).
Let j ∈ J1, N − 1K be such that Assumption Aj is satisfied. Take u0, u1 ∈ U \ (γj−1 ∪
γj ∪ γj+1) and consider a C3 path u(·) : [0, 1] → U satisfying u(0) = u0, u(1) = u1,
and such that u|[t0,t1] is a reparameterization of βj for some 0 < t0 < t1 < 1 such
that u(t) /∈ γj−1 ∪ γj ∪ γj+1 for every t ∈ [0, 1] \ [t0, t1]. (See Figure 2.3.) Assume,
moreover, that u̇(t) 6= 0 for every t ∈ [0, 1].

Then there exists a constant C > 0 such that for every α ∈ [α0, α1] and ε > 0 the
solutions ψα,±ε of

iψ̇α,±ε (t) = Hα(u(εt))ψα,±ε (t)

with initial conditions

(2.2) ψα,+ε (0) = φαj (u0), ψα,−ε (0) = φαj+1(u0)

satisfy

(2.3) ‖ψα,+ε (1/ε)− eiθ
+

φαj+1(u1)‖ ≤ C
√
ε, ‖ψα,−ε (1/ε)− eiθ

−
φαj (u1)‖ ≤ C

√
ε,

for some θ± ∈ R.

Remark 2.6. By unitarity of the evolution, if in the statement of Theorem 2.5
we replace the initial conditions (2.2) by

‖ψα,+ε (0)− φαj (u0)‖ ≤ c, ‖ψα,−ε (0)− φαj+1(u0)‖ ≤ c,
5



u0 = u1

U

γ̂3

γ̂2

γ̂1

Fig. 2.4. A control realizing an ensemble transition between φα1 (u0) and φα4 (u0).

then the conclusion (2.3) becomes

‖ψα,+ε (1/ε)− eiθ
+

φαj+1(u1)‖ ≤ C
√
ε+ c, ‖ψα,−ε (1/ε)− eiθ

−
φαj (u1)‖ ≤ C

√
ε+ c.

Corollary 2.7. Consider a C3 map [α0, α1]×U 3 (α, u) 7→ Hα(u) ∈ Herm(N).
Let Assumption Aj be satisfied for every j ∈ J1, N − 1K. Then (2.1) is ensemble
approximately controllable between eigenstates.

The corollary follows from an iterated application of Theorem 2.5 and its proof
works by constructing a C3 control such that u(0) = u0 and u(T ) = u1 (where u0 and
u1 are as in Definition 2.1) and going through the curves γ̂j as in Figure 2.4. Starting
from the second iteration of the application of Theorem 2.5, we use Remark 2.6 with c
of order

√
ε to guarantee that the adiabatic approximation after each iteration remains

of order
√
ε.

Remark 2.8. The proof of Theorem 2.5 is based on a uniform adiabatic theorem,
which is recalled in next section (Theorem 3.1). Actually, under the additional hy-
pothesis that the curves γ̂j are non-mixing for every α ∈ [α0, α1], in the sense of [9,
Section V], one can replace the factor

√
ε in (2.3) and (3.1) by ε.

3. Proof of the ensemble controllability result in the finite-dimensional
case.

Theorem 3.1. Consider a C3 map [α0, α1] ×U 3 (α, u) 7→ Hα(u) ∈ Herm(N).
Let u : [0, 1] → U be a C2 control. For every α ∈ [α0, α1] and t ∈ [0, 1], let
Λα1 (t), . . . ,ΛαN (t) be the eigenvalues of Hα(u(t)) repeated according to their multiplici-
ties and denote by (Φα1 (t), . . . ,ΦαN (t)) an orthonormal basis of associated eigenvectors.

Assume that for every α ∈ [α0, α1] and every j ∈ J1, NK,

(Λαj ,Φ
α
j ) ∈ C2([0, 1],R× CN ).

Let j ∈ J1, N − 1K and assume that for every α ∈ [α0, α1], there exists τ ∈ (0, 1) such
that Λαj (t) and Λαj+1(t) are simple for every t ∈ [0, 1] \ {τ} and

Λαj (τ) = Λαj+1(τ) 6= Λαm(τ) for m 6= j, j + 1,
d

dt

∣∣∣∣
t=τ

Λαj (t) 6= d

dt

∣∣∣∣
t=τ

Λαj+1(t).
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Then there exists C > 0 such that for every α ∈ [α0, α1], and every ε > 0 the solution
ψ = ψαε of the equation

iψ̇(t) = Hα(u(εt))ψ(t)

with initial condition ψ(0) = Φαj (0) satisfies

(3.1) ‖ψ(1/ε)− eiθΦαj (1)‖ ≤ C
√
ε

for some θ ∈ R.

The proof of this theorem can be obtained by applying the classical adiabatic
theorem for every α, using the continuity of the corresponding constant C(α) and
the compactness of the interval [α0, α1] (see for instance [27, Theorem 4] and [43,
Theorem 1.2]).

In order to guarantee the regularity of eigenvalues and eigenvectors along a regular
but not necessarily analytic path in the domain of admissible controls, we are going
to apply the following result, whose proof is given in the appendix. (For a result in
the same spirit in the infinite-dimensional setting, see [18].)

Lemma 3.2. Let I be an interval in R and take H ∈ Ck+1(I,Herm(N)), k ≥ 0.
For every t ∈ I, let λ1(t) ≤ · · · ≤ λN (t) be the eigenvalues of H(t), repeated according
to their multiplicities. Assume that for every t̄ ∈ I and every j ∈ J1, N − 1K such
that λj(t̄) = λj+1(t̄), then λh(t̄) 6= λj(t̄) for h 6= j, j + 1 and there exist c > 0 and a
neighborhood Ī of t̄ in I such that

(3.2) λj+1(t)− λj(t) ≥ c|t− t̄|, for every t ∈ Ī .

Then there exist Λ1, . . . ,ΛN ∈ Ck+1(I,R) and Φ1, . . . ,ΦN ∈ Ck(I,CN ) such that,
for every t ∈ I, Λ1(t), . . . ,ΛN (t) are the eigenvalues of H(t) repeated according to
their multiplicities and (Φ1(t), . . . ,ΦN (t)) is an orthonormal basis of corresponding
eigenvectors. Moreover, Φ1, . . . ,Φn are Ck+1(I,CN ) if all eigenvalues of H are simple
along I.

Proof of Theorem 2.5. We are going to apply Theorem 3.1 on the path u(·). Notice
that for every α the curve u(·) passes through exactly one point ūα such that λαj (ūα) =
λαj+1(ūα) and through no point v ∈ U where either λαj−1(v) = λαj (v) or λαj+1(v) =
λαj+2(v). Denote by tα the time such that u(tα) = ūα.

By Lemma 3.2 applied to the map t 7→ H(u(t)), we can assume that

[0, 1] 3 t 7→ (Λαj (t),Φαj (t)) =

{
(λαj (u(t)), φαj (u(t))) if t < tα
(λαj+1(u(t)), φαj+1(u(t))) if t ≥ tα

is C2 for every j ∈ J1, NK and every α ∈ [α0, α1]. The application of Theorem 3.1
then concludes the proof of Theorem 2.5. �

Remark 3.3. In Theorem 2.5 the control u(·) is assumed to be C3. The C3 regu-
larity could actually be relaxed. The same proof would work, for instance, by assuming
u(·) to be continuous, C3 in a neighborhood of γ̂j and piecewise C2 elsewhere.

4. Example 1: Two-level system driven by a chirped pulse. A classical
example of ensemble control by adiabatic evolution is the famous chirped pulse used
in two-level systems. It is used, for instance, for controlling via magnetic fields an
ensemble of spin systems with slightly different parameters. We illustrate chirped
pulses on the following model

i
d

dt

(
ψα1
ψα2

)
=

(
E + α Ω(t)
Ω∗(t) −E − α

)(
ψα1
ψα2

)
,(4.1)
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where E > 0 is fixed, Ω(·) ∈ L∞([0, T ],C) is the control, Ω∗(t) denotes its complex
conjugate, and α is a real parameter that can vary in a fixed range α ∈ [α0, α1] ⊂
(−E,∞). The quantity E + α is called the proper frequency of system (4.1).

Chirped pulses are well studied in the literature (see [14, 40, 31]). We show here
below how they naturally show up in the general framework proposed in this paper.
Consider the following ensemble approximate controllability problem for (4.1): we
want to construct explicitly a control steering, for every value of α ∈ [α0, α1], the
eigenstate φα1 (0) = (1, 0) to φα2 (0) = (0, 1) of the Hamiltonian in (4.1) corresponding
to Ω = 0.

Theorem 2.5 and Corollary 2.7 do not directly apply to system (4.1) since the
eigenvalues of the Hamiltonian are simple for every value of α ∈ [α0, α1] and Ω ∈ C.

Hence we perform a suitable time-dependent change of variables (to recast the
system in interaction picture). In order to do so, we consider controls having the form

(4.2) Ω(t) = u1(t)e−i(2Et+∆(t)),

where u1(·) and ∆(·) are real-valued, and we set

hα(t) =

(
E + α u1(t)e−i(2Et+∆(t))

u1(t)ei(2Et+∆(t)) −E − α

)
.

Let us apply the time-dependent unitary change of variable ψα(t) = U(t)Φα(t) with

U(t) =

(
e−iEt 0

0 ei(Et+∆(t))

)
.

Notice that the transformation U(t) preserves (up to phases) the two eigenstates
φα1 (0) = (1, 0) and φα2 (0) = (0, 1).

Then Φα satisfies the equation i ddtΦ
α = Hα(t)Φα with

Hα(t) = U−1(t)hα(t)U(t)− iU−1(t)
dU

dt
(t) =

(
α u1(t)

u1(t) −α+ d∆
dt (t)

)
.

Setting u2(t) = d∆
dt (t), we are then left to control the family of systems

i
d

dt

(
Φα1
Φα2

)
=

(
α u1(t)

u1(t) −α+ u2(t)

)(
Φα1
Φα2

)
.(4.3)

We apply now Theorem 2.5 to system (4.3). To this purpose we have to check
that Assumption A1 is satisfied. Set

Hα(u1, u2) =

(
α u1

u1 −α+ u2

)
.

The eigenvalues of Hα(u1, u2) are

λα1 (u1, u2) =
u2 −

√
(2α− u2)2 + 4u2

1

2
, λα2 (u1, u2) =

u2 +
√

(2α− u2)2 + 4u2
1

2
.

For any fixed α ∈ [α0, α1], Hα has a unique eigenvalue intersection, which is conical
and takes place at

(u1, u2) = (0, 2α).

8



u2

u1

2α1

2α0

γ1

(u1(t), u2(t))u21

u20

Fig. 4.1. The control u(·).

In other words for each point of the set

γ1 = {(0, 2α) ∈ R2 | α ∈ [α0, α1]} = {0} × [2α0, 2α1]

there is exactly one system having an eigenvalue intersection at such a point, which
is, moreover, conical. Assumption A1 is then satisfied.

By applying Corollary 2.7 to system (4.3) we deduce the following result.

Proposition 4.1. System (4.3) is ensemble approximately controllable between
eigenstates.

The controls used to achieve the controllability stated in Proposition 4.1 can be taken
continuous, C3 in a neighborhood of γ1 and piecewise C2 elsewhere (see Remark 3.3).
Notice that the same regularity holds for Ω, according to (4.2).

As a consequence of Proposition 4.1 we can steer (up to phases) system (4.3)
(simultaneously with respect to α ∈ [α0, α1]) from (1, 0) to an arbitrary neighborhood
of (0, 1), which are eigenstates of Hα(0, u20) for every u20 ∈ R\ [2α0, 2α1]. Now, since
U(t) preserves (up to phases) (1, 0) and (0, 1), we can conclude that system (4.1) can be
steered simultaneously by adiabatic control from (1, 0) to (0, 1) for every α ∈ [α0, α1].
Notice that the control u = (0, u20) corresponds to Ω = 0 in the original system,
independently of u20.

We now construct explicitly the adiabatic control realizing the transition. We
start by doing this for (4.3) and then we translate the result for (4.1).

Let u21 be in the connected component of R \ [2α0, 2α1] not containing u20 (see
Figure 4.1). Let u : [0, 1/2] → R2 be a path following a curve contained in the
right half-plane connecting (0, u20) to (0, u21). Complete the path u by letting u :
[1/2, 1]→ R2 follow a straight segment from (0, u21) to (0, u20). The path u(·) is such
that t 7→ u(εt) yields the desired ensemble approximate transition when ε→ 0.

In terms of the original system, the control Ω obtained from u as in (4.2) is
identically equal to zero on [1/2, 1]. Hence, the evolution corresponding to this portion

9



|ψ2(εt)|2

t

α = 1α = 0

t

|ψ1(εt)|2

α = −1

u2(t)

u1(t)

2α

−2α

Re(Ω(εt))

Im(Ω(εt))

Fig. 4.2. Two-level system driven by a chirped pulse. Here E = 2, α ∈ [−1, 1], u1(t) =
3
2

(1 − cos(4πt)), u2(t) = −3 cos(2πt), for t ∈ [0, 1
2

] and ε = 0.004. The frequency of the pulse is
2E + u2(εt) = 4− 3 cos(2πεt) which varies monotonically between 1 and 7.

of the control u has no effect on the dynamics and can be ignored. The original system
is then controlled by

Ω(εt) = u1(εt)e−i(2Et+
1
ε

∫ εt
0
u2(s)ds)

with t ∈ [0, 1
2ε ]. Notice that t 7→ Ω(εt) is a complex function with slow-varying

modulus and a phase oscillating with a frequency given by

d

dt

(
2Et+

1

ε

∫ εt

0

u2(s)ds

)
= 2E + u2(εt).

Since u2(0) = u20 and u2(1/2) = u21, such a frequency slowly varies between two
values, one smaller and one larger than every proper frequency E +α of system (4.1)
(see Figure 4.2 for an example).

Let us conclude by a remark on the precision of the adiabatic estimate. According
to Theorem 2.5, the precision of the transition of system (4.3) corresponding to u :
[0, 1]→ R2 is of order

√
ε. Taking into account, moreover, Remark 2.8, the precision

is of order ε. For what concerns system (4.1), we are just interested, as we have
seen, to the restriction of u on the interval [0, 1/2] and its corresponding control Ω.

10



γ1 \ γ̂1

U

γ̂1

γ̂2

γ̂3

γ2 \ γ̂2

Fig. 5.1. A situation in which Assumption P is verified.

Hence, since u crosses no eigenvalue intersection on [0, 1/2], one can conclude that the
precision of the adiabatic transition is of order ε even without recalling Remark 2.8.

5. Permutations. Inspired by [31], we refine in this section our approach in
order to select adiabatic controls performing a prescribed permutation of the eigen-
vectors of the controlled Hamiltonian.

The set of assumptions Aj , j ∈ J1, N − 1K, is replaced by the slightly stronger
assumption P below (see Figure 5.1 for an illustration).

Assumption P. For every j ∈ J1, N − 1K there exist a connected component γ̂j
of γj and a map βj : [α0, α1]→ U such that βj is a C3 embedding and

• γ̂j = βj([α0, α1]).
• γ̂j is contained in U \ (∪k∈J1,NK

k 6=j
γk)

• For every α ∈ [α0, α1], λαj and λαj+1 have a unique intersection on γ̂j, which
is conical and occurs at βj(α).

Moreover the set U \ (∪k∈J1,NKγk) is pathwise connected.
Under Assumption P, Corollary 2.7 can be refined as follows.

Theorem 5.1. Assume that P is satisfied. Then for every u0, u1 ∈ U\(∪k∈J1,NKγk),
every p1, . . . , pN ∈ C such that |p1|2 + · · · + |pN |2 = 1 and every permutation σ :
J1, NK → J1, NK, there exists a C3 path u(·) : [0, 1] → U satisfying u(0) = u0 and
u(1) = u1 and a constant C > 0 such that for every α ∈ [α0, α1] and ε > 0 the
solution ψαε of

iψ̇αε = Hα(u(εt))ψαε

with initial condition ψαε (0) =
∑N
j=1 pjφ

α
j (u0), satisfies

‖ψαε (1/ε)−
N∑
j=1

pje
iθjφασ(j)(u1)‖ ≤ C

√
ε,

for some θ1, . . . , θN ∈ R.

Proof. The path u(·) is constructively obtained by requiring it to pass through the
curves γ̂j in a suitable order. Such an order is identified by the algorithm described
below.
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U

f1

f3

f2

t3t1 t2

γ̂1

γ̂2

u1

u0

Fig. 5.2. On the left, the functions fj and the times tk. On the right, the control u(·). In this
case N = 3, µ = 3, τ(1) = 1, τ(2) = 2, τ(3) = 1. Hence, u(·) passes through γ̂1, γ̂2, and again γ̂1
while connecting u0 to u1.

Let h ∈ J1, NK. We say that the functions f1, . . . , fh : [0, 1]→ R satisfy property
(Πh) if they are continuous, piecewise affine, such that fj(0) = j, fj(1) = σ(j) for
j ∈ J1, hK and, moreover, if for every t ∈ (0, 1) and j 6= k, j, k ∈ J1, hK such that
fj(t) = fk(t) we have

• fl(t) 6= fm(t) for every l ∈ J1, hK \ {j, k}, m ∈ J1, hK \ {l},
• (fj(t+ ε)− fk(t+ ε))(fj(t− ε)− fk(t− ε)) < 0 for every ε > 0 small enough.

We now construct recursively a set of functions f1, . . . , fN satisfying (ΠN ).

Let f1 and f2 be the affine functions uniquely determined by f1(0) = 1, f2(0) = 2,
f1(1) = σ(1), f2(1) = σ(2). Notice that they satisfy (Π2).

By induction, assume to have selected f1, . . . , fh satisfying (Πh).

Let fh+1 be the affine function satisfying fh+1(0) = h + 1, fh+1(1) = σ(h + 1). If
(Πh+1) is satisfied then the recursion step is complete. Otherwise modify fh+1 into
a continuous function that is constantly equal to h+ 1 in an interval [0, η] and affine
on [η, 1], with the same boundary conditions. For every positive small enough η one
has that f1, . . . , fh+1 satisfy (Πh+1) and this concludes the induction step.

For every t ∈ [0, 1] let σt : J1, NK→ J1, NK be a permutation such that

fσt(1)(t) ≤ fσt(2)(t) ≤ · · · ≤ fσt(N)(t).

Notice that t 7→ σt is piecewise constant and σ0 = Id, σ1 = σ.
Let t1 < t2 < · · · < tµ be the values in (0, 1) at which the graphs of the functions

f1, . . . , fn intersect (see Figure 5.2). Then t1, . . . , tµ are the discontinuity points of
t 7→ σt. For every j ∈ J1, µK, let τ(j) ∈ J1, N − 1K be defined by

fσtj
(τ(j))(tj) = fσtj

(τ(j)+1)(tj).

The control u(·) is constructed in such a way that it passes through γ̂τ(1), . . . , γ̂τ(µ).
More precisely let s1, . . . , sµ be such that 0 =: t0 < s0 < t1 < s1 < t2 < · · · <
sµ−1 < tµ < sµ := 1. Let u(·) : [0, 1] → U be such that u̇(t) 6= 0 for every t ∈ [0, 1],
u(·) ∈ C3, u(0) = u0, u(1) = u1. Moreover for every j = 0, . . . µ, the restriction
u|(tj ,sj) has values in U \ (∪k∈J1,NKγk) and for j = 1, . . . µ the curve u|[sj−1,tj ] is a
reparameterization of βτ(j) (see Figure 5.2).

By construction and by a repeated application of Theorem 2.5 and Remark 2.6,
the solution of iψ̇αε = Hα(u(εt))ψαε with initial condition ψαε (0) = φαj (u0), satisfies
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for every t ∈ ∪µk=0(tk, sk)

‖ψαε (t/ε)− eiθjφασt(j)
(u(εt))‖ ≤ C

√
ε,

for some θj ∈ R. The proof of Theorem 5.1 is then concluded arguing by linearity.

Remark 5.2. Let us comment on the difference between Assumption P and the
set of hypotheses A1, . . . , AN appearing in the statement of Corollary 2.7. Assumption
P is stronger in the sense that each γ̂j is required to have empty intersection not only
with γj−1 and γj+1, but also all with γk for k 6= j. Assumption P guarantees that
while inducing a transition between the levels j and j + 1 the other energy levels are
untouched.

6. Genericity. We discuss in this section the genericity of Assumption Aj which
appears in Theorem 2.5 and Corollary 2.7. Recall that, by the Wigner–von Neumann
theorem [44], the set of N × N Hermitian matrices of rank equal to N − 1 (i.e.,
with one degenerate eigenvalue of multiplicity 2 and all other eigenvalues simple) is
the finite union of submanifolds of codimension 3. More generally the set Υ of all
N×N Hermitian matrices with degenerate eigenvalues is a Whitney stratified set (see
for instance [25, Section 1.2]) of codimension 3. Similarly, symmetric real matrices
with degenerate eigenvalues form a Whitney stratified set of codimension 2 of the
space of all symmetric matrices. Let d = 3, H : U → Herm(N) be a C3 map and
h = H(u) ∈ Herm(N) have rank equal to N−1. Then H(u) intersects Υ transversally
at h = H(u) if and only if u is a conical intersection. By standard transversality
arguments (see, for instance, [1, Proposition 19.1] and [25, Section 1.3.2]), it follows
that there exists a residual set R in C3(U,Herm(N)) such that for every H ∈ R,
all intersections between the eigenvalues of H are conical. (In particular for every
H ∈ R and every u ∈ U such that H(u) ∈ Υ, the rank of H(u) is N − 1, since the
strata of Υ corresponding to matrices of lower rank are of codimension larger than 3.)

Moreover, a conical intersection is structurally stable in the sense that, if u is a
conical intersection for H ∈ C3(U,Herm(N)), then any small perturbation of H has a
conical intersection near u. Similar results hold for d = 2 in the case of real symmetric
Hamiltonians.

The following two results, whose proof can be directly derived from the above con-
siderations, establish that a small one-parameter perturbation of a Hamiltonian with
conically connected spectrum satisfies the assumptions of Theorem 2.5 and Corol-
lary 2.7. Here we impose U to be bounded and the Hamiltonian H to be C3 on U,
meaning that it admits a C3 extension on a neighborhood of U. We also require H not
to have eigenvalue intersections on ∂U. This prevents the occurrence of a sequence
of eigenvalue intersections converging to ∂U.

Theorem 6.1. Let U be an open, connected and bounded subset of R3. Let
H : U→ Herm(N) be a C3 map and (λj(u))j∈J1,NK be the increasing sequence of eigen-

values of H(u), u ∈ U, repeated according to their multiplicities. Fix j ∈ J1, N − 1K.
Assume that the levels λj and λj+1 intersect and that all intersections between them
are conical and correspond to controls u ∈ U. If j > 1 (respectively, j < N − 1),
assume, moreover, that all intersections between the levels λj−1 and λj (respectively,
λj+1 and λj+2) are conical and correspond to controls u ∈ U.

Let us define

Ξ = {h ∈ C3(U× R,Herm(N)) | h(·, 0) = H(·)}

endowed with the C3 Whitney topology induced by C3(U× R,Herm(N)).
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Then there exists an open and dense subset Ξ̂ of Ξ, such that for every h ∈ Ξ̂, the
restriction h : U× [−δ, δ]→ Herm(N) satisfies Assumption Aj for some δ > 0.

Corollary 6.2. Let U be an open, connected and bounded subset of R3. Let
H : U → Herm(N) be a C3 map and (λj(u))j∈J1,NK be the increasing sequence of

eigenvalues of H(u), u ∈ U, repeated according to their multiplicities. Assume that
all eigenvalue intersections are conical and correspond to controls u ∈ U. Assume
moreover that, for every j ∈ J1, N − 1K, λj and λj+1 intersect.

Let Ξ be defined as in Theorem 6.1. Then there exists a open and dense subset Ξ̂
of Ξ, such that for every h ∈ Ξ̂, the restriction h : U × [−δ, δ] → Herm(N) satisfies
Assumption P for some δ > 0 (and, in particular, Assumption Aj every j ∈ J1, NK).

As a consequence of Corollary 2.7 and Theorem 5.1, every h in the set Ξ̂ of
parameter-dependent Hamiltonians appearing in the statement of Corollary 6.2 de-
fines, when restricted to U× [−δ, δ], a system which is ensemble approximately con-
trollable between eigenstates and which satisfies the conclusion of Theorem 5.1.

The same conclusions as those of Theorem 6.1 and Corollary 6.2 hold when d = 2
(i.e., U is a subset of R2) and the Hamiltonians H and h take values in the set of
symmetric N ×N real matrices.

7. Multidimensional set of parameters. We consider in this section the sit-
uation in which the parameter on which the Hamiltonian depends varies in a set of
dimension larger than one. Our technique still applies when the set of eigenvalue
intersections projects onto a one-dimensional curve in the space of controls. Even if
this situation is not generic, it however shows up in several physical examples, as we
illustrate in Sections 7.1 and 7.2.

Let Σ be the set of parameters, contained in Rm for some m ∈ N. We consider
the ensemble controllability problem for the Schrödinger equation on CN , N ∈ N,

iψ̇ = Hσ(u(t))ψ, σ ∈ Σ.(7.1)

Denote by (λσj (u))Nj=1 the nondecreasing sequence of eigenvalues of Hσ(u) re-
peated according to their multiplicities and by (φσ1 (u), . . . , φσN (u)) an orthonormal
basis of associated eigenvectors. Let us define

γ0 = ∅,
γj = {u ∈ U | ∃σ ∈ Σ such that λσj (u) = λσj+1(u)}, j ∈ J1, N − 1K,
γN = ∅.

Assumption A∗j . There exists a connected component γ̂j of γj such that

• There exists an interval [α0, α1] ⊂ R and a C3 embedding βj : [α0, α1] → U
such that γ̂j = βj([α0, α1]);

• γ̂j is contained in U \ (γj−1 ∪ γj+1);
• For every σ ∈ Σ, there exists a unique u ∈ γ̂j such that λσj and λσj+1 have an

intersection at u, which is conical.
Moreover the set U \ (γj−1 ∪ γj ∪ γj+1) is pathwise connected.

Theorem 2.5 and Corollary 2.7 hold true by replacing [α0, α1] × U 3 (α, u) 7→
Hα(u) ∈ Herm(N) by Σ×U 3 (σ, u) 7→ Hσ(u) ∈ Herm(N) and Aj by A∗j . The same
proof works without major modifications.

7.1. Chirped pulses for two-level systems with two parameters. We con-
sider here below an extension of the example studied in Section 4, in which we add
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an uncertain parameter also in the coupling between the control and the system.
Consider the controlled equation

i
d

dt

(
ψσ1
ψσ2

)
=

(
E + α βΩ(t)
βΩ∗(t) −E − α

)(
ψσ1
ψσ2

)
,(7.2)

where σ = (α, β) ∈ [α0, α1] × [β0, β1] ⊂ R × (0,+∞). As before, E > 0 is fixed and
we want to steer the system from φσ1 (0) = (1, 0) to φσ2 (0) = (0, 1), up to phases.

The same change of variables as in Section 4 and the control trasformation

Ω(t) = u1(t)e−i(2Et+∆(t)), u2(t) =
d∆

dt
(t),

yield the equivalent system i ddtΦ
σ = Hσ(t)Φσ with

Hσ(t) =

(
α βu1(t)

βu1(t) −α+ u2(t)

)
.

Since the eigenvalue intersections of Hσ only depend on α and not on β, the entire
discussion of Section 4 still applies in the presence of the parameter β. This underlines
once more the robustness of the chirped pulse strategy for two-level systems.

7.2. Example 2: STIRAP. Consider the three-level system with controlled
Hamiltonian

H(α1,α3,β1,β2)(u1, u2) =

 E1 + α1 β1u1 0
β1u1 E2 β2u2

0 β2u2 E3 + α3


with αj ∈ [αj0, αj1], j = 1, 3, βj ∈ [βj0, βj1], j = 1, 2, β10, β20 > 0 and αj0, αj1
such that E1 + α1 < E2 < E3 + α3. (One could clearly add a further parameter
uncertainty in the level E2, which is not relevant, since the trace of the matrix can
always be shifted without modifying the dynamical properties of the system.) The
controls u1 and u2 are real-valued.

Denote σ = (α1, α3, β1, β2) and

Σ = [α10, α11]× [α30, α31]× [β10, β11]× [β20, β21].

The eigenvalue intersections ofHσ(u1, u2) occur on the axes u1 and u2. More precisely,

γ1 =

{(
0,−

√
(E1 + α1 − E3 − α3)(E1 + α1 − E2)

β2

)
| σ ∈ Σ

}
∪{(

0,

√
(E1 + α1 − E3 − α3)(E1 + α1 − E2)

β2

)
| σ ∈ Σ

}
,

γ2 =

{(
−
√

(E1 + α1 − E3 − α3)(E2 − E3 − α3)

β1
, 0

)
| σ ∈ Σ

}
∪{(√

(E1 + α1 − E3 − α3)(E2 − E3 − α3)

β1
, 0

)
| σ ∈ Σ

}
.

In particular, γ1 and γ2 are both unions of two segments (see Figure 7.1), hence
they are 1-dimensional smooth embedded manifolds. All hypotheses of Corollary 2.7
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γ2

u1

u2

γ1

Fig. 7.1. The sets γ1 and γ2 for the STIRAP process.

(in the multi-dimensional parameter extension discussed above) are satisfied and we
conclude that the system is ensemble approximately controllable between eigenstates.
Moreover, according to Remark 2.8, the precision of the transition described in Theo-
rem 2.5 can be made of order ε, where ε is the velocity at which we follow the adiabatic
path.

For instance, in order to steer system (7.1) from φσ1 = (1, 0, 0) to φσ3 = (0, 0, 1)
we can follow the path in Figure 7.2a.

In Figure 7.2b we plot the two components of the control realising the transition.
Notice that such controls are in the celebrated counter-intuitive order, meaning that,
in order to go from state 1 to state 3, one first activates the control u2, responsible
for the transition 2 → 3, and then the control u1, responsible for the transition
1→ 2 (creating the so-called dark state). The approach presented in this paper gives
a complete mathematical explanation of why the counter-intuitive order works and
why it is so robust with respect to parameter fluctuations.

8. Extension to the infinite-dimensional case. The results of the previous
sections extend, under some suitable regularity assumptions, to the case where CN is
replaced by an infinite-dimensional complex separable Hilbert space H.

In order to avoid excessive technicalities, we present this extension in the case
where the Hamiltonian H depends affinely on the controls and where the controlled
Hamiltonians are bounded. (For the general nonlinear case, one could follow the
approach in [16].)

We then consider a Hamiltonian of the type

Hσ(u) = Hσ
0 +

d∑
j=1

ujH
σ
j ,

wih the parameter σ belonging to Σ ⊂ Rm for some m ∈ N, and with Hσ
j , j = 0, . . . , d,

satisfying the following assumption.
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γ1

γ2

|ψ2|2

|ψ3|2|ψ1|2

(c)

u2

u1

(a) (b)

u1

u2

t

Fig. 7.2. Example of STIRAP process with E1 = −1, E2 = 0, E3 = 1, α1, α3 ∈ [−0.1, 0.1],
β1, β2 ∈ [0.8, 1.2]. In (a) we give the parametric plot of the control, in (b) the shape of its compo-
nents as functions of time and in (c) the components of the wave function for the three choices of
parameters (α1, α3, β1, β2) = (0, 0, 1, 1), (0.1,−0.1, 0.8, 1.2), (−0.1, 0.1, 1.2, 0.8). For this simulation
we used ε = 0.05.

(H∞) Fix σ0 ∈ Σ and assume that:
• Hσ0

0 is self-adjoint and bounded from below;
• Hσ

0 −H
σ0
0 , Hσ

1 , . . . ,H
σ
d are bounded for all σ ∈ Σ;

• the map (σ, u) 7→ Hσ0
0 − Hσ(u) is C3 from Σ × U to the Banach space of

bounded self-adjoint operators endowed with the operator norm;
• for all (σ, u) ∈ Σ×U the eigenvalues λσ1 (u) ≤ · · · ≤ λσN (u) of Hσ(u) are such

that
◦ spectrum(Hσ(u)) ∩ [λσ1 (u), λσN (u)] = {λσ1 (u), . . . , λσN (u)} and λσj (u) has

finite multiplicity for every j ∈ J1, NK,
◦ dist(spectrum(Hσ(u)) \ [λσ1 (u), λσN (u)], {λσ1 (u), λσN (u)}) ≥ Γ,

with Γ > 0 independent of (σ, u) (see Figure 8.1).
Under the hypothesis (H∞), for every continuous control u : [0, T ] → U and

every initial condition, the equation

iψ̇ = Hσ(u(t))ψ(8.1)

admits a unique solution [43, Proposition 2.1].
Let Pσ,u : H → H be the orthogonal projector onto the sum of the eigenspaces

corresponding to λσ1 (u), . . . , λσN (u). Without loss of generality this space is of complex
dimension N . Then (see, for instance, [37]), for every (σ̄, ū) ∈ Σ×U and every (σ, u)
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λσ1 (u)

λσ1 (u)

λσ2 (u)
λσ2 (u)

λσ3 (u)

(σ, u)

λσ3 (u)

λσ2 (u)

Fig. 8.1. The eigenvalues λσ1 (u) ≤ λσ2 (u) ≤ λσ3 (u) of Hσ(u) separated from the rest of the
spectrum (which is contained in the shaded regions).

in a neighborhood of (σ̄, ū),

Pσ,u(ψ) = − 1

2πi

∫
γ

(Hσ(u)− c)−1dc,

where γ is a Jordan curve in C separating λσ̄1 (ū), . . . , λσ̄N (ū) and spectrum(H σ̄(ū)) \
[λσ̄1 (ū), λσ̄N (ū)]. Hence (σ, u) 7→ Pσ,u is C3 as a map from Σ×U to the Banach space
of bounded operators on H endowed with the operator norm.

Let Iσ,u : CN → H be a linear map such that Iσ,u is unitary between CN and
the image of Pσ,u.

Assume for now that (σ, u) 7→ Iσ,u is globally C3 on Σ × U. We denote by

(Iσ,u)−1 the inverse of Iσ,u on the image of Pσ,u. The Hamiltonian (σ, u) 7→ Ĥσ(u) =
(Iσ,u)−1Hσ(u)Iσ,u ∈ Herm(N) is C3 and its eigenvalues are λσ1 (u), . . . , λσN (u).

A general adiabatic theorem (see, for instance, [43, Theorem 2.2]) states that,

given a C2 path u : [0, 1]→ U and ψ̂0 ∈ CN , the solutions ψ(·) and ψ̂(·) of, respectively,

iψ̇(t) = Hσ(u(εt))ψ(t), ψ(0) = (Iσ,u(0))−1ψ̂0, and i
˙̂
ψ(t) = Ĥσ(u(εt))ψ̂(t), ψ̂(0) = ψ̂0,

are such that ψ(1/ε) is ε-close, up to phases, to (Iσ,u(1))−1ψ̂(1/ε).
When (σ, u) 7→ Iσ,u cannot be globally defined as a C3 map, the same arguments

can be applied in local charts leading to the following generalization of Theorem 2.5
and Corollary 2.7

As in the previous section, the sets γj are defined as

γ0 = ∅,
γj = {u ∈ U | ∃σ ∈ Σ such that λσj (u) = λσj+1(u)}, j ∈ J1, N − 1K,
γN = ∅.

Theorem 8.1. Assume that (H∞) holds true. Let j ∈ J1, N − 1K be such that
Assumption A∗j of Section 7 is satisfied. Take u0, u1 ∈ U \ (γj−1 ∪ γj ∪ γj+1) and

consider a C3 path u(·) : [0, 1] → U satisfying u(0) = u0, u(1) = u1, and such that
u|[t0,t1] is a reparameterization of βj for some 0 < t0 < t1 < 1 such that u(t) /∈
γj−1 ∪ γj ∪ γj+1 for every t ∈ [0, 1] \ [t0, t1]. Assume, moreover, that u̇(t) 6= 0 for
every t ∈ [0, 1].
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Then there exists a constant C > 0 such that for every σ ∈ Σ and ε > 0 the
solutions ψσ,±ε of

iψ̇σ,±ε (t) = Hσ(u(εt))ψσ,±ε (t)

with initial conditions

ψσ,+ε (0) = φσj (u0), ψσ,−ε (0) = φσj+1(u0)

satisfy

‖ψσ,+ε (1/ε)− eiθ
+

φσj+1(u1)‖ ≤ C
√
ε, ‖ψσ,−ε (1/ε)− eiθ

−
φσj (u1)‖ ≤ C

√
ε,

for some θ± ∈ R.

Corollary 8.2. Assume that (H∞) holds true. Let Assumption A∗j be satisfied
for every j ∈ J1, N − 1K. Then (8.1) is ensemble approximately controllable between
the eigenstates {φσ1 (u), . . . , φσN (u)} in the sense that for every ε > 0, j, k ∈ J1, NK and
u0, u1 ∈ U such that λσj (u0) and λσk(u1) are simple for every σ ∈ Σ, there exists a
control u(·) : [0, T ] → U such that for every σ ∈ Σ the solution of (8.1) with initial
condition ψσ(0) = φσj (u0) satisfies ‖ψσ(T )− eiθφσk(u1)‖ < ε for some θ ∈ R.

Remark 8.3. When Σ is one-dimensional, genericity results similar to those in
Section 6 can be obtained. For related structural stability and genericity considera-
tions, see [9].

8.1. Example 3: Eberly–Law-like models. We study in this section a model
for coupled spin-oscillator dynamics (see [30, 45, 7]). For other spin-boson models, see
[11, 29, 36] and references therein. The state space is the tensor product of the state
spaces of an harmonic oscillator and of a spin- 1

2 particle. The system has two control
parameters that we assume to be real, the first one, u1, coupling the two levels of
the spin system and the other one, u2, producing simultaneous spin transitions and
vibrational phonon excitations.

We let ω be the gap between the levels of the harmonic oscillator and δ be the
internal gap of the spin system, α (respectively, β) the coupling strength between u1

(respectively, u2) and the system. The vector σ = (α, β, ω, δ) will be considered as a
set of parameters whose uncertainty will be tackled by the technique proposed in the
previous sections.

The model can then be represented by the infinite-dimensional controlled quan-
tum system

iψ̇ = Hσ(u)ψ, ψ ∈ `2,

where u = (u1, u2) ∈ R2, σ ∈ [α0, α1]× [β0, β1]× [ω0, ω1]× [δ0, δ1] = Σ, and

Hσ(u) =



0 αu1 0 0 0 · · ·

αu1 δ βu2 0 0
. . .

0 βu2 ω αu1 0
. . .

0 0 αu1 ω + δ βu2
. . .

0 0 0 βu2 2ω
. . .

...
. . .

. . .
. . .

. . .
. . .


.(8.2)
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We assume that α0, β0, ω0, δ0 > 0. For simplicity, we also assume that ω0 > δ1,
that is, the diagonal of Hσ(u) is a strictly increasing sequence. Further conditions on
αj , βj , ωj , δj , j = 0, 1, will be imposed below (see (8.3)).

The Hamiltonian Hσ(u) is self-adjoint, has purely discrete spectrum, and, if both
u1 and u2 are different from zero, then all eigenvalues of Hσ(u) are non-degenerate
(see [2]).

In order to apply our general strategy, let us describe the eigenvalue intersections
of Hσ(u). This is quite simple, since, for u1 = 0 or u2 = 0, the matrix describing
Hσ(u) is block-diagonal.

Let us first consider intersections along the axis u2 = 0. The eigenvalues of
Hσ(u1, 0) as a function of u1 are shown in Figure 8.2. A simple computation shows
that the smallest value of |u1| for which Hσ(u1, 0) has degenerate eigenvalues is u∗1 =√
ω2−δ2
2α and the second-smallest value is ū1 =

√
4ω2−δ2

2α .
We reason similarly along the axis u1 = 0 and we get that the smallest value of |u2|

for which Hσ(0, u2) has degenerate eigenvalues different from zero is u∗2 =

√
δ(2ω−δ)

2β

and the second-smallest value is ū2 =

√
δ(2ω−δ)+3ω2

2β . The smallest value of |u2| for

which 0 is a degenerate eigenvalue for Hσ(0, u2) is u∗20 =
√
δω
β and the second-smallest

value is ū20 =

√
2ω(δ+ω)

β .

δ + ω

u∗20u∗2 ū20ū2

0
δ

ω
δ + ω

δ
0

ω

u∗1 ū1

Fig. 8.2. The eigenvalues of Hσ(u1, 0) (left) and Hσ(0, u2) (right).

We assume in the following that

(8.3) max
σ∈Σ

u∗1 < min
σ∈Σ

ū1, max
σ∈Σ

u∗2 < min
σ∈Σ

ū2, max
σ∈Σ

u∗20 < min
σ∈Σ

ū20.

Let U = [−η, η + maxσ∈Σ u
∗
1] × [−η, η + maxσ∈Σ u

∗
20] with η > 0 small. Then

Assumptions A∗j , j ≥ 1, introduced in Section 7, hold true with

γ̂1 = {0} × [min
σ∈Σ

u∗20,max
σ∈Σ

u∗20],

γ̂2j+1 = {0} × [min
σ∈Σ

u∗2,max
σ∈Σ

u∗2], j ≥ 1,

γ̂2j = [min
σ∈Σ

u∗1,max
σ∈Σ

u∗1]× {0}, j ≥ 1.

In particular, all eigenvalue intersections in γ̂j , j ≥ 1, are conical. Condition (8.3)
also implies that, for every n ∈ N, Assumption (H∞) is satisfied by the first 2n + 1
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eigenvalues with U = U ∩ {u2 < u1 + η}, by the first 2 eigenvalues λσ1 , λ
σ
2 with

U = U ∩ {u1 < u2 + η} and by the eigenvalues λσ3 , . . . , λ
σ
2n with U = U ∩ {u1 <

u2 + η, u2 < maxσ∈Σ u
∗
2 + η}.

Henceforth, ensemble approximate controllability between eigenvectors holds true.
Figure 8.3 shows a path in the space of controls leading to an ensemble transfer from
φσ1 (0) to φσ4 (0). The path is a loop starting and ending at u = 0 that goes through
γ̂1, γ̂2, and γ̂3.

min ū2

u1
minu∗1 maxu∗1

minu∗20

minu∗2

maxu∗20

maxu∗2

min ū1

u2

Fig. 8.3. A loop in the plane (u1, u2) inducing a population transfer from the first to the fourth
eigenstate of the drift Hamiltonian.

Appendix A. Regularity of eigenvalues and eigenvectors. In this sec-
tion we prove Lemma 3.2, which states that a time-dependent Hamiltonian H ∈
Ck+1(I,Herm(N)) whose eigenvalues intersections are all conical has Ck+1 eigenval-
ues and Ck eigenvectors.

Proof of Lemma 3.2. For each j ∈ J1, NK, consider the function

`j : Herm(N)→ R

that associates with a Hermitian matrix its j-th eigenvalue, where eigenvalues are
counted according to their multiplicities, in such a way that `1 ≤ · · · ≤ `N . By
Rellich theorem [38], each map `j is analytic on

Hermj(N) = {h ∈ Herm(N) | `j(h) is a simple eigenvalue of h}.

Moreover, for every h ∈ Hermj(N), there exist a neighborhood Vh of h in Hermj(N)
and an analytic function ϕj : Vh → CN such that ϕj(g) is a norm 1 eigenvector of g
of eigenvalue `j(g) for every g ∈ Vh. Hence, for every j ∈ J1, NK, the j-th eigenvalue
and a choice of a corresponding eigenvector of norm 1 are Ck+1 on

{t ∈ I | `j(H(t)) is a simple eigenvalue of H(t)}.

We are left to asses the regularity of eigenpairs in a neighborhood of a time t̄ ∈ I
such that H(t̄)/∈Hermj(N).
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Let J be a neighborhood of t̄ in I such that for every t ∈ J \ {t̄} both `j(H(t))
and `j+1(H(t)) are simple. For every t ∈ J , let P t : CN → CN be the orthogonal
projector on the sum of the eigenspaces corresponding to `j(H(t)) and `j+1(H(t)).

Then (see, for instance, [37]),

P t = − 1

2πi

∫
γ

(H(t)− c)−1dc

where γ is a Jordan curve in C separating `j(H(t)), `j+1(H(t)) and

spectrum(H(t)) \ {`j(H(t)), `j+1(H(t))}.

Up to taking a smaller J if necessary, the curve γ can be taken independently of t ∈ J .
Hence t 7→ P t is Ck+1 as a map from J to the space of linear operators on CN .

Then there exists a linear map It : C2 → CN , depending Ck+1 on t, such that It is
unitary between C2 and the image of P t. We denote by (It)−1 the inverse of It on
the image of P t.

The Hamiltonian h(t) = (It)−1H(t)It : C2 → C2 is well defined on J , depends
Ck+1 on t, and has `j(H(t)) and `j+1(H(t)) as eigenvalues. If, moreover, v is an
eigenvector of h(t), then Itv is an eigenvector of H(t). We are therefore left to prove
the result for the eigenpairs of h(t).

Without loss of generality we can consider the case where the trace of h(t) is zero
for every t ∈ J . Hence, h(t) has the form

h(t) =

(
a(t) b(t) + ic(t)

b(t)− ic(t) −a(t)

)
,

where a(·), b(·), c(·) are real-valued Ck+1 functions on J .
Moreover, since h(t̄) has a double eigenvalue, we have a(t̄) = b(t̄) = c(t̄) = 0.

Without loss of generality t̄ = 0.
Let α, β, γ : J → R be Ck functions such that

a(t) = tα(t), b(t) = tβ(t), c(t) = tγ(t), t ∈ J.

Hypothesis (3.2) guarantees that α(0) 6= 0 or β(0) 6= 0 or γ(0) 6= 0. Notice that, up
to applying a unitary change of variables in C2 and restricting J , we can assume that
β(t) 6= 0 for every t ∈ J .

The eigenvalues of h(t) are±
√
a(t)2 + b(t)2 + c(t)2 = ±|t|

√
α(t)2 + β(t)2 + γ(t)2.

The function

t 7→
{
−
√
a(t)2 + b(t)2 + c(t)2 if t < 0√

a(t)2 + b(t)2 + c(t)2 if t ≥ 0

is then equal to t
√
α(t)2 + β(t)2 + γ(t)2 which is Ck+1 on J . Indeed, the only term of

the (k+1)-th derivative of t
√
α(t)2 + β(t)2 + γ(t)2 involving the (k+1)-th derivative

of α, β , and γ is

t(α(k+1)(t)α(t) + β(k+1)(t)β(t) + γ(k+1)(t)γ(t))√
α(t)2 + β(t)2 + γ(t)2

.

Now, since a(t) = tα(t) is Ck+1, the term tα(k+1)(t) is continuous. The same argument
holds for β and γ and the Ck+1 regularity of t

√
α(t)2 + β(t)2 + γ(t)2 is proved.
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For what concerns the unit eigenvectors, a simple calculation shows that, up to
phases and scaling, they are equal to(
−a(t)±

√
a(t)2 + b(t)2 + c(t)2

b(t)− ic(t)
, 1

)
=

(
−α(t)± sign(t)

√
α(t)2 + β(t)2 + γ(t)2

β(t)− iγ(t)
, 1

)
for t 6= 0. As above, connecting suitably the two branches, we can rewrite the eigen-
vectors as (

−α(t)±
√
α(t)2 + β(t)2 + γ(t)2

β(t)− iγ(t)
, 1

)
,

which are Ck on J .
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