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Abstract. Enterprises use the cloud for unlimited resource, scalability and elas-

tic provisioning along with being able to use state of the art commodity or spe-

cialized solutions available in the cloud. The challenge of this vision is the 

proper and safe integration of on-premise IT-Landscapes with data and applica-

tions in the cloud. To find solutions for integration of classical and cloud envi-

ronments two approaches, top-down and bottom-up, were used. In the top-down 

approach cloud integration patterns were specified based on scenarios. In the 

bottom-up approach cloud integration patterns were based on case study appli-

cation requirements. Results of this paper are novel cloud integration patterns 

for various cloud integration scenarios. 

Keywords: Cloud Computing, SOA, Integration, Topology, Patterns, SaaS, 

Public Cloud, Private Cloud, Multi-Cloud 

1 Introduction 

Cloud computing has emerged as one of the key technologies that are or will be 

heavily used by companies. According to a study of IDG Enterprises, 42% of the IT 

decision makers are planning to increase spending on cloud computing in 2015, mak-

ing cloud computing projects the most important IT initiatives [3]. Enterprises with 

large application landscapes benefit from the availability of (potentially) unlimited 

resources and the elastic provisioning of cloud resources. The different service mod-

els are: Infrastructure as a Service (IaaS), Platform as a Service (PaaS); Software as a 

Service (SaaS). Together with the different deployment options (Public Cloud, Private 

Cloud and Hybrid Cloud) these allow for various integration options to optimize 

communication and deal with sensitive data. The hybrid cloud is one of the major 

areas where cloud integration is required and practiced with various levels of success. 

The question is: how to migrate existing enterprise application landscapes to a cloud 

computing environment? Existing enterprise application landscapes are usually based 

on heterogeneous technologies deployed on-premise with a high degree of tight cou-
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pling between applications in the form of point-to-point integration and sensitive data 

flows unconstrained within the application landscape. This makes the adoption of 

cloud computing challenging. 

Contribution: This paper examines how on-premise enterprise application land-

scapes can be integrated with private and multiple public clouds and with SaaS avoid-

ing point-to-point integration. Various cloud integration scenarios and topologies are 

described and cloud integration patterns with required middleware are identified. 

Furthermore, we examine how cloud integration contributes to financial benefits. 

This paper is organized as follows: Section 1 gives an overview on existing integra-

tion patterns; section 3 focuses on the integration problem in more detail; in section 4 

we introduce the approach we used to find suitable integration patterns; section 5 

shows our results. The last section concludes our work and discusses future research. 

2 Integration Patterns and Related Work 

Patterns represent the collective experience of software experts and allow for the cost 

effective implementation of software’s non-functional requirements reducing devel-

opment cost from 10%-35%, improving time to market up to 20%, and reducing 

maintenance costs by 15%-20% [6]. Proven message exchange patterns (MEP) pat-

terns are used similarly in enterprise landscapes to integrate services and applications 

without harming system runtime (e.g. performance) and maintenance requirements. 

Services can communicate synchronously, or asynchronously and may consume bulk 

data asynchronously. The commonly accepted standard for MEPs is defined by the 

Web Service standard [10]. Baros, Dumas and Hofstede discuss interaction patterns 

for orchestrated web services with BPEL [1]. Hophe and Woolf describe general En-

terprise Integration Patterns [4] like Message Routing, Message Transformations and 

error handling.  

There is extensive literature on how to build a SOA and clouds using design patterns. 

T. Erl examines commonly applied SOA patterns [5], such as Enterprise Service Bus 

(ESB) including service broker, asynchronous messaging, etc., and Service Design 

Patterns for security, messaging, service implementation, etc. Cope, Erl et al. identi-

fied Cloud Computing Design Patterns to support scalability, reliability, or monitor-

ing of cloud environments and applications deployed in a cloud [7], [18]. Fehling et-al 

introduce patterns for cloud offerings and design and management of cloud applica-

tions [15]. We observe that middleware patterns related to SOA are applicable to the 

cloud. We identified the following categories of patterns applicable in SOA and cloud 

architectures: 

1. Patterns related to the Service Loose Coupling principle. These are implemented 

by the middleware messaging at the communication layer between services. Com-

mon implementations include the components of an Enterprise Service Bus. 

2. Patterns related to the Service Autonomy principle. These involve storage and data 

replication and resource redundancy. 

3. Patterns related to the Statelessness principle, which allows for a state repository 

for improving the availability and reliability of services.  



Cloud usage in an existing enterprise landscape requires more topology-oriented pat-

terns to integrate cloud capabilities with existing applications. Such topology patterns 

are not covered by the existing approaches. 

3 Problem Statement 

Enterprises invested vast amounts of money and resources in the last 40 years in 

building their own IT infrastructure, services and applications. With the advancement 

of the software industry many of these solutions are nowadays implemented by 3rd 

party providers in clouds and are available for reuse. The locally implemented CRM 

system or payments infrastructure that evolved over time and cost millions, no longer 

bring any competitive advantage and may become a cost factor that does not allow for 

prompt satisfaction of new business requirements. Using applications in the cloud is a 

way to increase organizational agility and reduce operational costs. 

Multi-Cloud 

Access to cloud implementations is constrained by regulations, company policies and 

billing policies. National laws may prescribe encryption for storage of data and disal-

low the replication of sensitive data to other countries. Other laws may prescribe that 

the operational data of a company related to a country lie within the borders of the 

country, even if the server hubs are in another country. SaaS offerings do not always 

guarantee confidentiality or controlled access for the data and where and how tempo-

rary state data is stored. Further, there are limitations in the products and policies of 

cloud providers, in particular billing. 

Enterprises have the choice to use multiple cloud providers. The sensitive data may be 

hosted in one cloud (potentially private), the CRM system may be supported by a 

public (3rd-party) cloud provider, the payments by another public cloud provider and 

the archives may be hosted in a third cloud that has better prices for storage of large 

amounts of data, provides discovery and encryption, and guarantees storage within 

national borders. A fourth provider may provide data warehouse services with big 

data analysis for marketing purposes. Further, a provider may charge only for retriev-

al of data and not for the amount of data stored, while another provider charges only 

for storage of data but not for CPU consumption or file download. Assuming that 

everything else is equal, it is financially beneficial for an organization to use the for-

mer to store huge amounts of data and to use the latter to process data. In order to 

maintain decent operational costs and take advantage of the modern implementations 

of applications in the cloud, an international enterprise will decide to use different 

cloud providers for different applications. 

 

Fig. 1. Potential Architecture 
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This distributed solution (Figure 1) is not an extreme scenario. Financial institutions, 

pharmaceutical companies, big travel agencies, almost all companies in developed 

countries face this dilemma. If they do not use technologies on the cloud they are 

confronted with high IT development and operational costs, while usage of these 

technologies from a single cloud provider will most probably result in legal issues, 

non-optimal operational costs and vendor locking costs. Statistical results are provid-

ed in [16]: the majority of the companies in the UK that use cloud purchased offerings 

from three vendors, although they prefer to use only one vendor. 

Coupling in Enterprise Landscapes 

Traditionally, the main implementations in the cloud involved single isolated applica-

tions with minimal dependencies to other applications; provisioning of market data; 

exchange rate calculations; auction systems; real estate databases; time plans; etc. 

Such systems are typically isolated from other applications, can be managed online, 

or fed asynchronously with data. Their migration to the cloud (or reuse of a SaaS 

offering) requires mainstream technologies and affordable effort.  

But what happens if a single application is already integrated with several other appli-

cations that require a number of mandatory components to function properly? Migra-

tion of all dependent applications at once is associated with high risks and lack of any 

ROI (Return of Investment) in the first years after the project starts. A step-by-step 

migration reduces the risk and may show ROI shortly after each application has been 

migrated. This is however architecturally challenging.  

The first step is the migration of internally hosted applications to a single cloud envi-

ronment. This results in Single-Cloud Integration. Compared to Simple SaaS Integra-

tion, the integration effort is substantially higher. Due to dependencies, the externally 

hosted applications cannot operate without the depending internal systems. If more 

parts of this application ecosystem are deployed externally, reliable intra-cloud com-

munication is necessary. 

Multi-Cloud Integration 

Services deployed and integrated in different clouds must be orchestrated so that they 

provide support for end-to-end business processes or for support of different kinds of 

processing. Credit applications may be created in a CRM system in one cloud; rated 

by experts in an in-house application with proprietary rating models; sent back to the 

CRM application; formalities and other documents are collected and archived in a 

third cloud; and the account opens in the private cloud. 

These activities involve separate systems where each system does not know about the 

other. The CRM does not know the rating models, and the archive is agnostic to either 

of them. A separate orchestration mechanism must be available that allows for the 

flow of data and consistent state transition in the objects across the clouds. Notice that 

this orchestration manages long running transactions that tend to accumulate substan-

tial state during their execution, including confidential data. 

 



Access Control, Integrity, Confidentiality 

Public access to the clouds and exchange of data across geographic locations intro-

duce difficulties that must be resolved. The communication between CRM and an 

electronic archive of customer documents, or between CRM and payments systems, 

must have confidential customer info either stripped or encrypted, otherwise confi-

dentiality may be compromised. Customer or transactional data can be patient data, 

the subjects of a medical experiment, the composition of a new substance, the client 

of a bank, etc. 

Cross border constraints may further impose constraints on solutions. In several in-

dustries in the EU and the US, there are restrictions on the storage of customer data in 

other countries. For example medical data or certain formalities in the financial indus-

try may not even leave the country from where they have been created.  

Many organizations check security constraints only in the simple context of the appli-

cations that need to exchange data. Most organizations do not check security in solu-

tions involving different applications in different clouds. In the cloud however, securi-

ty requirements like authentication and authorization have to be implemented for the 

whole business process, i.e. over several clouds with different technical infrastructure. 

4 Methodology 

In this section we describe the process for identifying cloud integration patterns. The 

landscape is within Credit Suisse AG, a large organization in the financial services. 

The variety, variance and criticality of the requirements across domains in this indus-

try allow us to examine a lot of useful and challenging use-cases involving the cloud. 

The analysis is done in three steps: 

1. current state analysis 

2. top-down analysis  

3. bottom-up analysis 

Each analysis step includes the results of the previous step to improve the evaluation 

results. The following sections describe these steps in detail. 

4.1 Current State Analysis 

The current state analysis identifies the progress in cloud adoption in the enterprise. 

Internal information was collected by interviewing subject matter experts at Credit 

Suisse and combined with statistical data from a Federated Identity provider. Further, 

the current integration architecture of these solutions was analyzed.  

The results are used to define suitable integration challenges in the top down analysis. 

The current state analysis reuses the results of different initiatives in the bank. Some 

of these analyze the potential of integrating applications in the private cloud, public 

cloud and multi-cloud to align these concepts with the IT strategy.  



4.2 Top-Down Analysis 

In the top-down analysis significant cloud integration challenges are identified and 

analyzed from a bird’s eye view. The service and deployment models from the NIST 

[13] are used within the study. From the possible integration scenarios we selected 

those that clarify major aspects of multi-cloud integration.  

The selected scenarios are: SaaS Integration, Public Cloud Integration and the Cen-

tralized and Decentralized Multi-Cloud Integration within Hybrid Clouds. The varia-

tions for PaaS or IaaS integration are not significant for the integration architecture at 

this level of abstraction. For simplicity in the presentation, without loss of accuracy, 

the private cloud is considered as a special case of the public cloud.  

The common problem examined in all scenarios is how service integration challenges 

can be solved by integration patterns. Well-known integration patterns (see [4], [5]) 

are reused and combined together. Different combinations of patterns have different 

advantages and disadvantages and can solve an integration challenge in different 

ways. It is important that we select combinations that have a high score with respect 

to the quality requirements of the overall solution, including financial benefits. How 

do we rate such combinations? Each combined pattern (called a topology pattern) is 

rated by standardized evaluation criteria. As evaluation criteria we consider the sys-

tem qualities [17], that are, non-functional such as Performance, Latency, Availabil-

ity, Reliability, Extensibility, Maintainability, Security, Integrity, Scalability, and 

Portability across clouds. The SOA principles [5] contribute to the overall success of 

the architecture within an organization. It is imperative that the application of integra-

tion patterns respects these principles.  

4.3 Bottom-Up Analysis: Two Applications 

Different architectures are typically applied in different business domains or applica-

tion areas. The one size fits all is associated with increased risks, high complexity and 

difficulty to obtain results in big organizations. In the bottom-up analysis the impact 

of different, real-life application types and architectures is analyzed. In our study we 

selected two application types that are as diverse as possible in order to identify the 

disparities in integrating cloud architectures in different contexts. One scenario focus-

es on a data intensive application and another on a computation intensive application.  

As data intensive applications we consider applications that handle hundreds of tera-

bytes of data, require data integrity and consistency and allow for discovery of infor-

mation in very tight time constraints. As an example of a data intensive application 

we consider a large archive system in the ECM (Enterprise Content Management) 

domain, subject to tight regulatory conditions and able to satisfy requirements for 

investigations and litigation. 

Computationally intensive applications must satisfy real time performance require-

ments, thousands of transactions per second and with very high availability and relia-

bility. Business criticality of such applications increases the importance of these re-

quirements. An example application that is also business critical for a financial insti-

tution is a trading system in the Securities domain. 



The applications in these two distinct domains (ECM and Securities) help us to identi-

fy suitable patterns and combine them in an enterprise cloud architecture. The differ-

ences in these architectures are then compared against each other. New patterns are 

listed and put into context. Further, we examine the applications in these two domains 

in an orchestrated environment for providing end-to-end business processes.  

5 Results 

In this section we describe the patterns that have been identified in our three-step 

analysis. The results are obtained in the order defined in the methodology section, in 

several iterations within our big organization. It is not necessary to complete the state 

analysis in order to continue with the top-down and bottom-up analysis. We proceed 

to the next step with partial analysis results from the previous step.  

5.1 Results from Current State Analysis 

The internal research in the current state analysis indicated an ongoing and growing 

use of cloud service offerings even in a risk averse industry.  

SaaS Integration 

The SaaS integration has been the first integration challenge for our enterprise. The 

initial use of cloud services started with isolated mainstream SaaS applications for 

currency converters, legislation documentation (for the Legal and Compliance de-

partments), registries of companies and business at national level (for checking the 

status of clients), intranet repositories, payments applications, Lombard credit rating 

models, price comparison data, financial instrument databases, etc. SaaS applications 

can be easily used and don’t require long and expensive internal software provision-

ing processes. SaaS is often used for less critical software demands.  

Initially, a SaaS application is designed to provide application functionality isolated 

from the enterprise network; we call this Simple SaaS Integration. The main concern 

for integrating the cloud applications with the applications of the internal environment 

was the accessibility and usability of the systems using strong authentication. Thus 

the integration effort was limited to SSO (Single Sign On) and PKI (Public Key Infra-

structure) integration to enable implicit but secure login. In these cases, further inte-

gration into an existing application landscape was neither possible nor necessary. No 

major data flows were required from the applications in the private environment to the 

isolated SaaS in the public clouds. Data could be imported from the public SaaS, but 

there was no confidential out-going traffic, except for user credentials and certificates. 

This result is very intuitive and supports the problem statement of section 3. 

As the functionality of this SaaS application is extended the integration effort increas-

es. SaaS market leader Salesforce indicates this through several available service 

interfaces for their application [9]. We call Advanced SaaS Integration any SaaS inte-

gration that goes beyond isolated applications and targets the integration of a web of 

applications across organizations or across clouds. To enable usage of the entire func-



tionality, these applications must be integrated with the services that are currently 

provided by the private enterprise landscape. 

Complexity of Integration 

Our current state analysis exposed the hard reality that integration in the SaaS context 

is almost always direct Point-to-Point Integration. This covers SaaS to SaaS integra-

tion as well as SaaS to enterprise environment integration. The Point-to-Point Integra-

tion is beneficial only if it is limited to a small number of nodes. In this case it may 

have a straightforward implementation and results in higher efficiency and availabil-

ity due to the direct communication between the nodes. On the other hand, this pattern 

has disadvantages in SaaS service management and maintainability. Each node of the 

service communication is typically proprietary and involves transformations that are 

implemented redundantly in other nodes. The amount of transformations for each 

node has polynomial complexity. Without direct support from a centralized cloud 

infrastructure the result is increased management and maintenance effort (Figure 2). 

 

Fig. 2. Point-To-Point complexity for 3 and 6 Nodes 

Overall, the current state analysis counted 23 simple and 2 Advanced SaaS Integration 

nodes. However, we expect that there are nodes hidden behind undocumented or ex-

ternal workflows and thus the number of integration nodes is higher in each category. 

A concept for standardizing the integration is needed at an architecture level in order 

to manage the high complexity of point-to-point integration. 

5.2 Results from Top-Down Analysis 

After concluding the current state analysis, a three step top-down analysis was per-

formed. Each step examines the problem: How can the services communicate with 

each other and how do the solution topologies look like? During the analysis, we 

identified different patterns for each scenario. Due to space restrictions we present 

only selected patterns in more detail. These are SaaS Integration, Single-Cloud Inte-

gration, Centralized Multi-Cloud Integration and Decentralized Multi-Cloud Integra-

tion. The full description can be found in [14] along with information on the method 

we used for assessing the benefit of the patterns. In the following we examine each of 

these steps separately. 

SaaS Integration 

Problem: The integration of SaaS applications with applications in the private cloud 

results in Point-To-Point integrations with tight coupling and growing complexity. 
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Solution: With the SaaS Broker Integration (Figure 3) we introduce an intermediate 

layer in a cloud environment layer by applying the ESB (Enterprise Service Bus) 

pattern [11]. In this pattern the ESB is deployed to a public cloud. The ESB operates 

as a broker between the SaaS applications and the enterprise environment. It controls 

the communication between the applications in the different SaaS environments. No 

direct communication between the SaaS applications is allowed. 

 

Fig. 3. SaaS Broker Integration Pattern 

Consequences: The SaaS Broker Integration pattern enables centralized control of all 

SaaS communication and scales better compared to Point-to-Point integration. All 

service calls to the internal environment can be filtered or transformed to company 

standards. The single point of failure has negative impact on the availability, even 

though load balancing and failover may cover this risk. A drawback, especially for 

time critical services, is additional latency through transmission of the ESB. This 

effect can be significant if SaaS solutions are distributed in datacenters worldwide. If 

latency in transmission is critical, then direct communication should be preferred. 

A similar solution using intermediate layers for integration among clouds is offered 

by several providers as Integration Platform as a Service (IPaaS) [8]. The difference 

between an IPaaS and the SaaS Broker Integration pattern is the self-hosted ESB in 

the Public Cloud versus a standardized IPaaS platform. 

Single-Cloud Integration (Simple Hybrid Cloud) 

Problem: A single public cloud is integrated with the private cloud. Services are de-

ployed to both clouds and need to communicate with each other. 

Solution: By applying the Distributed ESB pattern (Figure 4) we introduce two ESBs, 

one in each cloud. The intra-cloud communication is handled by the corresponding 

cloud ESB. Cross-cloud communication is steered over both ESBs. 

 

Fig. 4. Distributed ESB Pattern 

Consequence: This pattern enables direct intra-cloud communication for each of the 

environments which has positive effects on the latency and availability of the overall 

topology compared to a single ESB in one of the environments This pattern shows 

advantages through the distribution of the ESB infrastructure which enables intra-

cloud and cross-cloud communication. Further, this pattern allows for nodes to oper-

ate independently of the availability of other nodes. A disadvantage is the additional 

management effort for the ESB in the cloud.  
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Centralized Multi-Cloud Integration 

Problem: Multiple Clouds need to be integrated in an enterprise network. Services 

are deployed to all environments and need to communicate with each other. 

Solution: The Internal Cross-Cloud ESB is applied (Figure 5) resulting in an architec-

ture where each of the multiple clouds has its own ESB. All cross-cloud communica-

tion is routed over the internal ESB. The intra-cloud communication is managed by 

each ESB separately.  

 

  

Fig. 5. Internal Cross-Cloud ESB 

Consequence: This pattern supports integration of different platforms across cloud 

providers and decoupling within each cloud. Each cloud provider can select the ap-

propriate brokerage and messaging platform that is available for all the services de-

ployed within the cloud. The integration with the ESBs of each cloud provider is done 

by the organization’s ESB in the private cloud, which manages the internal, private 

applications storing confidential data. This approach scales very well for different 

cloud providers; big organizations that take advantage of the platforms of each cloud 

provider. Another advantage of this topology is that is allows for centralized cross-

cloud service communication management. The Internal Cross-Cloud ESB pattern is 

useful when the cross-cloud communication needs to be centrally controlled and re-

stricted. Disadvantages are introduced through the additional transaction time through 

the cross-cloud communication. 

Decentralized Multi-Cloud Integration 

Problem: Same problem as in Centralized Multi-Cloud Integration where a central-

ized ESB is not possible or is not desired. 

Solution: The Peer to Peer Multi-Cloud Integration Pattern (Figure 6) is applied, re-

sulting in an architecture where each cloud has its own ESB. The ESB of each cloud 

is able to communicate directly with the ESBs of the other peer clouds. The intra-

cloud communication is managed by each ESB separately. The direct communication 

between each cloud has positive impact on the latency of cross-cloud service commu-

nication in time critical cross-cloud communication and avoids the single point of 

failure in integration. 

 

 

Fig. 6. Peer to Peer (P2P) Multi-Cloud Integration  
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Consequence: A disadvantage of this approach is that cloud providers with different 

platforms must implement broker functionality supporting all the format and protocol 

transformations required for the communication with other cloud providers. This in-

troduces development and integration overhead. Further, it is very unlikely that cloud 

providers are able to support data model transformations required for the exchange of 

data across applications in different clouds. Additionally, high effort is necessary to 

manage this environment centrally. Monitoring of the communication requires addi-

tional components; this increases the complexity and results in additional develop-

ment and maintenance effort. 

This pattern can be implemented through a separate ESB management component. 

Alternatively an existing ESB is the master ESB and collects monitoring information 

from other ESBs. 

5.3 Results from Bottom-Up Analysis 

As mentioned in the Methodology section (4), the patterns identified by the top-down 

analysis have been applied in the bottom-up approach in the two domains. Nonfunc-

tional requirements influence the architectural decisions; e.g. direct communication 

for increased performance vs. hub communication for reduction of costs and in-

creased maintainability. Further enhancements include the support of mission critical 

integration aspects like authentication and authorization, monitoring (including load 

balancing, and usage monitoring) as well as reporting (including billing). 

Topology Description 

In all scenarios the topology consists of three environments. The private environment 

and two public clouds. The internal environment is necessary, because several appli-

cations cannot move to the public cloud. Two different public cloud environments are 

used to ensure the availability of the financial transaction system and to prevent any 

possible data loss and integrity issues in the archive system. Each important applica-

tion layer is redundantly implemented. In the archive system (Figure 7) only the data 

layer is replicated over the clouds. The public cloud B runs as a secondary backup 

solution of the data layer in standby mode. Since business does not require very high 

availability for the online access of documents, the other layers are not replicated. 

 

Fig. 7. Topology View Financial Transaction System 
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The financial transaction system must be fully replicated in two fully operational 

clouds for high availability (Figure 8). Eventual unavailability of one cloud solution is 

recognized by the cloud balancer which routes all service calls to the other cloud. 

 

Fig. 8. Topology Archive System 

Cloud Balancing and Cloud Data Distribution 

We used the Distributed ESB pattern together with the Cloud Balancing pattern [7] 

for integrating different clouds with potentially different loads. Cloud balancing al-

lows for IT resources to be load-balanced across multiple clouds and must not be 

confused with the cloud load balancing which distributes load in a cluster of servers 

within a single cloud. Cloud balancing requires all the mechanisms of the load balanc-

ing and workload distribution, along with the existence of redundant storage and serv-

ers in another cloud. Services can be cloud balanced if they have been provisioned in 

different clouds and user and service provisioning are supported across clouds. 

In our implementation we are using clusters of servers (and hypervisors) within each 

cloud, but we are not clustering across clouds. When a service is load balanced to 

another cloud, then the temporary state of the service persists and can be migrated to 

the other cloud. Additionally, we are using Cloud Data Distribution to distribute que-

ries on data across clouds. Data is distributed and replicated across clouds according 

to legal constraints along with requirements for performance and availability.  

In the financial transaction system, the cloud balancer decides whether to use the 

service capabilities in public cloud A or public cloud B. The internal environment 

controls the cloud balancer and is not affected by the unavailability of either cloud.  

In the archiving solution, all document searches and retrievals are balanced by the 

cloud balancer. Along with availability requirements, the documents of different cus-

tomers may be located in different clouds due to legal and regulatory reasons. Appro-

priate mechanisms based on business and technical logic decide which cloud to access 

for different documents. Further, the archives require replication and integrity of the 

data layer in another location. Therefore Cloud Data Distribution mechanisms syn-

chronize the data between different cloud environments.  

Notice that the data distribution across clouds for the archiving solution must satisfy 

the data integrity requirements of the archive. A typical backup solution may periodi-

cally copy data from primary storage to secondary storage at binary level without 

knowledge of the objects represented by these bytes. But, if a document has been 

imported to the primary storage of the archive, and after that has been accidentally 

deleted, the backup to the secondary storage may not notice this import and deletion. 

Public Cloud B

IP SP

Private CloudPublic Cloud

A 

Public Cloud 

C

ESB

IP SP IP SPIP SP

Cloud Balancing

Business layer

Presentation layer

Data layer

ESB

Presentation layer

Data layer

Business layerESB

Data

Cloud Data Distrubtion

Public Cloud D

IP SP

Data

Cloud Data Distrubtion



The cloud data replication includes checks and business rules that guarantee the integ-

rity of the archive in all environments. 

Security Topology Related Patterns 

In order to establish the trust relation to externally hosted environments in a multi-

cloud topology, we introduced authentication and authorization components in the 

top-down analysis. In the two applications analyzed in the bottom-up approach, all 

nodes use the same authentication and authorization mechanisms. In all clouds we had 

similar LDAP directories and PKI infrastructure and compatible authorization rule 

engines. The authentication and authorization data is synchronized across the external 

environments. This approach centralizes the management and control over the authen-

tication and authorization system and improves the governance of security data. How-

ever, the synchronization requires some implementation effort. In the financial trans-

action system an identity and service provider is deployed to each cloud. In the ar-

chive system an identity and service provider is only deployed to the pubic cloud A. 

The authentication and authorization system in each node must be connected with the 

internal master system and the synchronization jobs need to be configured and kept up 

to date. This cost is, negligible compared to the costs of maintaining different security 

mechanisms in each cloud and provisioning users separately in each cloud. 

5.4 Important Insights from Bottom-Up and Top-Down Analysis 

The examination of two real-life business scenarios in the bottom-up analysis gave us 

an interesting insight: Even with significant differences in the requirements, the re-

sulting cloud architectures appeared to be very similar. The important layers were 

redundantly implemented; in the data archive the data layer and in the financial man-

agement system all layers were replicated. In both cases the Distributed ESB, Cloud 

Balancing and Cloud Data Distribution patterns have been applied. Both cases profit 

from the Cross-Cloud Monitoring and Cross-Cloud Security patterns. The former 

allows for performance and load control of the cloud services and the latter enables 

end-to-end security over different clouds. Currently, cross-cloud monitoring requires 

self-developed infrastructure because the monitoring capabilities of the different 

clouds are not (yet) standardized and the clouds use proprietary implementations.  

6 Future Work 

Our paper scratched the surface of cloud integration. Several aspects of cloud integra-

tion need further elaboration. 

Security: Public clouds require significant effort in security measures. Beyond au-

thentication and authorization topology patterns there are numerous other ways to 

secure public clouds like content encryption, key management, homomorphic encryp-

tion, data splitting, computing with encrypted functions, anonymization, data mask-

ing, encrypted virtual machines, etc. Future work may define combinations of security 

patterns to secure a public cloud for targeted trust level. 



Cloud Middleware: Cloud middleware is emerging (Amazon, RedHat, Mule, etc.). 

To provide cloud elasticity there are slight shifts in cloud middleware. Our analysis 

showed that there is emphasis on asynchronous integration: push asynchronous inte-

gration is replaced with pull asynchronous integration, and there is higher emphasis 

on replication patterns. Further we saw emergence of completely new cloud middle-

ware elements like Cross-Cloud Balancer, Cross-Cloud Data Distributor, etc.  

To facilitate migration of existing IT landscapes to the cloud, a mapping of “old” on-

premise integration patterns to “new” cloud integration patterns has to be worked out 

along with the definition of standards in balancing, distribution and monitoring. 

Cross-Cloud Monitoring: Today, monitoring capabilities of clouds are limited to a 

single cloud. In a redundant implementation over different clouds, a cloud monitoring 

mechanism is necessary to control the load and performance of cloud services. As 

usual, the main challenge is the lack of standardization of monitoring capabilities, 

formats, and protocols, but also the lack of standard tools for this activity. A monitor-

ing pattern requires a centralized management component which is linked with the 

surrounding environments. The monitoring must deliver reliable and agreed service 

quality during changing demands and be as cost effective as possible. Negative peaks 

and load throughputs must be addressed for checking cost savings. Scaling strategies 

are necessary based on application types (e.g., data intensive: transaction time minor 

relevance, computationally intensive: transaction time highly important).  

Cloud Management: Cross-cloud management solutions enable the possibility of 

optimizing cloud usage and reduce the total cost for the multi-cloud environment 

based on billing information provided by the cloud providers. In combination with the 

service SLAs the service provisioning can be optimized to an optimal cost/value ratio. 

Currently, the cost models of the different cloud providers are not standardized and 

the prediction of the actual cost is hard and complex. Tools for cross-cloud monitor-

ing and billing do not exist, but will be developed in the context of cross-cloud mar-

ketplaces, e.g. provided by Deutsche Börse Cloud Exchange [12]. 

Cloud Adoption: An adoption of cloud solutions into the enterprise landscape is 

driven by the offers of cloud providers and software companies. These offerings, 

especially in the SaaS market, enable the providers to highly standardize their soft-

ware solution on the one hand and limit customization possibilities on the other. What 

cloud solutions can replace existing in-house solutions? What tangible steps are need-

ed to migrate existing large-scale application landscapes to cloud based environ-

ments? We expect to see more work examining the degree to which Service Orienta-

tion and other methodologies need to be applied in order to migrate to the cloud and 

new patterns that combine SOA with cloud integration. 

Multi-Cloud Offers: Enterprise cloud users won’t limit their scope to a single cloud 

scenario. Our research indicated that vendors nowadays still focus on secure intra-

cloud solution and don’t offer capabilities for the cross-cloud integration. Reasons for 

the unavailability of cross-cloud support include the lack of advantage for the cloud 

provider and the fact that the cloud adoption process needs to progress further so that 

demands for such functionalities grow.  

Very high availability requirements, which may not be supported by a single cloud 

provider, can be covered through redundant implementations over several clouds. 



Enabling this scenario through cloud middleware components will address new user 

groups whose cloud requirements aren’t addressed with the existing cloud offerings. 
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