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On Necessary and Sufficient Conditions for Fixed-Time Stability of
Continuous Autonomous Systems∗

F. Lopez-Ramirez1, D. Efimov1,2, A. Polyakov1,2 and W. Perruquetti1,3

Abstract— Necessary and sufficient conditions for fixed-time
stability of continuous autonomous system are given. Continuity
of the settling-time function is considered and a characterization
of fixed-time stability with continuous settling-time function is
presented. Further refinements of these conditions that allow
more constructive calculations are provided. Several academic
examples are provided to illustrate the theoretical results.

I. INTRODUCTION

Lyapunov’s direct method, a fundamental tool in con-
trol system theory, establishes that a dynamical system is
asymptotically stable at the origin if there exists a smooth
positive definite Lyapunov function with a negative definite
derivative, derived for the system equations [1]. The converse
counterpart of this result i.e. the proof that there exists a Lya-
punov function for any system with an asymptotically stable
equilibrium point, was later given by Kurzweil and Massera
[1] in the 1950’s and further strengthens the Lyapunov theo-
retical framework. This essential result has several extensions
for stability of sets [2], stability of non-autonomous systems
[1], differential inclusions [3], [4], input-to-state stability [5],
etc., and converse results are often sought to complete the
theoretical formulations. There are as well results that focus
on the system’s convergence rate that provide equivalent
characterizations for exponential [6] or finite-time stability
[7], [8], [9]. The latter refers to a type of stability where,
contrarily to asymptotic stability, the trajectories of a given
system converge exactly to zero in a finite amount of time
[2], [7]. This type of stability is now well understood for
continuous autonomous systems and necessary and sufficient
conditions for it have been given in [9].

When all the trajectories of a finite-time stable system,
within a specified domain, converge exactly to zero before a
predefined time, i.e. known a priori, regardless of its initial
conditions, we say that the system is fixed-time stable [10],
[11], [12]. In practical applications where short convergence
times are crucial, this powerful feature is highly desirable
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since it provides an assurance on the convergence time
even if the system’s initial conditions are unknown. Since
only sufficient conditions have been given to establish fixed-
time stability [12], [13], the aim of the present work is
to provide both necessary and sufficient ones as well as
a more insightful characterization of this type of stability.
The formal definitions of these notions and the problem
statement are summarized in sections II and III. Section
IV contains our main results. Subsection IV.A presents
necessary and sufficient conditions for fixed-time stability.
More constrictive sufficient conditions for the case of a
continuous settling-time function are presented in Subsection
IV.B and the corresponding converse results are developed
in Subsection IV.C. The article closes with some conclusions
and final remarks in Section V.

II. NOTATION

• R denotes the set of real numbers while R+ = {x ∈ R :
x > 0} and R≥0 = {x ∈ R : x ≥ 0}.

• a class-K function is a continuous, strictly increasing func-
tion γ : R≥0 → R≥0 with γ(0) = 0 while a class-K∞
function is a class K function γ such that γ(s) → ∞ as
s→∞.

• throughout the article, the domain V ⊂ Rn will denote an
open connected set containing the origin, such that 0 ∈
int(V), and ∂V will denote its boundary.

• a continuous function V : V → R≥0 is said to be
radially unbounded on V if V (x) → +∞ as x → ∂V .
If V is unbounded then, in addition, V (x) → +∞ as
‖x‖ → +∞.

• a function V : V → R is said to be of class-C1 if it is
continuously differentiable. If the derivative V (n)(x) exists
and it is continuous for all x ∈ V and for any integer n,
then it is said to be C∞.

• The brackets d·cν simplify the notation | · |ν sign(·).

III. PRELIMINARIES

Consider the following autonomous system

ẋ = f(x), x ∈ V, (1)

where f : V → Rn is a continuous function and f(0) = 0.
Let us assume that f is such that (1) has the properties of
existence and uniqueness of solutions in forward time. Then
Φ(t, x) denotes the solution to system (1) starting from x ∈
V at t = 0.
Definition 1 ([1], [2], [12], [14]). The origin of the system
(1) is said to be Lyapunov stable if for any x0 ∈ V the



solution Φ(t, x0) is defined for all t ≥ 0, and for any ε > 0
there is δ > 0 such that for any x0 ∈ V , if ‖x0‖ ≤ δ then
‖Φ(t, x0)‖ ≤ ε for all t ≥ 0;

asymptotically stable if it is Lyapunov stable and
‖Φ(t, x0)‖ → 0 as t→ +∞ for any x0 ∈ V;

finite-time stable if it is Lyapunov stable and finite-time
converging from V , i.e. for any x0 ∈ V there exists 0 ≤
T < +∞ such that Φ(t, x0) = 0 for all t ≥ T . The function
T (x0) = inf{T ≥ 0 : Φ(t, x0) = 0 ∀t ≥ T} is called the
settling-time function of system (1);

uniformly finite-time stable if it is finite-time stable and
the settling-time function T (x0) is locally bounded on V;

fixed-time stable if it is uniformly finite-time stable and
supx0∈V T (x0) < +∞.

The set V is called the domain of attraction. If V = Rn
the corresponding stability becomes global.

The definition a finite-time and fixed-time stability in-
volves the existence of a settling-time function, however, the
definition doesn’t address its continuity. Indeed, [7] provides
a seemingly paradoxical example where the settling-time
function of a finite-time stable systems tends to infinity as
the initial conditions approach to the origin from a particular
direction. Hence, the continuity of T (x) on x ∈ V is a
fundamental aspect to take into account in the study of finite-
time stability.

A. Lyapunov Functions and Lyapunov’s Direct Method

Definition 2 ([15]). A function V : V → R≥0 is called
a strict Lyapunov function for system (1) if it fulfills the
following properties:
L1 Positive Definiteness. V (x) > 0 for all x ∈ V \{0} and

V (0) = 0.

L2 V is radially unbounded on V .
L3 V is of class C1 on V and

∇V (x) · f(x) < 0 for each x ∈ V\{0}.

Theorem 1 ([15, Theorems 5.2 and 5.3]). The origin of (1)
is asymptotically stable on V if and only if there exists a
strict Lyapunov function for (1).

This last theorem, also known as Lyapunov’s direct
method, establishes the structure of the Lyapunov methodol-
ogy, that is, proposing a candidate positive definite function
V that satisfies a differential inequality. This same structure
will remain throughout the theorems and corollaries to be
presented, however, the right-hand side of L3 shall not only
be negative definite, but it will involve a particular function
of V .

The following corollary, used later in the paper, is a
converse result of Lyapunov’s direct method. What marks
the difference from the converse statement of Theorem 1
is that instead of a differencial inequality, the condition on
∇V (x) · f(x) involves a differential equality. The proof is
omitted.

Corollary 1. Suppose that the origin of system (1) is
asymptotically stable on V . Then there exist a strict Lyapunov
function Ṽ : V → R≥0 for (1), a continuous positive definite

function W̃ : V → R≥0 and two class-K∞ functions α1, α2

that satisfy

M1 ∇Ṽ (x) · f(x) = −W̃ (x) ∀x ∈ V .

M2 α1(Ṽ (x)) ≤ W̃ (x) ≤ α2(Ṽ (x)) ∀x ∈ V .

B. Relevant Theorems About Finite-Time Stability of Au-
tonomous Systems

Given that fixed-time stability is in fact a particular type
of finite-time stability, many of the results already obtained
for the finite-time stable case remain valid for the fixed-time
one. The following theorem gives necessary and sufficient
conditions for finite-time stability of continuous autonomous
systems, remark that here the settling-time function might
well be discontinuous.

Theorem 2 ([9]). Let us consider system (1). The following
properties are equivalent:

1) the origin of system (1) is finite-time stable on V .
2) there exists a smooth strict Lyapunov function V : V →

R≥0 for system (1), satisfying for all x ∈ V∫ 0

V (x)

ds

V̇ (Φ(θx(s), x))
< +∞,

where the map s
θx7→ t fulfills the identity s =

V (Φ(θx(s), x)).
Moreover if 1) or 2) are verified, all smooth strict Lyapunov
functions V : V → R≥0 for the system (1) satisfy for all
x ∈ V

T (x) =

∫ 0

V (x)

ds

V̇ (Φ(θx(s), x))
< +∞.

The following theorem, introduced initially in [7] provides
a particular differential inequality from which finite-time sta-
bility with continuous settling-time function can be asserted.

Theorem 3 ([9], [7]). For the system (1), the following
properties are equivalent:

1) the origin is finite-time stable on V with a Lipschitz
continuous settling-time function.

2) there exist real numbers c > 0, α ∈ (0, 1) and a class-
C∞ strict Lyapunov function V : V → R≥0 satisfying

V̇ (x) ≤ −cV (x)α for all x ∈ V.

An important result in finite-time stability theory, con-
tained in the following lemma, states that for the settling-
time to be continuous in the whole domain of attraction, it
suffices that T is continuous at the origin.

Lemma 1 ([7, Proposition 2.4]). Suppose that the origin of
system (1) is finite-time stable on V . Let T : V → R≥0 be the
settling-time function. Then the following statements hold:

i. If x ∈ V and t ∈ R≥0, then

T (Φ(t, x)) = max{T (x)− t, 0}. (2)

ii. T is continuous on V if and only if T is continuous at 0.
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Fig. 1: Solutions of system (3) for five different initial conditions.

IV. MAIN RESULTS

Let us begin with the following motivating example of a
fixed-time stable system.

Example 1. Consider the scalar system

ẋ = −dxc 1
2 e|x|, x ∈ R, (3)

The trajectories of this dynamics, for any initial condition
x0 ∈ R and any t ≥ 0, can be obtained by direct integration
and are given by

Φ(t, x0)=

{
erf−1[erf(|x0|

1
2 )− t√

π
]2 sign(x0), if t ∈ [0, T (x0)]

0, if t > T (x0)
,

where erf(x) denotes the well-known error function erf(z) :=
2
π

∫ z
0
es

2

ds. From the system’s solutions, it is clear that
for t ≥

√
πerf(|x0|

1
2 ), Φ(t, x0) = 0 so that the settling-

time function is given by T (x0) =
√
πerf(|x0|

1
2 ). More-

over, this function is continuous and bounded on R, indeed
supx0∈R T (x0) =

√
π so that all trajectories, regardless of

where they start, converge exactly to zero in t ≤
√
π (see

Figure 1).

Our aim is to derive necessary and sufficient conditions
for a dynamical system to behave as (3).

A. Necessary and Sufficient Conditions For Fixed-Time Sta-
bility

Analogously to Theorem 2 we first present a necessary and
sufficient condition for an autonomous system to be fixed-
time stable, regardless of the continuity of the settling-time
function.

Theorem 4. Consider system (1). Then the following prop-
erties are equivalent

1) The origin is fixed-time stable on V .

2) There exists a strict Lyapunov function V for system (1)
satisfying for all x ∈ V∫ 0

supx∈VV (x)

ds

V̇ (Φ(θx(s), x))
< +∞,

where s θx7→ t is the inverse mapping of t 7→ V (Φ(t, x)).

Sketch of the proof. The proof is based on the fact that θx
is a decreasing differentiable inverse mapping (0, V (x)] →

[0, T (x)) that relates the strict Lyapunov function V and the
settling-time function T by

T (x)=

∫ T (x)

0

dt=

∫ 0

V (x)

θ′x(s)ds=

∫ 0

V (x)

ds

V̇ (Φ(θx(s), x))
. (4)

Then 1)⇔ 2) follows.

The condition 2) of this last theorem is in general difficult
to verify. The following theorem, not only addresses the
continuity of T , but also characterizes fixed-time stability
by means of a strict Lyapunov function and a continuous
positive definite function r. By means of this function, more
constructive conditions can be obtained.

B. Sufficient conditions for Fixed-Time Stability With Con-
tinuous Settling-Time Function

Theorem 5. Suppose that there exists a strict Lyapunov
function V : V → R≥0 for system (1) such that

S1 there exists a continuous positive definite function

r : R≥0 → R≥0 that verifies
∫ supx∈VV (x)

0

dz

r(z)
<+∞;

S2 the inequality V̇ (x)≤−r(V (x)) holds for all x ∈ V .
Then the origin of (1) is fixed-time stable with continuous
settling-time function T : V → R≥0 and

T (x) ≤
∫ supx∈V V (x)

0

dz

r(z)
∀x ∈ V. (5)

Sketch of the proof. By exploiting the relation between V
and T in (4) and the condition S2, it is possible to derive

T (x) ≤
∫ V (x)

0

ds

r(s)

and from condition S1 fixed-time stability follows. Tak-
ing any xk converging to zero, we have that T (xk) ≤∫ V (xk)

0
d(s)
r(s) . Since V is continuous and r(s) > 0 for all s ∈

R\{0}, limxk→0

∫ 0

V (xk)
d(s)
r(s) = 0, therefore T is continuous

at zero and by Lemma 1, T is continuous for all x ∈ V .

The following corollary gives more insight about some of
the particular forms that the characterizing function r might
take.

Corollary 2. Suppose there exists a Lyapunov function V :
Rn → R≥0 for system (1) such that

V̇ (x) ≤ −(aV (x)α/κ + bV (x)β/κ)κ, x ∈ Rn, (6)

with a, b, α, β, κ > 0, κα < 1 and κβ > 1. Then the origin of
(1) is fixed-time stable with continuous settling-time function
T (x) ≤ 1/aκ(1− κα) + 1/bκ(κβ − 1).

In this Corollary, r takes the particular form of r(s) =
(asα/κ + bsβ/κ)κ and indeed satisfies conditions S1 and S2.

With the results provided so far let us present an example
where we will determine fixed-time stability of a second-
order system and we will compare it with a finite-time one.



Fig. 2: Trajectories of Σ1 and
Σ2 for γ = 2/3 with initial
conditions x0 = (1/2, 1).

Fig. 3: Trajectories of Σ1 and
Σ2 for γ = 2/3 with initial
conditions x0 = (2, 4).

Example 2. Consider the systems

Σ1 :

{
ẋ1 = −dx1cγ + x2

ẋ2 = −dx2cγ − x1

,

Σ2 :

{
ẋ1 = −dx1cγ − x3

1 + x2

ẋ2 = −dx2cγ − x3
2 − x1

,

for x ∈ R2, γ ∈ (0, 1) and the Lyapunov function candidate
V (x) = 1

2 (x2
1 + x2

2). For Σ1 we have

V̇ (x)
∣∣
Σ1

= −(|x1|γ+1 + |x2|γ+1) ≤ −V (x)
γ+1
2 ,

while for Σ2

V̇ (x)
∣∣
Σ2

= −(x4
1 + x4

2)− (|x1|γ+1 + |x2|γ+1)

≤ −V (x)
γ+1
2 − V (x)γ+1,

where γ+1
2 < 1 and 1+γ > 1. Then, according to Corollary

2, Σ1 is finite-time stable while Σ2 is fixed-time stable with
T (x) ≤ 1

1−γ + 1
γ . Figure 2 shows the trajectories of Σ1, Σ2

under small initial conditions, notice that the settling time is
similar in both systems. Figure 3 shows the trajectories of
both systems for initial conditions slightly larger. Here it is
possible to see how while the settling time of Σ1 increases
significantly, that of Σ2 remains in a close vicinity.

C. Necessary Conditions for Fixed-Time Stability With Con-
tinuous Settling-Time Function.
Theorem 6. Consider system (1) and suppose that the origin
is fixed-time stable on V with a continuous settling-time
function T . Then there exist a strict Lyapunov function V
and a class-K∞ function q that verify

N1
∫ supx∈VV (x)

0

dz

q(z)
<+∞;

N2 −q(V (x)) ≤ V̇ (x) ∀x ∈ V .

Sketch of the proof. From Corollary 1, we know that there
exists some q ∈ K∞ that verifies N1. Then, using (4) we
obtain

T (x) ≥
∫ V (x)

0

ds

q(s)

and the result can be readily derived.

The following proposition is a converse result of Corollary
2 for κ = 1.

Proposition 1. Suppose that the origin of (1) is fixed-time
stable on Rn with a continuous settling-time function T .
Then there exist a strict Lyapunov function V and some
constants a, b > 0, α ∈ (0, 1) and β > 1 such that

V̇ (x) ≤ −(aV (x)α + bV (x)β) ∀x ∈ Rn. (7)

V. CONCLUSIONS

For the first time, the necessary and sufficient conditions
for fixed-time stability of continuous autonomous systems
have been presented taking into account the continuity of the
settling-time function and a characterization of this property
by means of a pair of functions (V, r) in the sufficiency case
and (V, q) in the necessary one has also been introduced.
Further studies on the Hölder and/or Lipschitz continuity
of the settling-time function might be interesting for future
research topics as well as complete conditions for fixed-time
controllability and stabilizability for the general nonlinear
case.
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