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Abstract— The paper presents control algorithms for systems
with input delay. There are two main results based on using
Implicit Lyapunov Function (ILF) technique: 1) an LMI-based
approach is presented to evaluate the domain of attraction of a
finite-time stable control in the case of the arbitrary bounded
delayed control input; 2) a uniting control is designed with
commutation between two laws providing a global boundedness
of all trajectories of systems with any input delay, and conver-
gence to the origin for a sufficiently small one. The results are
also preserved for the time-varying delay case. The theoretical
results are supported by numerical examples.

I. INTRODUCTION

Control development for plants with delay has received
increasing attention in the very recent years, due to the wide
use of teleoperated and networked systems (see e.g. [1]-[7]
to name a few). The lags and delays usually appear in robotic
remote control systems, aerospace and seabed applications,
medicine (for instance, tele-surgery), etc. For example, for
implementation of bilateral haptic teleoperation it is natural,
that the transmission of commands and sensor signals is
affected with the time delay in the range ∼ (10−3 − 10−1)
seconds for terrestrial telerobotics applications and up to
several seconds for inner space applications [6].

Such an attention is due the time-delays can be a source of
system instability in many cases. Therefore, stability analysis
and development of control algorithms, which are robust
with respect to uncertain and time-varying delays, are of
theoretical and practical importance. Despite of variety of
methods solving described problem, most of them deal with
linear control systems. Constructive and computationally
tractable conditions exist for linear time-delay models only
[1].

Another motivating point for studying this topic is that
modern control algorithms are mostly digitally implemented,
i.e. in applications sampled-data control naturally appears.
According to [8], [4] a sampled-data control system can be
represented as a system with time-varying delay in control
channel, where the delay is piecewise linear (sawtooth).
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The present paper addresses robustness analysis of Implicit
Lyapunov Function (ILF)-based control system introduced in
[23]. It has been shown, that ILF control algorithm preserves
boundedness of the system trajectories for any delay and
guarantees finite-time stability of the origin in absence of
delay. Based on this result there were developed ILF-based
control algorithms, which preserve asymptotic stability for
small delays 0 < τ < τ0 and global asymptotic stability with
respect to a compact set containing the origin for τ ≥ τ0.
Presented algorithms can be used for the case of the fast-
varying delay τ(t). Such control algorithms may be useful,
for example, when the data transmission channel is unreliable
and fickle (for instance, the delay of data transmission
depends on the number of network users, there are packet
losses, etc.). In the given work that scheme is augmented by
a supervision algorithm, which activates a linear feedback
guaranteeing stability for delays in prescribed limits, and the
nonlinear ILF control from [23] is switched on if a possible
instability is detected.

Notation: The symbol 1,m is used to denote a sequence of
integers 1, . . . ,m. Rn denotes the n dimensional Euclidean
space with vector norm | · |, R> = {s ∈ R : s > 0}, R≥ =
{s ∈ R : s ≥ 0}, diag{λi}ni=1 is the diagonal matrix with the
elements λi on the main diagonal, the notation P > 0, for
P ∈ Rn×n means that P is symmetric and positive definite,
pij , i, j = 1, n are the entries in the i-th row and j-th column
of P , the minimal and maximal eigenvalues of P are denoted
by λmin(P ) and λmax(P ), respectively. The Banach space
of continuous functions φ : [−τ, 0] → Rn with the uniform
norm ||φ|| = sup−τ≤ς≤0 |φ(ς)| is denoted by C[−τ,0].

II. PROBLEM FORMULATION
Consider a single input control system of the form

ẋ(t) = Ax(t) + bu(t) + d(t, x(t)), (1)

wherex(t)∈Rn is the state vector,u(t)∈R is the control input,

A =


0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
0 0 0 · · · 0

 and b =


0
0
...
0
1

 ,

d : Rn+1 → Rn describes the system nonlinearities, uncer-
tainties and disturbances, which may be non-Lipschitz or dis-
continuous. Note, that presented system appears for a number
of control applications since many controllable single-input
nonlinear systems can be transformed to a canonical form
like (1) (see, for example, [9]).



Assume that there is a delay τ in the control (and/or
measurement) channel, i.e.

ẋ = Ax(t) + bu(t− τ) + d(t, x),

or retreating
∫ t
t−τ u̇(s)ds as a disturbance

ẋ = Ax(t) + bu(t) + d(t, x) + dτ (t), (2)

where dτ (t) = −b
∫ t
t−τ u̇(s)ds.

The aim of the paper is to develop the stabilizing control
algorithms for the system (2), which
• provide finite-time attractiveness of some compact set

around the origin for any delay τ (for τ = 0 the origin
is finite-time stable);

• provide asymptotic stability of the system for the delay
τ < τ0, τ0 ∈ R> and preserve boundedness of the
system trajectories for any delay τ ≥ τ0.

III. PRELIMINARIES

Let us consider the system

ẋ = f(x), x(0) = x0, (3)

where x ∈ Rn is the state vector, f ∈ Rn → Rn is a vector
field, f(0) = 0. If the vector field f is discontinuous with
respect to x, then the solutions x(t, x0) of (3) fall into the
area of differential inclusions and need to be understood in
the sense of Filippov [10].

A. Finite-Time Stability

Definition 1 [24], [15] The origin of (3) is said to be
globally finite-time stable if it is globally asymptotically
stable and any solution x(t, x0) of (3) reaches the equilibrium
point at some finite time moment, i.e. x(t, x0) = 0 ∀t ≥
T (x0), where T : Rn → R≥ is the settling-time function.

Theorem 1 [24], [25] Suppose there exists a positive
definite C1 function V defined on an open neighborhood
of the origin D ⊂ Rn and real numbers C > 0 and σ ≥ 0,
such that the following condition is true for the system (3)

V̇ (x) ≤ −CV σ(x), x ∈ D \ {0}.

Then depending on the value σ the origin is stable with
different types of convergence:
• if σ = 1, the origin is asymptotically stable;
• if 0 ≤ σ < 1, the origin is finite-time stable and

T (x0) ≤ 1

C(1− σ)
V 1−σ

0 ,

where V0 = V (x0);
• if σ > 1 the origin is asymptotically stable and, for

every ε, the set B(0, ε) = {x ∈ D : V (x) < ε} is fixed-
time (independent on the initial values) attractive with

T (x0) ≤ Tmax =
1

C(σ − 1)εσ−1
.

If D = Rn and function V is radially unbounded, then the
system (3) admits these properties globally.

B. Implicit Lyapunov Function Method

The following theorem presents the ILF method [16], [17]
for finite-time stability analysis.

Theorem 2 [23] If there exists a continuous function

Q : R> × Rn → R
(V, x) 7→ Q(V, x)

such that
C1) Q(V, x) is continuously differentiable ∀x ∈ Rn\{0} and
∀V ∈ R>;
C2) for any x∈Rn\{0} there exist V −∈R> and V +∈R>:

Q(V −, x) < 0 < Q(V +, x); (4)

C3) for Ω = {(V, x) ∈ Rn+1 : Q(V, x) = 0}

lim
x→0

(V,x)∈Ω

V = 0, lim
V→0+

(V,x)∈Ω

‖x‖ =0, lim
‖x‖→∞
(V,x)∈Ω

V=+∞;

C4) the inequality −∞ < ∂Q(V,x)
∂V < 0 holds ∀V ∈ R> and

∀x ∈ Rn\{0};
C5) the inequality

∂Q(V, x)

∂x
f(x) ≤ hV 1−µ ∂Q(V, x)

∂V

holds ∀(V, x) ∈ Ω, where 0 < µ ≤ 1 and h > 0 are some
constants.
Then the origin of the system (3) is globally finite-time stable
with the following settling time estimate

T (x0) ≤ V µ0
hµ

.

Based on this result in [23] a finite-time stabilizing control
law has been developed for the system (1).

Introduce the implicitly defined Lyapunov function by

Q(V, x) = xTD(V −1)PD(V −1)x− 1, (5)

where D(λ) is the diagonal matrix of the form D(λ) =
diag{λ1+(n−i)µ}ni=1 and P ∈ Rn×n is a symmetric positive
definite matrix. Denote the diagonal matrix Hµ = diag{1 +
(n− i)µ}ni=1.

Theorem 3 [23], [14] If
• the system of matrix inequalities{

AX +XAT + by + yT bT + L+R ≤ 0,
1
αL ≥ XHµ +HµX > 0, X > 0,

(6)

is feasible for some R ∈ Rn×n, R > 0, µ ∈ (0, 1],
α ∈ R>, X ∈ Rn×n and y ∈ R1×n;

• the control has the form

u(V, x) = V 1−µkD(V −1)x, (7)

where k = yX−1,

V ∈ R> : Q(V, x) = 0 (8)

and Q(V, x) is defined by (5) with P = X−1;
• the disturbance function d(t, x) satisfy

dT (t, x)D(V −1)R−1D(V −1)d(t, x) ≤
βV −2µxTD(V −1)PLPD(V −1)x

(9)



with β ∈ (0, 1) and (t, x) ∈ R> × Rn.
Then the closed-loop system (1), (7) is globally finite-time
stable and the settling time function estimate has the form

T (x0) ≤ V µ0
αµ(1− β)

,

where V0 ∈ R> : Q(V0, x0) = 0.

C. Delay Robustness for Homogeneous Systems

Consider an autonomous functional differential equation
of retarded type [21]:

ẋ(t) = f(xt), t ≥ 0, (10)

where x(t) ∈ Rn and xt ∈ C[−τ,0] is the state function,
xt(s) = x(t + s) for s ∈ [−τ, 0], f : C[−τ,0] → Rn is
continuous and ensures existence and uniqueness of solutions
in forward time [21], f(0) = 0. We assume that the
system (10) for the initial functional condition x0 ∈ C[−τ,0]

has a unique solution.
For any ri > 0, i = 1, n and λ > 0, define the dilation

matrix Λr(λ) = diag{λri}ni=1 and the vector of weights
r = [r1, ..., rn]T .

For any ri > 0, i = 1, n and x ∈ Rn the homogeneous
norm can be defined as follows [19], [11]

|x|r =

(
n∑
i=1

|xi|ρ/ri
)1/ρ

, ρ ≥ max
1≤i≤n

ri.

The homogeneous norm has an important property that is
|Λr(λ)x|r = λ|x|r for all x ∈ Rn.

For any ri > 0, i = 1, n and φ ∈ C[−τ,0] the homogeneous
norm can be defined as follows

||φ||r =

(
n∑
i=1

||φi||ρ/ri
)1/ρ

, ρ ≥ max
1≤i≤n

ri.

The homogeneous norm in the Banach space has the same
important property that ||Λr(λ)φ||r = λ||φ||r for all φ ∈
C[−τ,0]. Define Bτρ = {φ ∈ C[−τ,0] : ||φ||r ≤ ρ} as a closed
ball of radius ρ > 0 in C[−τ,0].

Definition 2 [18] The function g : C[−τ,0] → R (vector
field f : C[−τ,0] → Rn) is called r-homogeneous with ri >
0, i = 1, n, if for any φ ∈ C[−τ,0] the relation g(Λr(λ)φ) =
λdg(φ)

(
f(Λr(λ)φ) = λdΛr(λ)f(φ)

)
holds for some d ∈ R

(d ≥ −min1≤i≤n ri) and all λ > 0.
In both cases, the constant d is called the degree of

homogeneity. The system (10) is called r-homogeneous of
degree d if the function f admits this property.

The introduced notion of weighted homogeneity in C[−τ,0]

is reduced to the standard one in Rn if τ = 0.
Theorem 4 [19] Let f : Rn → Rn be defined on Rn

and be a continuous r-homogeneous vector field with degree
d (d < 0). If the origin of the system (3) is locally
asymptotically stable then it is globally asymptotically stable
(globally finite-time stable) and there exists a continuously
differentiable Lyapunov function V which is r-homogeneous
of degree v > −d.

By definition of homogeneity there exist constants c1, c2 ∈
R> such that

c1‖x‖vr ≤ V (x) ≤ c2‖x‖vr . (11)

For example, the system (1), (7) for d(t, x) = 0 is r-
homogeneous of degree −µ with r = (1+(n−1)µ, 1+(n−
2)µ, . . . , 1) and the implicitly defined Lyapunov function is
homogeneous of degree 1, where the parameters c1 and c2
can be estimated as follows

c1 = min

{
λ

1
2rmax
min (P )

n
1
ρ

,
λ

1
2rmin
min (P )

n
1
ρ

}
,

c2 = max
{

(nλmax(P ))
1

2rmax , (nλmax(P ))
1

2rmin

}
.

(12)

In [20], [22], [12], [13] robustness with respect to delays
has been discussed for homogeneous systems.

Lemma 1 [20] Let f(xτ )=F [x(t), x(t−τ)] in (10) and
the system (10) be r-homogeneous with degree d ≥ 0 and
globally asymptotically stable at the origin for τ=0, then for
any ρ>0 there is 0<τ0<+∞ such that (10) is asymptotically
stable at the origin in Bτρ for any delay 0 ≤ τ ≤ τ0.

Lemma 2 [22] Let f(xt) = F [x(t), x(t − τ)] in (10) be
uniformly continuous and the system (10) be r-homogeneous
with degree d < 0 and globally asymptotically stable at the
origin for τ = 0, then for any ε > 0 there is 0 < τ0 < +∞
such that (10) is globally asymptotically stable with respect
to Bτε for any delay 0 ≤ τ ≤ τ0.

Thus, (10) is locally robustly stable with respect to a suffi-
ciently small delay if it is r-homogeneous with a nonnegative
degree and stable in the delay-free case.

IV. MAIN RESULTS

In this section, first, we provide an LMI-based approach
to evaluate the domain of attraction of a finite-time stable
control (7) in the case of the delayed plant in (2). Second, a
uniting control is designed with commutation between two
laws providing a global bounded of all trajectories in (2) for
any delay, and convergence to the origin for a sufficiently
small one.

A. Control Providing Boundedness of The System Trajecto-
ries in Presence of Delay

Lemma 3 (Disturbance-free case) Let the system of
linear matrix inequalities

AX +XAT + by + yT bT + L+R ≤ 0,
ιX ≥ AX +XAT ≥ −ιX,
XHµ +HµX ≥ ηX, X > 0,(
X yT

y ζ

)
≥ 0, L ≥ $X,

(13)

be feasible for R =

(
0n−1 0

0 rnn

)
and some µ ∈ (0, 1],

rnn, η, ι, ζ,$ ∈ R>, X ∈ Rn×n, y ∈ R1×n. The system (2),
(7) with d(t, x) = 0 is globally asymptotically stable with
respect to B2τ

c/c1
for any c ∈ R> if

τ <

√
rnn$c

µ

η−1
√
l1
(
ι+ 2

√
pnnζ

)
+
√
l2 + |kn|

√
ζ
, (14)



where P = X−1, k = yX−1, l1 =
λmax

(
X1/2((1− µ)I +Hµ)kT k((1− µ)I +Hµ)X1/2

)
,

l2 = λmax

(
X1/2AT kT kAX1/2

)
.

Note that in absence of the delay (τ = 0) the origin is
finite-time stable.

Remark 1 From the results presented in Lemma 3,
knowing the value of delay, one can find the compact set
B2τ
c/c1

the system asymptotically converging to. And vise
versa, for a given c one can easily find a value τ0 such that
for any τ < τ0 the system (2), (7) is globally asymptotically
stable with respect to B2τ

c/c1
.

Remark 2 The result of Lemma 3 holds for the case of
time-varying delay and sampled-data control realization.

Remarks 1, 2 remain true for the all subsequent results
presented below.

Corollary 1 The system (2), (7) can be asymptotically sta-
bilized with respect to an arbitrary small set for any arbitrary
bounded delay by appropriate choosing the parameter c and
changing the matrix variable P̃ = P/υ, υ ∈ R>.

Example 1 Consider the system (2) for n = 3 in the
disturbance-free case (d(t, x(t)) = 0). Define ILF-based
control in the form (7) with the parameter µ = 0.5. The
matrix P > 0 and the vector k are obtained from the
system (13) with rnn = 0.99, η = 1.2:

P =

1.0169 2.0324 1.0147
2.0324 5.0786 3.0433
1.0147 3.0433 3.0427

 ,

k =
(
−1.0035 −3.0089 −3.0065

)
.

Obtained value of maximal delay for c= 1 is τ0 = 3.75×
10−2. The estimation c1=0.2076 is obtained in accordance
with (12). Then the system (2), (7) is globally asymptotically
stable with respect to B2τ

4.8174 for any delay τ<τ0=3.75×10−2.
It is easy to extend Lemma 3 for disturbed case.
Lemma 4 (Disturbed case) Let the system of linear matrix

inequalities

κ
(
AX +XAT + by + yT bT

)
+ L1 +R1 ≤ 0,

(1− κ)
(
AX +XAT + by + yT bT

)
+ L2 +R2 ≤ 0,

ιX ≥ AX +XAT ≥ −ιX,
(
X yT

y ζ

)
≥ 0,

XHµ +HµX ≥ ηX, X > 0,
L1 ≥ $1X, L2 ≤ $2X, R2 ≤ $3X,

(15)

be feasible for R1 =

(
0n−1 0

0 rnn

)
and some µ ∈ (0, 1],

κ ∈ (0, 1), rnn, η, ζ, ι,$1, $2, $3 ∈ R>, R2 > 0, L1 > 0,
L2 > 0, X ∈ Rn×n, y ∈ R1×n and the inequality

dT (t, x(t))D(V −1(t))R−1
2 D(V −1(t))d(t, x(t)) ≤

βV −2µ(t)xT (t)D(V −1(t))PL2PD(V −1(t))x(t)
(16)

holds for β ∈ (0, 1) with V (t) > c. The system (2), (7) is
globally asymptotically stable with respect to B2τ

c/c1
for any

c ∈ R> if

τ<

√
rnn$1cµ

η−1
√
l1
(
ι+2
√
pnnζ+2

√
$2$3

)
+
√
l2+|kn|

√
ζ+
√
ζ$2$3

, (17)

where P = X−1, k = yX−1, l1 =
λmax

(
X1/2((1− µ)I +Hµ)kT k((1− µ)I +Hµ)X1/2

)
,

l2 = λmax

(
X1/2AT kT kAX1/2

)
.

Note that if τ = 0 and the inequality (16) holds globally,
then the origin is finite-time stable.

Remark 3 If the matching condition di(t, x(t)) = 0, i =
1, . . . , n−1 holds, then to relax the system of LMIs (15) the

matrix R2 can be chosen as R2 =

(
0n−1 0

0 r̄nn

)
, r̄nn ∈ R>.

Remark 4 Considering the case of sampled-data control
realization for the system (1) by Lemma 3 (or Lemma 4)
global attractiveness of a compact set containing the origin
can be shown only. In [23] this issue was studied more
precisely where global asymptotic stability of the origin is
proven.

Example 2 Consider the system (2) for n = 3 in the case
of matched disturbances d1(t, x(t)) = 0, d2(t, x(t)) = 0,
d3(t, x(t)) = 0.2. Define the control (7) with the parameter
µ = 1. The parameters of the control (7) were selected
solving the LMIs (15) for rnn = 0.7911, r̄nn = 0.1990,
κ = 0.799, η = 1:

P =

1.0072 2.0159 1.0087
2.0159 5.0414 3.0274
1.0087 3.0274 3.026

 ,

k =
(
−0.9988 −2.9976 −2.9987

)
.

It can be easily checked that the inequality (16) holds. The
estimation c1 = 0.2475 is obtained in accordance with (12).
Then, according to Lemma 4 the system (2), (7) is globally
asymptotically stable with respect to B2τ

c/c1
= B2τ

20.1985 (c =
5) for any delay τ ≤ τ0 = 0.131.

B. Control Providing Asymptotic Stability in Presence of
Delay

Using of Lemma 3 and Lemma 4 allows to design new
hybrid stabilization algorithms, which preserve asymptotic
stability of system trajectories.

Consider two implicit Lyapunov functions defined by

Q1(V, x) = xTDµ(V −1)PDµ(V −1)x− 1,

Q2(V, x) = xTDν(V −1)PDν(V −1)x− 1,

where P ∈ Rn×n, P > 0, Dµ(λ) = diag{λ1+(n−1)µ}ni=1

and Dν(λ) = diag{λ1+(i−1)ν}ni=1. Denote Hµ = diag{1 +
(n− i)µ}ni=1 and Hν = diag{1 + (i− 1)ν}ni=1.

Then the following results can be obtained.
Theorem 5 (Disturbance-free case) Let for (2),

d(t, x(t)) = 0 the system of linear matrix inequalities

AX +XAT + by + yT bT + Lµ +Rµ ≤ 0,
AX +XAT + by + yT bT + Lν +Rν ≤ 0,

ιX ≥ AX +XAT ≥ −ιX,
(
X yT

y ζ

)
≥ 0,

XHµ +HµX ≥ ηµX, XHν +HνX ≥ ηνX,
Lµ ≥ $µX, Lν ≥ $νX, X > 0

(18)

be feasible for Rµ =

(
0n−1 0

0 rµ

)
, Rν =

(
0n−1 0

0 rν

)
and

some ν ∈ R≥, µ ∈ (0, 1], ι, ηµ, ην , rµ, rν , ζ,$µ, $ν ∈ R>,



X ∈ Rn×n, y ∈ R1×n and the control law u is chosen in
the form

u(V, x) =

{
V 1−µkDµ(V −1)x for xTPx ≥ 1,
V 1+νkDν(V −1)x for xTPx < 1,

(19)
where k = yX−1, P = X−1 and V is defined by

V ∈ R> :

{
Q1(V, x) = 0 for xTPx ≥ 1,
Q2(V, x) = 0 for xTPx < 1.

(20)

Then the origin of (2), (19) is globally asymptotically stable
if

τ < min

{ √
rµ$µ

η−1
µ

√
l1µ(ι+2

√
pnnζ)+

√
l2+|kn|

√
ζ
,

√
rν$ν

η−1
ν

√
l1ν (ι+2

√
pnnζ)+

√
l2+|kn|

√
ζ

}
,

(21)

where l1µ = λmax

(
X1/2((1− µ)I +Hµ)kT k((1− µ)I+

Hµ)X1/2
)
, l1ν =λmax

(
X1/2((1+ν)I+Hν)kT k((1+ν)I+

Hν)X1/2
)

and l2 = λmax

(
X1/2AT kT kAX1/2

)
. Moreover,

for any τ > 0 trajectories of the closed-loop system are
globally bounded.

Theorem 5 proves very important advantage of nonlinear
control (19). Once designed it remains robust (in ISS sense)
with respect to any delay.

Example 3 Consider the system (2) for n = 3 in the
disturbance-free case (d(t, x(t)) = 0). Define the control
u in the form (19) with the parameters µ = 0.5, ν = 0.2.
The matrix P > 0 and the vector k are obtained from the
system (22) with rµ = 1.005, rν = 2.5001, ηµ = ην = 1.5,
$µ = $ν = 1:

P =

0.4011 0.8020 0.4007
0.8020 2.0042 1.2018
0.4007 1.2018 1.2013

 ,

k =
(
−1.0016 −3.0037 −3.0022

)
.

Obtained value of maximal delay is τ0 = min{2.78 ×
10−2, 3.16×10−2} = 2.78×10−2. According to Theorem 5
the system (2), (19) is globally asymptotically stable if
τ < τ0 = 2.78×10−2. Otherwise, similarly to Lemma 3 the
system is converging to some compact set around the origin.
The simulation results for τ=2.75×10−2 are shown on Fig.1.

Fig. 1. The simulation results for the ILF control (19)

Theorem 6 (Disturbed case) Let for (2) the system of
linear matrix inequalities

κµ
(
AX +XAT + by + yT bT

)
+ Lµ1 +Rµ1 ≤ 0,

(1− κµ)
(
AX +XAT + by + yT bT

)
+ Lµ2 +Rµ2 ≤ 0,

κν
(
AX +XAT + by + yT bT

)
+ Lν1 +Rν1 ≤ 0,

(1− κν)
(
AX +XAT + by + yT bT

)
+ Lν2 +Rν2 ≤ 0,

ιX ≥ AX +XAT ≥ −ιX,
(
X yT

y ζ

)
≥ 0,

XHµ +HµX ≥ ηµX, XHν +HνX ≥ ηνX, X > 0,
Lµ1
≥ $µX, Lµ2

≤ $µ2
X, Rµ2

≤ $µ3
X,

Lν1 ≥ $νX, Lν2 ≤ $ν2X, Rν2 ≤ $ν3X
(22)

be feasible for Rµ1 =

(
0n−1 0

0 rµ

)
, Rν1 =

(
0n−1 0

0 rν

)
and some κµ ∈ (0, 1), κν ∈ (0, 1), ν ∈ R≥, µ ∈ (0, 1],
ι, ζ, ηµ, ην , rµ, rν , $µ, $ν ∈ R>, Rµ2

> 0, Rν2 > 0,
X ∈ Rn×n, y ∈ R1×n, the control law u is chosen in the
form (19) with k = yX−1, P = X−1 and the disturbance
function d(t, x) satisfies

dT (t, x)Dµ(V −1)R−1
µ2 Dµ(V

−1)d(t, x) ≤
βµV −2µxTDµ(V −1)PLµ2PDµ(V

−1)x if xTPx ≥ 1,

dT (t, x)Dν(V −1)R−1
ν2 Dν(V

−1)d(t, x) ≤
βνV 2νxT (t)Dν(V −1)PLν2PDν(V

−1)x if xTPx < 1,

(23)

where βµ ∈ (0, 1), βν ∈ (0, 1). Then the origin of (2), (19)
is globally asymptotically stable if

τ <

min

{ √
rµ$µ

η−1
µ
√
l1µ (ι+2

√
pnnζ+2

√
$µ2$µ3 )+

√
l2+|kn|

√
ζ+
√
ζ$µ2$µ3

,

√
rν$ν

η−1
ν

√
l1ν (ι+2

√
pnnζ+2

√
$ν2$ν3 )+

√
l2+|kn|

√
ζ+
√
ζ$ν2$ν3

}
,

(24)
where l1µ = λmax

(
X1/2((1− µ)I +Hµ)kT k((1− µ)I+

Hµ)X1/2
)
, l1ν =λmax

(
X1/2((1+ν)I+Hν)kT k((1+ν)I+

Hν)X1/2
)

and l2 = λmax

(
X1/2AT kT kAX1/2

)
. Moreover,

for any τ > 0 trajectories of the closed-loop system are
globally bounded.

Example 4 Consider the system (2) for n = 3 with
disturbances d1(t, x(t)) = 0, d2(t, x(t)) = 0, d3(t, x(t)) =
0.2 sin(|x2|0.5). Define the control u(t) in the form (19)
with the parameters µ = 1, ν = 0. The matrix P > 0
and the vector k are obtained from the system (22) with

Rµ2
=

(
02 0
0 0.201

)
, Rν2 =

(
02 0
0 0.445

)
, rµ = 0.804,

rν = 2.0551, ηµ = 1.8, ην = 1.5, $µ = $ν = 1, κµ = 0.8,
κν =0.822:

P =

1.3676 2.2118 0.5187
2.2118 4.8663 1.4809
0.5187 1.4809 1.4804

 ,

k =
(
−1.9671 −4.9881 −3.3510

)
.

Since sin(x2) ≤ |x2| it can be easily shown that inequal-
ities (23) hold. Obtained value of maximal delay is τ0 =
min{2.04× 10−2, 2.65× 10−2} = 2.04× 10−2. According
to Theorem 6 the system (2), (19) is globally asymptotically
stable if τ < τ0 = 2.04 × 10−2. Otherwise, similarly to
the result of Lemma 4 the system is converging to some
compact set around the origin. The simulation results for
constant delay τ = 2× 10−2 are shown on Fig.2.



Fig. 2. The simulation results for the ILF control (19)

Presented results may be of interest for system protection
against unforeseen increase of the delay. To appreciate the
need for such protection, let us run a scenario of events that
could happen in the operation of a system. Suppose that
for the system in the form (2) some developed control law
shows a good performance for all (x, τ) ∈ Dws × [0, τ1),
where Dws is a domain containing the origin (Dws ⊂ RA,
where RA is a region of attraction). For example, it can be
linearly controlled system developed for the delay-free case
and investigated for the delayed control case (for instance,
using results of [4]). Due to simplicity, such control laws are
widely used in practice. Suppose the system is operating at
steady state. If at some time t0 a load increasing on the data
transfer channel takes place and consequently delay value
increases to τ ≥ τ1. Then, the trajectory of the system will
be driven away the origin until the delay became again less
than τ1 at some time instant t1. Then the system will return
to steady-state operation only if x(t1) belongs to the region
of attraction of the origin RA. Even if RA = Rn, behavior
of the unstable system can lead to malfunctions and faults.
Such a scenario is typical for the case of remote control,
when the data transmission channel is fickle (for example,
when control is via the Internet). To avoid such a situation,
in addition to presented control laws another way to use
obtained results for system protection is development of dis-
continuous event-triggered control law based on combination
of the control (7) with another nonlinear control unl, which
shows a good performance for the delay-free/small delay
cases:

u =

{
V 1−µkDµ(V −1)x for x /∈ Dws,
unl for x ∈ Dws.

(25)

While the delay is larger than it is preferable for using
the control unl, the control (25) allows to keep systems’
trajectories in a compact set around the origin.

V. CONCLUSIONS

The paper presents ILF-based control algorithms for sys-
tems with the delay in control (and/or measurement) channel,
i.e. teleoperated and networked systems. Obtained nonlinear
control algorithms preserve asymptotic stability for small
delays 0<τ <τ0<∞ and global asymptotic stability with
respect to a compact set containing the origin for any τ≥τ0.
The results can be used for the cases of a constant and fast-
varying delays. Efficiency of the proposed control algorithms

is demonstrated on numerical examples. There are a lot
of topics for future research. For example, relaxation of
restrictions, extension of the results for MIMO systems, etc.
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