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ABSTRACT
We pursue an investigation of data-driven collaborative work-
flows. In the model, peers can access and update local data,
causing side-e↵ects on other peers’ data. In this paper, we
study means of explaining to a peer her local view of a global
run, both at runtime and statically. We consider the notion
of“scenario for a given peer”that is a subrun observationally
equivalent to the original run for that peer. Because such a
scenario can sometimes di↵er significantly from what hap-
pens in the actual run, thus providing a misleading explana-
tion, we introduce and study a faithfulness requirement that
ensures closer adherence to the global run. We show that
there is a unique minimal faithful scenario, that explains
what is happening in the global run by extracting only the
portion relevant to the peer.

With regard to static explanations, we consider the prob-
lem of synthesizing, for each peer, a “view program” whose
runs generate exactly the peer’s observations of the global
runs. Assuming some conditions desirable in their own right,
namely transparency and boundedness, we show that such
a view program exists and can be synthesized. As an added
benefit, the view program rules provide provenance informa-
tion for the updates observed by the peer.

Keywords
data-centric workflows; collaboration; views; explana-
tions

1. INTRODUCTION
Consider peers participating in a collaborative work-

flow. Such peers are typically willing to publicly share
some data and actions, but keep others private or dis-
close them only to selected participants. During a run of
the workflow, a peer observes side e↵ects of other peers’
actions, but may wish to be provided with a more in-
formative explanation of the workflow. At runtime, one
would like to explain to each peer the side e↵ects she
observes, in terms of the unfolding run. Statically, one
would like to provide the peer with a program specify-
ing all the transitions she may observe. In this paper,
we consider the problem of providing peers with such
runtime and static explanations. In particular, we iden-
tify two natural properties of workflows, transparency
and boundedness, that are of interest in their own right
and greatly facilitate the explanation task.
We use the data-driven collaborative workflow model

of [6]. In contrast to process-centric workflows, data-
driven workflows treat data as first-class citizens [26]. In
our collaborative workflow model, each peer sees a view
of a global database, that hides some relations, columns
of other relations (projection), and tuples (selection).
The workflow is specified by datalog-style rules, with
positive and negative conditions in rule bodies, and in-
sertions/deletions in rule heads. An event in the system
is an instantiation by some peer of a rule in the work-
flow’s program.
Consider a run of a workflow and a particular peer,

say p. To be able to understand a run from p’s per-
spective, it is useful to isolate the portion of the run
relevant to p from other computations that may be oc-
curring in the system. Towards this goal, we introduce
the notion of scenario for p, which is a subrun that is ob-
servationally equivalent for p to the original run. Such
a scenario includes events visible at p, but also events
initiated by other peers, that have no immediate side-
e↵ects visible at p, but eventually enable events with
visible side-e↵ects. Among possible scenarios, minimal
ones are desirable because they exclude redundant or
useless (from the peer’s viewpoint) events.
We show that computing minimal scenarios for a peer

is generally hard (coNP-complete). Moreover, despite
being observationally equivalent to the original run, sce-
narios can be misleading by di↵ering considerably from
what occurs in the actual run. To overcome these is-
sues, we consider an additional property of scenarios,
called faithfulness, that guarantees tighter consistency
between the scenario and the actual run. Moreover,
faithful scenarios turn out to be particularly well be-
haved. They form a semiring with respect to natural
operators, which enables e�cient computation of mini-
mal faithful scenarios, as well as their incremental main-
tenance. We show that every run has a unique minimal
faithful scenario for each peer, that can be computed ef-
ficiently. We use minimal faithful scenarios as the nat-
ural semantic and computational basis for explaining
runs.
We then turn to the ambitious goal of providing static

specifications of the runs as seen from a peer’s perspec-
tive, which we call view programs for that peer. While
such programs cannot generally exist for information-
theoretic reasons, we consider some natural properties
of workflows allowing to construct view programs that



define precisely a peer’s observations of the workflow
runs.
The properties we consider, transparency and bound-

edness, are often desirable in practice, for technical and
even ethical reasons. In layman terms, an algorithm
is transparent (for a specific purpose) if it discloses its
motivation and actions. In workflows involving human
participants (often the case for collaborative workflows),
one might want to require transparency for particular
users; indeed, one may be compelled by law to do so
in certain settings. Intuitively, a workflow is transpar-
ent for a peer if the data that the peer sees at each
point in a run is su�cient to determine all possible fu-
ture transitions visible at that peer. For example, if a
CEO vetoes the hiring of Alice, and as a consequence it
becomes certain that she cannot be hired in the future,
this information must be disclosed to her in the next
transition she sees.
Boundedness is a more technical condition. For an

integer h, h-boundedness of a run for a peer p limits to
h the number of consecutive events invisible but rele-
vant to p that the other peers can perform. (This does
not prevent them from performing arbitrarily long se-
quences of events irrelevant to that particular peer.)
We show that one can decide whether, for a given h,

a workflow program only produces transparent and h-
bounded runs for a particular peer. Furthermore, when
this is the case, one can construct a“view program”for a
peer that specifies exactly the transitions that peer may
see. The rules of the program also provide the peer with
provenance information, consisting of the facts visible
to that peer that have led to the transition. Because of
boundedness, the provenance always involves a bounded
number of tuples, which allows their static specification
in the bodies of rules of the view program.
The synthesis of view-programs described in Section

5 is related in spirit with partner synthesis in services
modeled as Petri Nets [30, 24, 28].
With practical considerations in mind, we lastly present

some design guidelines for producing transparent and h-
bounded programs for a specified peer. We also show
that, for a large class of programs, one can force trans-
parency and h-boundedness by rewriting each program
so that, modulo minor di↵erences, it has the same trans-
parent and h-bounded runs as the original and filters
out runs violating these properties.
The article is organized as follows. The model is de-

scribed in Section 2. Scenarios are considered in Section
3, faithfulness in Section 4, transparency and view pro-
grams in Section 5, and design methodology for trans-
parent and bounded programs in Section 6. Related
work and conclusions are considered in two last sections.
Some of the proofs are relegated to an appendix.

2. COLLABORATIVE WORKFLOW
In this section, we recall the collaborative workflow

model of [6], introducing minor extensions.
We start with some basic terminology. We assume

an infinite data domain dom with a distinguished ele-
ment ? (intuitively denoting an undefined value), and

including an infinite set P1 of peers. We also assume
an infinite domain of variables var disjoint from dom.
A relation schema is a relation symbol together with a
sequence of distinct attributes. We denote the sequence
of attributes of R by att(R). A database schema is a
finite set of relation schemas. A tuple over R is a map-
ping from att(R) to dom. An instance of a database
schema D is a mapping I associating to each R 2 D a
finite set of tuples over R, i.e., a relation over R. We
denote by Inst(D) the set of instances of D.
We assume that each relation schema R is equipped

with a unique key, consisting, for simplicity, of a single
attribute K (the same for all relations). An instance
I 2 Inst(D) is valid (for the key constraints) if, for
each R 2 D, no tuple in I(R) has value ? for attribute
K, and there are no distinct tuples u, v in I(R) with
the same key. We denote by Inst

K

(D) the set of valid
instances of D.
We can apply to each instance I 2 Inst(D) the follow-

ing chase step up to a fixpoint J denoted chase
K

(I):

for some R, some A, and distinct u, v in I(R),
with u(K) = v(K), u(A) 6=?, and v(A) =?,
replace v by v0 identical to v except that v0(A) =
u(A).

Note that the chase turns some invalid instances into
valid ones, while for others it terminates with invalid
instances. More precisely, an instance is turned into a
valid one i↵ it contains no two tuples with the same key
and distinct non-null values for the same attribute. In
this case, the result of the chase is unique.
For technical reasons, we associate to each relation R

(with attribute K), a unary relational view Key
R

, that
consists of the projection of R on K, i.e., for each R
and instance I, I(Key

R

) = ⇡
K

(I(R)).
We recall the notion of full conjunctive query with

negation (FCQ¬ query for short). It is adapted to our
context to take into account the view relations for keys.
A term is a variable or a constant. A literal is of the
form (¬) R(x̄), (¬) Key

R

(y), x = y, or x 6= y, where
x̄ is a sequence of terms of appropriate arity, x is a
variable, and y a term. A FCQ¬ query is an expression
A1 ^ ... ^ A

n

(for n � 0) where each A
i

is a literal and
such that each variable occurs in some positive literal
R(u) (a safety condition).
Observe that the use of a literal Key

R

(k) is syntactic
sugar, since it can be replaced by R(k, z1, ...) where the
z
i

are new. On the other hand, the use of ¬Key
R

(k) is
not.
For attributesA,B, and a in dom (possibly?) , A = a

and A = B are elementary conditions. A condition is
a Boolean combination of elementary conditions. Peer
views of the database will be defined using projections
and selections. Note that, in order to enable powerful
static analysis, the views in [6] did not use selections.
The more powerful views used here better capture real-
istic peer views.

Collaborative schema. We now define collaborative work-
flow schemas, extending the definition in [6]. Starting
from a global database schema D and a finite set P of



peers participating in the workflow, the collaborative
schema specifies, for each peer p, a view of the database.
The view consists of selection-projection views of a sub-
set of the relations in D. A view of R 2 D for a peer p (if
provided) is denoted R@p. The view allows p to see only
some of the attributes of R (projection on att(R@p))
and only some of the tuples (specified by a selection de-
noted �(R@p)). The view of a global instance I of D at
p is denoted I@p. Before providing the formal defini-
tion, we introduce the following notation. For a relation
R and an instance J over a subset att(J) of att(R), J?

denotes the instance of R obtained by padding all tuples
of J with the value ? on all attributes in att(R)�att(J).

Definition 2.1. For a global database schema D, a
collaborative schema S consists of a finite set P of
peers, and for each p 2 P, a view schema D@p such
that:

• each relation in D@p is of the form R@p for R in
D,

• for each R@p, K 2 att(R@p) ✓ att(R).

To each relation R@p 2 D@p is associated a selection
condition �(R@p) over att(R). For an instance I over
D, the view instance of I at peer p, denoted I@p, is the
instance over D@p defined by: for each R@p in D@p,

• I@p(R@p) = ⇡
att(R@p)(��(R@p)(I(R))).

Furthermore, we impose the following (losslessness) con-
dition: For each I 2 Inst

K

(D) and R 2 D,

I(R) = chase
K

⇣[
{(I@p(R@p))? | p 2 P, R@p 2 D@p}

⌘

The losslessness property guarantees that for each
tuple in I(R), and each A in R, the value of the tu-
ple for A is visible at some peer. The global instance
can therefore be recovered from its peer views using the
chase. One can e↵ectively check whether a collaborative
schema has the losslessness property.
Let S be a collaborative schema, with global schema

D and set P of peers. A peer p can perform two kinds
of updates on a valid instance I:

• A deletion of the form �Key
R@p

(k), where R@p 2
D@p and k is a key value in I@p(R@p). The dele-
tion results in removing from I(R) the tuple with
key k.

• An insertion of the form +R@p(u), where R@p 2
D@p and u is a tuple over att(R@p) such that:

– (i) J = chase
K

(I [ {R(u?)}) is valid, and
– (ii) u is subsumed by some tuple v in J@p(R@p).

Then J is the result of the insertion.

Note that the semantics of an update requested by some
peer is specified on the global instance. This circum-
vents the view update problem. Observe also that a
peer can delete only a tuple the peer sees, and that, if
an insertion succeeds, the tuple the peer inserted is part
of its view after the update (by (ii)).
Some subtleties of updates are illustrated next.

Example 2.2. Suppose the database consists of a sin-
gle relation R over KAB, and we have two peers p, q,
att(R@p) = KAB, att(R@q) = KA, �(R@p) is A =
?, and �(R@q) is true. The losslessness condition is
not satisfied by this schema. For example, consider the
global instance I obtained using the sequence of inserts:
+R@p(k,?, c); +R@q(k, a). It consists of a single tu-
ple, R(k, a, c). Note that as a result of the second inser-
tion, the tuple with key k disappears from the view of p.
Moreover, I cannot be reconstructed from the collective
views of the peers (and the value “c” is lost). The loss-
lessness condition prevents such anomalies. Moreover,
it allows treating the global instance as a virtual rather
than materialized database, represented in a distributed
fashion by the views of the peers.

Collaborative workflow. A collaborative workflow spec-
ification (in short workflow spec) W consists of a collab-
orative schema S and a workflow program for W, i.e., a
finite set of “update rules” for each peer p of W.
The rules are defined using the auxiliary notion of

“update atom” as follows. An update atom at p is an
insertion atom or a deletion atom. An insertion atom
at p is of the form +R@p(x̄) where R@p 2 D@p and
x̄ is a tuple of variables and constants, of appropriate
arity. A deletion atom p is an expression �Key

R@p

(x),
where R@p 2 D@p and x is a variable or constant.
A rule at peer p is an expressionUpdate :- Cond where:

• Cond is a FCQ¬ query over D@p, and
• Update is a sequence of update atoms at p such
that: If the sequence includes two updates of the
same relation R of tuples with keys x, x0, respec-
tively, then x and x0 are not both the same con-
stant and the body includes a condition x 6= x0.

In the previous definition, the conditions x 6= x0 im-
pose that no two updates in the same rule a↵ect the
same tuple. As a consequence, the order of the update
atoms in a rule is irrelevant. An example of rule is the
following, where Assign(x, y) says that employee x is
assigned to project y, and HR is the Human Relations
peer:

�KeyAssign@HR(x), + Assign@HR(x0, y) : �
Assign@HR(x, y), Replace@HR(x, x0), x 6= x0

The rule allows the HR peer to replace employee x by
employee x0 on project y.
If P is the program of a workflow spec W for a col-

laborative schema S, we speak simply of the (workflow)
program P when S and W are understood.
Let P be a program. To simplify, we assume that a

run of P starts from the empty instance (note that an
arbitrary “initial” instance can be constructed by the
peers due to losslessness). The global instance then
evolves under transitions caused by updates in rule in-
stantiations, defined next. Let

↵ = Update(ȳ) :- Cond(x̄)

be a rule of P at some peer p where x̄ are the variables
occurring in Cond and ȳ are the variables in Update. A



valuation ⌫ of ↵ for a global instance I is a mapping
from ȳ [ x̄ to dom such that I@p |= Cond(⌫(x̄)). For
a valuation ⌫ of a rule ↵ at some p for some I, the
instantiation ⌫↵ is called an event ; p the peer of this
event, denoted peer(⌫↵), and ↵ its rule.
We define the transition relation `

e

among valid global
instances of D as follows. For I, J , and some event
e as above, I `

e

J if all insertions and deletions in
Update(⌫(ȳ)) are applicable, and J is obtained from I
by applying them in any order.
A run of P is a finite sequence ⇢ = {(e

i

, I
i

)}0in

,
such that ; `

e0 I0, where ; is the empty instance; and
for each 0 < i  n, I

i�1 `
e

i

I
i

. Additionally, we require:
for each event e

i

= ⌫↵, if x is a variable occurring in the
head of ↵ but not in its body, then x must be instanti-
ated to a globally fresh value, i.e. ⌫(x) does not occur
in const(P ) or in I1 . . . Ii�1. We denote by Runs(P ) the
set of runs of P .
Let ⇢ = {(e

i

, I
i

)}0in

be a run of P . Note that the
event sequence (e1...en), denoted e(⇢), uniquely deter-
mines the run ⇢. By slight abuse, we sometimes call run
a sequence (e1...en) of events that yields a run.
It is occasionally useful to consider runs starting from

an arbitrary initial instance I rather than ;. A run on
initial instance I is defined in the obvious manner, by
replacing ; with I in the previous definition.

Normal-form programs. We show a normal form for
workflow programs that will be particularly useful in
the next sections. A workflow program P is in nor-
mal form if (i) each rule whose head contains a dele-
tion �Key

R@q

(x) also contains a literal R@q(x, u) in
its body, and (ii) rule bodies do not contain negative
literals of the form ¬R@q(x, u) or positive literals of
the form Key

R@q

(x). Intuitively, (i) simply makes ex-
plicit that deletion updates are e↵ective. (Recall that
this is imposed by the definition of deletion.) As for
(ii), it allows distinguishing between the cases when a
fact R@q(k, u) is false because no tuple in R@q has key
k, or because R@q(k, v) is a fact for some v 6= u. Thus,
rules in normal form provide more refined information.
We next show that this does not limit the expressivity
of the model.

Proposition 2.3. For each workflow program P , one
can construct a normal-form program Pnf , and a func-
tion ✓ from the rules of Pnf to rules of P , such that ⇢ =
{(e

i

, I
i

)}0in

is a run of P i↵ ⇢nf = {(f
i

, I
i

)}0in

is
a run of Pnf for some {f

i

}0in

such that peer(e
i

) =
peer(f

i

) and rule(e
i

) = ✓(rule(f
i

)).
Proof. Informally, Pnf is constructed as follows.

For each rule containing a deletion �Key
R@q

(x) in its
head, a literal R@q(x, u) is added to the body, where u
consists of distinct new variables. This guarantees (i).
For (ii), a literal Key

R@q

(x) occurring in the body of
some rule of P can be replaced by a literal R@q(x, u),
where u consists of distinct new variables. Now suppose
a literal ¬R@q(x, u) occurs in the body of some rule r
of P . First, an instantiation ⌫ of this rule may hold be-
cause ¬Key

R@q

(⌫(x)) holds. Then this can be captured
by a rule obtained from r by replacing ¬R@q(x, u) by

¬Key
R@q

(x). Next, an instantiation ⌫ of r may hold
because R@q(⌫(x), v) holds for some v and ⌫(u(A)) 6=
v(A) for some attribute A 6= K of R@q. Then this
can be captured by a rule obtained from r by replacing
¬R@q(x, u) by R@q(x, z) where z is a tuple of distinct
new variables, and adding the condition u(A) 6= z(A).
Note that the previous construction replaces r with a
set Rules(r) of rules in Pnf , corresponding to the dif-
ferent cases. The mapping ✓ is defined by ✓(r0) = r for
each r0 2 Rules(r). Rules r of P that are not modified
are included as such in Pnf , and ✓(r) = r.

3. VIEWS AND SCENARIOS
In this section, we isolate the portions of a run that

are relevant to a particular peer and accurately mirror
what is actually occurring in the workflow from that
peers viewpoint. Towards this goal of filtering out irrel-
evant events, we introduce the notions of subruns and
scenarios. In the next section, we further consider sce-
narios called faithful that adhere more closely to the
actual run and also turn out to have desirable proper-
ties from a semantic and computational viewpoint.
We first define the p-view of a run, for a peer p.

Intuitively, this is the most basic view of a run, con-
sisting essentially of the observations of peer p. Let
⇢ = {(e

i

, I
i

)}0in

be a run of P . An event e
i

is visible
at p if peer(e

i

) = p or peer(e
i

) 6= p and I
i�1@p 6= I

i

@p.
Otherwise, e

i

is invisible (or silent) at p. The p-view
of an event e, denoted e@p, is e if peer(e) = p and !
if peer(e) 6= p, where ! is a new symbol (standing for
“world”).

Definition 3.1. Let ⇢ = {(e
i

, I
i

)}0in

be a run of
P , p a peer, and ⇢0 = {(e

i

@p, I
i

@p)}0in

. The se-
quence obtained from ⇢0 by deleting all (e

i

@p, I
i

@p) such
that e

i

is invisible at p, is called the view of ⇢ at p, and
denoted ⇢@p. We denote Runs@p(P ) = {⇢@p | ⇢ 2
Runs(P )}.

Thus, ⇢@p consists of all transitions caused by pmarked
with e

i

@p, as well as all transitions of events visible at
p caused by other peers, marked with !.
We next consider subruns of a given run, with the

goal of isolating the portion of the run that is relevant
to p, and which can be used as a sound basis for provid-
ing the peer with additional information. For example,
in Section 5 we discuss richer views that include prove-
nance information for the updates observed by a peer,
extracted from subruns relevant to the peer.
A subrun b⇢ of ⇢ is a run such that e(b⇢) is a subse-

quence of e(⇢). In a subrun, only some of the events
of ⇢ are retained, in the same order as they occur in ⇢.
Observe that the instances in b⇢ are typically di↵erent
than those in ⇢. Of course, not all subsequences of e(⇢)
yield subruns. If a subsequence ↵ of e(⇢) does yield a
subrun, it is denoted run(↵) (or ↵ by slight abuse).
We are interested in those subruns of a run that are

compatible with p’s observations of the run. This is
captured by the notion of “scenario”. We will, in par-
ticular, be interested by “minimal” such scenarios that,



in some sense, explain what can be observed by p in a
non-redundant manner.

Definition 3.2. Let P be a workflow program, p a
peer of P , and ⇢ = {(e

i

, I
i

)}0in

a run of P . A sce-
nario of ⇢ at p is a subrun b⇢ of ⇢ such that ⇢@p = b⇢@p.
A scenario b⇢ of ⇢ at p is minimal if there is no sce-

nario ⇢̄ of ⇢ at p for which e(⇢̄) is a strict subsequence
of e(b⇢). A minimal scenario is minimum if there is no
shorter scenario of ⇢ at p.

Clearly, ⇢ itself is a scenario for ⇢ at p, but is likely to
include portions that are irrelevant to p’s observations,
which motivates the study of minimal and minimum
scenarios.
We next show that finding a minimum scenario is

hard. (We will see that the problem is hard also for min-
imal scenarios.) In the proof, and throughout the paper
whenever convenient, we use propositions in workflow
programs as syntactic sugar. A proposition x can be
simulated by a unary relation Rx (with key K), a lit-
eral (¬)x by (¬)Rx(0), an insertion or deletion of this
literal by +Rx(0) or �Key

R

x(0).

Theorem 3.3. It is np-complete, given a workflow
program P , a run ⇢ of P , a peer p and an integer N ,
whether there exists a scenario of ⇢ at p, of length at
most N . Moreover, this holds even for workflows with
ground positive rules and no deletions.

Proof. Membership in np is obvious. For hard-
ness, we use a reduction from the hitting set prob-
lem. An instance of Hitting Set consists of a finite set
V = {v1, . . . , vn}, a set {c1, . . . , ck} of subsets of V , and
an integer M < n. It is np-complete whether there ex-
ists W ⇢ V of size at most M such that W \ c

j

6= ;
for 1  j  k [17]. From an instance of Hitting Set, we
construct a program and a run ⇢ as follows. The schema
consists of propositions V

i

(1  i  n), C
j

(1  j  k),
and OK. There are two peers p, q. Peer q sees all propo-
sitions and p only OK. The rules are the following:

(a) +V
i

@q :- , for each i 2 [1..n],
(b) +C

j

@q :- V
i

@q, for each i 2 [1..n], j 2 [1..k], v
i

2
c
j

,
(c) +OK@q :- C1@q, . . . , C

k

@q

Observe that the workflow program uses only proposi-
tions.
Note that all rules belong to peer q but p can observe

the value of OK. Intuitively, firing a subset of the (a)-
rules designates a subset W of V . With W chosen, the
(b)-rules designate the sets c

j

hit by some element in
W . If all sets are hit, rule (c) is enabled. Consider firing
first all (a)-rules, followed by all (b) rules, and ending
with rule (c). It is clear that this yields a run; call it ⇢.
Intuitively, ⇢ corresponds to picking the trivial hitting
setW = V . It is easy to check that there exists a hitting
set W of size at most M i↵ there exists a scenario of ⇢
for p, of length at most M + k + 1.

For the specific runs ⇢ used in the proof, some mini-
mal scenario can always be found e�ciently in a greedy

manner. (Start with ⇢. First, remove one (a)-rule at a
time together with the (b) rules depending on it, and
check if the remaining sequence is still a scenario. Then
when no (a) rule can be further removed, keep only
one (b) rule for each j. The resulting scenario is mini-
mal.) However, this cannot be done for arbitrary runs.
Indeed, the next result shows that testing whether a
scenario is minimal is hard (see Appendix for proof).

Theorem 3.4. It is coNP-complete, given a work-
flow program P , a run ⇢ of P , and a peer p, whether ⇢
is a minimal scenario of ⇢ at p. Moreover, this holds
even for workflows with ground positive rules and no
deletions.

The lack of a unique minimal scenario of runs for
a given peer is problematic when richer views need to
be defined starting from several candidate minimal sce-
narios. Moreover, as seen in the next section, even
minimal scenarios can provide misleading explanations
about what occurs in the global run. We will propose
a natural restriction called faithfulness, that overcomes
the problems of unrestricted scenarios.

4. FAITHFUL SCENARIOS
A scenario b⇢ of a run ⇢ at peer p produces the same

observations as ⇢ at p, but is allowed to achieve this by
means that di↵er considerably from what occurred in
the original run. This can be misleading, as illustrated
further in Examples 4.1 and 4.2. We therefore consider
an additional property of subruns, called faithfulness,
that guarantees tighter consistency between what hap-
pens in the subrun and in the actual run. The idea,
that we will pursue in the next section, is that the work-
flow system wants to be more transparent for particular
individual peers. Furthermore, as we shall see, faithful
scenarios turn out to be particularly well behaved: each
run has a unique minimal faithful scenario for p, com-
putable in polynomial time, that explains what happens
at p in a concise, non-redundant way. We also demon-
strate useful properties of faithful scenarios, in particu-
lar that they are closed under intersection and union.
Before defining faithful scenarios, we illustrate some

of the discrepancies that may arise between arbitrary
scenarios and actual runs.

Example 4.1. Consider again the worlflow used in
the proof of Theorem 3.3. Suppose that p also sees the
propositions C

i

, i 2 [1, k]. Consider a run that derives
OK. Suppose the run starts with

V1@q :- ; C5@q :- V1@q ; V2@q :- ; C5@q :- V2@q.

Then a scenario could ignore C5@q :- V1@q although
this is the event that actually derived C5@q.

Example 4.2. Consider a workflow with peers cto,
ceo, assistant, and applicant and propositions ok and
approval. The peers cto, ceo, and assistant all see ok
and approval, and applicant sees only approval. Con-
sider the run ⇢ consisting of the following events:



e: +ok@cto :-
f : �ok@cto :-
g: +ok@ceo :-
h: +approval@assistant :- ok@assistant

The subrun e h is a scenario of ⇢ at peer applicant. It
indicates that the applicant’s request was approved be-
cause it was ok’d by the cto. This subrun is misleading,
since in the actual workflow, the cto retracted its ok and
the request was approved by the ceo. This arises because
the subrun ignores the deletion of ok@cto.

Let p be a fixed peer of some workflow program P
and ⇢ a run. We next introduce the notion of “p-faithful
subrun of ⇢”, that prevents the kinds of anomalies pre-
viously illustrated. First, the definition is driven by the
intuition that tuples in a given relation with a fixed key
k represent evolving objects in the workflow. Objects
identified by k can go through several lifecycles, occur-
ring between the creation and deletion of a tuple with
key k. Faithfulness requires that boundaries of lifecy-
cles of events in the subrun be the same as those in the
run, eliminating anomalies such as Example 4.2. It also
requires that the events a↵ecting relevant attributes of
object k in the same lifecycle be the same in the subrun
as in the actual run, eliminating alternative subruns as
in Example 4.1.
To define faithful subruns formally, we use the fol-

lowing auxiliary definitions. We assume wlog that all
programs are in normal form. Let P be a program and
⇢ = {(e

i

, I
i

)}0in

a run of P . We say that k occurs
as a key of R in an event e

i

of peer q, if it occurs in a
literal R@q(k, ū) or ¬Key

R@q

(k) in the body of e
i

, or
as an update +R@q(k, ū) or �Key

R@q

(k) in the head
of e

i

. We say that k occurs as a key of R in a sequence
↵ of events if it occurs as a key of R in some event of
↵. We denote the set of such keys by K(R,↵).
Let k 2 K(R, e(⇢)) where ⇢ = {(e

i

, I
i

)}0in

. A
closed R-lifecycle of k in ⇢ is an interval [i1, i2] ✓ [0, n]
such that e

i1 inserts in R a new tuple with key k, this
tuple is not deleted between i1 and i2, and e

i2 deletes
it. An open R-lifecycle of k in ⇢ is an interval [i1,1)
such that e

i1 inserts in R a new tuple with key k and
this tuple is not deleted later on in ⇢. In both cases, we
say that e

i1 is the left boundary event of the lifecycle,
and we say that e

i2 is the right boundary event of the
closed lifecycle [i1, i2].
We now define the ingredient of faithfulness concern-

ing
boundaries of lifecycles. For a subrun b⇢ of ⇢, the require-
ment applies to e(b⇢) alone. In fact, it will be useful to
define this notion for arbitrary subsequences of e(⇢).

Definition 4.3. Let ⇢ = {(e
i

, I
i

)}0in

be a run of
some workflow program P . A subsequence ↵ = {e

i

j

}0jm

of e(⇢) is boundary faithful if for every e
i

j

and k 2
K(R, e

i

j

) such that i
j

belongs to an R-lifecycle1 of k in
⇢, the left boundary event of the R-lifecycle belongs to
1Observe that k 2 K(R, ei

j

) need not belong to an R-
lifecycle containing ij , because k may occur in a negative
literal ¬KeyR@q(k).

↵, and the right boundary event of the R-lifecycle also
belongs to ↵, if the R-lifecycle is closed.

Observe that boundaries of R-lifecycles of k in ⇢ that
do not contain events in ↵ need not be included in ↵.
We now consider the last ingredient of faithfulness.

Its definition relies on the auxiliary concept of the set of
attributes of R that are “relevant” to peer q, that is de-
noted att(R, q). Specifically, the values on att(R, q) de-
termine whether a given tuple is seen by q, and provides
the visible values. Formally, for a peer q with selection
condition �(R@q), we define att(R, q) = att(R@q) [
att(�(R@q)), where att(�(R@q)) is the subset of at-
tributes of R used in �(R@q).
The last ingredient of faithfulness focuses on events

that modify existing tuples with a given key. Intu-
itively, modification faithfulness for a peer p requires
that, within a lifecycle of key k, all updates of attributes
relevant to p must be included in the subsequence. It
also requires that updates of attributes relevant to other
peers participating in the subsequence be included as
well.

Definition 4.4. Let ⇢ = {(e
i

, I
i

)}0in

be a run of
P and p a fixed peer. A subsequence ↵ = {e

i

j

}0jm

of
e(⇢) is modification faithful for p if the following holds
for each e

i

j

, for each R and each k 2 K(R, e
i

j

): if e
i

belongs to the same R-lifecycle of k in ⇢ as e
i

j

, i < i
j

,
peer(e

i

j

) = q, and e
i

contains an insertion that turns in
⇢ some attribute in att(R, q) [ att(R, p) of an existing
tuple with key k from ? to some other value, then e

i

also belongs to ↵.

Observe that boundary faithfulness is independent of
the fixed peer p but modification faithfulness is depen-
dent on p. We can now define the notion of faithful
subsequence and subrun of a run.

Definition 4.5. A subsequence ↵ of e(⇢) is p-faithful
if it contains all events of ⇢ that are visible at p, is
boundary faithful, and modification faithful for p. A
subrun b⇢ of ⇢ is p-faithful if e(b⇢) is p-faithful.

Observe that faithfulness rules out the counterintu-
itive scenarios in Examples 4.1 and 4.2. For instance,
gh is an applicant-faithful subsequence of the run in Ex-
ample 4.2, whereas eh is not. Moreover, note that gh
is a subrun. This is not coincidental. We next show
the following key fact: p-faithful subsequences of e(⇢)
always yield scenarios of ⇢ for p. The proof is provided
in the appendix.

Lemma 4.6. Let ⇢ be a run of W, p a peer, and ↵
a p-faithful subsequence of e(⇢). Then (i) ↵ yields a
subrun of ⇢, and (ii) run(↵) is a scenario of ⇢ for p.

We next show the existence of a unique minimal p-
faithful scenario of ⇢ for p, that can be computed in
ptime. To this end, we define an operator T

p

(⇢, ·) on
subsequences of e(⇢). For each subsequence ↵ of e(⇢),
T
p

(⇢,↵) consists of the subsequence of e(⇢) obtained by
adding to ↵ all events of ⇢ whose presence is required by



boundary and modification p-faithfulness due to events
that are already in ↵.
Observe that (almost by definition) a subsequence ↵

of ⇢ is boundary and modification p-faithful i↵ it is a
fixed-point of T

p

(⇢, ·), i.e., T
p

(⇢,↵) = ↵. Let ⌧ be the
subsequence relation on sequences of events. Note that
T
p

(⇢, ·) is monotone with respect to ⌧, i.e., for ↵ ⌧ �,
T
p

(⇢,↵) ⌧ T
p

(⇢,�).
Consider the increasing sequence ↵0 = ↵, ↵1 = T

p

(⇢,↵0),
↵2 = T

p

(⇢,↵1), ... and let T!

p

(⇢,↵) = ↵
n

where n is the
minimum integer for which ↵

n

= ↵
n+1. Now we have:

Theorem 4.7. Let P be a program schema. For each
run ⇢ of P there is a unique minimal p-faithful scenario
⇢̂ of ⇢. Moreover, ⇢̂ equals run(T!

p

(⇢,↵)), where ↵ con-
sists of all events of ⇢ visible at p, and can be computed
from ⇢ in polynomial time.

Proof. Clearly, T!

p

(⇢,↵) is p-faithful, because it is
a fixed-point of T

p

(⇢, ·) and contains all events of ⇢ vis-
ible at p. By Lemma 4.6, it also yields a scenario for
p. Consider any p-faithful scenario ⇢̄ of ⇢ for p. By
definition of p-faithfulness, ⇢̄ must include the events
in ↵. From the fact that ↵ ⌧ e(⇢̄), T

p

(⇢, ·) is mono-
tone, and e(⇢̄) is a fixed-point of T

p

(⇢, ·), it follows that
T!

p

(⇢,↵) ⌧ e(⇢̄). Thus, ⇢̂ = T!

p

(⇢,↵) is the unique min-
imal p-faithful scenario of ⇢. Clearly, T!

p

(⇢,↵) can be
computed in polynomial time from ⇢.

We now consider two natural ways of combining sub-
sequences of a run ⇢, that are useful in many practical
situations: “multiplying” them by taking the intersec-
tion of their events, and “adding” them by taking the
union of their events. We will show that p-faithful sub-
sequences of a run ⇢ are closed under both operations,
and form a semiring.
Formally, let ↵1 and ↵2 be subsequences of e(⇢) for a

run ⇢. Their product, denoted ↵1⇤↵2 is the subsequence
consisting of the events in ⇢ occurring in both ↵1 and
↵2. Their addition, denoted ↵1+↵2, is the subsequence
consisting of the events of ⇢ in ↵1 or ↵2. Clearly, if ⇢1
and ⇢2 are subruns of ⇢, e(⇢1) + e(⇢2) and e(⇢1) ⇤ e(⇢2)
are not guaranteed to yield subruns of ⇢.
Addition and multiplication of sequences are both of

interest in practice. Closure under intersection is the
core reason for the existence of a unique minimal p-
faithful scenario for a peer. As we will see, addition is
useful in incremental maintenance of minimal p-faithful
scenarios.
We next show the following (see Appendix for proof).

Theorem 4.8. Let ⇢ be a run of W. The set of p-
faithful scenarios of ⇢ is closed under addition and mul-
tiplication, and forms a semiring.

Incremental evaluation To conclude the section, we
discuss how to maintain incrementally the minimum p-
faithful scenario of a run, leveraging the closure under
addition of p-faithful scenarios. More specifically, for
a run ⇢, we wish to maintain incrementally T!

p

(⇢,↵),
where ↵ consists of the events of ⇢ visible at p. To do so,
we additionally maintain some auxiliary information,

consisting of T!

p

(⇢, f) for each event f in ⇢. Intuitively,
T!

p

(⇢, f) represents an “explanation” of the individual
event f by a minimal boundary and modification p-
faithful subrun of ⇢ containing f . Note that f need not
be visible at p.
Suppose the current run is ⇢ and we have computed

T!

p

(⇢,↵) and T!

p

(⇢, f) for each event f in ⇢. Now sup-
pose that a new event e arrives. We need to compute
the following (where ⇢.e denotes the concatenation of ⇢
and e):

(i) T!

p

(⇢.e, f), for each event f in ⇢.e.
(ii) T!

p

(⇢.e,↵0), where ↵0 = ↵.e if e is visible at p and
↵0 = ↵ otherwise.

Consider (i). For f = e, T!

p

(⇢.e, e) consists of e to-
gether with all events in T!

p

(⇢, g) for some g 2 T
p

(⇢.e, e).
For f 6= e, there are two cases, depending on whether
e is the right-boundary of an open lifecyle of a key oc-
curring in T!

p

(⇢, f). If this is the case, meaning that e
is in T

p

(⇢.e, T!

p

(⇢, f)), then T!

p

(⇢.e, f) consists of e to-
gether with the events in T!

p

(⇢, f) and those in T!

p

(⇢, g)
for some g 6= e in T

p

(⇢.e, e). Otherwise, T!

p

(⇢.e, f) =
T!

p

(⇢, f).
Now consider (ii). Suppose e is visible at p, or is the

right-boundary of an open lifecycle of a key in T!

p

(⇢,↵),
meaning that e is in T

p

(⇢.e, T!

p

(⇢,↵)). Then T!

p

(⇢.e,↵0)
consists of e together with the events in T!

p

(⇢,↵) and
in T!

p

(⇢, g) for some g 6= e in T
p

(⇢.e, e). Otherwise,
T!

p

(⇢.e,↵0) = T!

p

(⇢,↵).
Observe that the incremental maintenance algorithm

outlined above requires only single applications of the
operator T

p

(⇢, ·), avoiding computations of its least fix-
point from scratch. This is similar in spirit to results
on incremental maintenance of recursive views by non-
recursive queries (e.g., see [16]).

5. TRANSPARENCY & VIEW-PROGRAMS

The goal. Let P be a workflow program, and p a peer.
We have defined, for each run ⇢ of P , the view ⇢@p of
the run as seen by peer p. As a next step, we would like
to also provide p with a “view-program” P 0 whose runs
are precisely the views Runs(P )@p. Intuitively, we wish
such a program to provide p with an“explanation”of the
global workflow in terms it can understand and access.
The view-program will use the same schema D@p as
p, and the fictitious peer ! (world) that represents the
environment. The rules of P 0 consist of the rules of p
in P , together with new rules for peer !, that define
the transitions caused by other peers with visible side-
e↵ects at p.
More precisely, a program P 0 is a view-program for P

at p if:

• P 0 is over global schema D@p and uses two peers
p and !, both with schema D@p, and all selection
conditions true.

• the rules of peer p are the same in P and P 0.



• (completeness) for each run ⇢ of P , there exists a
run ⇢0 of P 0 such that ⇢@p is obtained from ⇢0 by
replacing all !-events with !.

• (soundness) for each run ⇢0 of P 0, there exists a
run ⇢ of P , such that ⇢@p is obtained from ⇢0 by
replacing all !-events with !.

We illustrate the notion of view-program with an ex-
ample.

Example 5.1. Consider a program P with peers hr,
ceo, cfo, and Sue, using the following rules:

+Cleared@hr(x) :-
+cfoOK@cfo(x) :-
+Approved@ceo(x) :- Cleared@ceo(x),

cfoOK@ceo(x)
+Hire@hr(x) :- Approved@hr(x)

Note that there are no rules for Sue. Suppose hr, cfo,
and ceo see all relations, but Sue sees only relations
Cleared and Hire. A view-program P 0 for Sue operates
on the schema Cleared and Hire and has the following
rules:

+Cleared@!(x) :-
(†) +Hire@!(x) :- Cleared@!(x)

It is easy to check that P 0 is sound and complete for
P and peer Sue, and so it is a view-program for P at
Sue.

Remark 5.2. Observe that soundness and complete-
ness of view-programs amounts to equivalence of P 0 and
P with respect to the views of their linear runs. How-
ever, consider the following subtlety in the above ex-
ample. By soundness of P 0 and rule (†), if Sue sees
Cleared(x), then there exists a run of P in which Sue
sees Hire(x) inserted in the next transition visible to her.
However, it is not the case that this is possible in every
run of P , because the transition is also dependent on re-
lation cfoOK, invisible to Sue. Enforcing this stronger
property requires a more stringent notion of equivalence
based on the trees of runs rather than just linear runs.
We later show how this can be done by forbidding the
use of information invisible to the given peer that af-
fects the view of the peer. Intuitively, this makes the
collaborative workflow more transparent to the peer. We
formally introduce the notion of transparency further.

Note that one can trivially define a sound program
for P at p (by keeping only the rules of P at peer p)
and a complete one (by adding to the rules of p all rules
at ! that insert or delete up to M arbitrary tuples in
relations of D@p, where M is the maximum number of
updates in the head of a rule in P ). Clearly, these are
of little interest. Ideally, one would like a program that
is both sound and complete. Unfortunately, as shown
next, it is not generally possible to construct such a
program.

Proposition 5.3. There exists a program P and a
peer p, such that there exists no view-program for P at
p.

Proof. (sketch) The program P uses three binary
relations R,S, T that a peer q sees, whereas peer p sees
only R, T . Suppose p has a rule inserting an arbitrary
tuple in R (so p can construct arbitrary instances over
R). Peer q has two rules to add to S pairs in the tran-
sitive closure of R. Finally, q has a rule to transfer a
tuple (0, 1) from S to T . No view-program can exist
for P at p because the insertion of the tuple (0, 1) in
T@p is conditioned by the existence of a directed path
of arbitrary length from 0 to 1 in R@p. This cannot be
expressed by any rule with a bounded number of literals
in its body.

Theorem 5.4. It is undecidable, given a program P
and a peer p, whether there exists a view-program for P
at p.

Proof. (sketch) We use the following observation:

(?) It is undecidable, given a program Q whose schema
includes a unary relation U , whether there exists a run of
Q leading to an instance where U is non-empty.

The proof of (?) is by a straightforward reduction from
the Post Correspondence Problem, known to be unde-
cidable [27]. Intuitively, Q attempts to construct a so-
lution to an instance of the PCP. If it succeeds, a fact
is inserted in U (details omitted).
Consider the program P in the proof of Proposition

5.3, modified so that the rule to transfer the tuple S(0, 1)
to T (0, 1) is controlled by non-emptiness of U . Now add
to P the rules of an arbitrary program Q whose schema
contains U (and no other relations of P ). Then a view-
program at p exists for the resulting program i↵ there
is no run of Q leading to some non-empty U . This is
undecidable by (?).

Transparency and Boundedness. Clearly, an obstacle
towards obtaining a view-program for P at p is that
updates visible at p may depend on information un-
available to p. To overcome this di�culty, we consider a
property of programs called“transparency”. Intuitively,
transparency of a program P for peer p guarantees that
the possible updates of a view instance I@p caused by
other peers are determined by I@p. Put di↵erently, the
other peers must disclose to p all information that they
use in order to modify p’s view of the data. The only
action that can depend on hidden information is the cre-
ation of new values, which is constrained by the global
history.
It turns out that transparency of a program P for

p does not alone guarantee the existence of a view-
program of P for p. This is because the other peers can
still perform arbitrarily complex computations hidden
from p. For instance, the program used in the proof of
Proposition 5.3 is transparent for p but does not have a
view-program for p. To control the complexity of com-
putations a↵ecting p, we introduce a notion of “bound-
edness”of P with respect to p, that limits the number of
steps invisible but relevant to p that are carried out by
other peers. As we will see, transparency together with



boundedness guarantee the existence of a view-program
and its e↵ective construction.
We next define transparency, then turn to bounded-

ness. To formalize the notion of transparency, we first
define“fresh” instances, obtained as the results of events
visible at p. We use the following notation. If ↵ is a
sequence of events of P yielding a run on initial instance
I, we say that ↵ is applicable at I and denote by ↵(I)
the last instance in the run.

Definition 5.5. Let P be a program and p a peer.
An instance I is p-fresh if I = ; or there exists an
instance I 0 and an event e of P that is applicable to I 0

and visible at p, such that e(I 0) = I.

We can now define transparency. We will use the
notion of minimum p-faithful run, defined as follows. A
run ↵ on initial instance I is a minimum p-faithful run
if ↵ = T!

p

(↵, v̄), where v̄ consists of the events of ↵ that
are visible at p. In other words, ↵ is its own minimum
p-faithful scenario for p.
To deal with new values, we will need the following.

For a sequence ↵, let adom(↵) consist of all values oc-
curring in ↵, and new(↵) consist of all values a for which
there is an event e in ↵ such that a occurs in the head
but not in the body of e. Let const(P ) denote the set
of constants used in program P , together with ?.

Definition 5.6. A program P is transparent for p
if for all p-fresh instances I, J such that I@p = J@p
the following holds. For every sequence ↵ of events such
that adom(J)\new(↵) = ;, if ↵ is a minimum p-faithful
run on I such that all its events but the last are silent
at p, then the same holds on J , and ↵(I)@p = ↵(J)@p.

Intuitively, transparency implies that the computa-
tion as seen from p depends only on what p sees, except
for the specific choice of new values. The definition is
illustrated by the following example.

Example 5.7. Consider again Example 5.1. It is
easy to see that the program in the example is not trans-
parent for Sue. Intuitively, this is because the relation
cfoOK carries information that Sue does not see, yet it
impacts Sue’s view of the workflow. Now consider the
following program (obtained by eliminating cfoOK):

+Cleared@hr(x) :-
+Approved@ceo(x) :- Cleared@ceo(x)
+Hire@hr(x) :- Approved@hr(x)

At first glance, the program may now appear to be
transparent for Sue. However, this is not the case. In-
deed, consider the instances I, J containing the follow-
ing facts:

I: Cleared(Sue); Approved(Sue)
J: Cleared(Sue)

Clearly, I and J are Sue-fresh since both can be ob-
tained by an application of the Sue-visible event
+Cleared@hr(Sue). In addition, I@Sue = J@Sue =
{Cleared@Sue(Sue)}. The sequence consisting of the
single event

+Hire@hr(Sue) :- Approved@hr(Sue)

is a minimum Sue-faithful run on instance I. Trans-
parency requires it to also be applicable on J , which is
not the case. Intuitively, in order for transparency to
hold, Sue-freshness must ensure that pre-existing infor-
mation invisible to Sue, such as the fact Approved(Sue)
in instance I, cannot be used in later events leading
to transitions visible by Sue. This can be achieved in
various ways. We illustrate one approach, that is also
adopted in the design methodology for transparent pro-
grams in Section 6. We introduce an additional binary
relation Stage visible by all peers, that inhibits the use of
any information computed prior to the latest Sue-visible
update. Relation Stage is either empty or contains a
single tuple Stage(0, s) where s is a value refreshed by
peer Sue prior to events by other peers. The invisi-
ble relation Approved is extended with an extra column
holding the current value of s. The program is the fol-
lowing:

+Stage@Sue(0,s) :- ¬ KeyStage@Sue(0)
+Cleared@hr(x), �KeyStage@Sue(0) :- Stage@hr(0,s)
+Approved@ceo(x,s) :- Cleared@ceo(x), Stage@ceo(0,s)
+Hire@hr(x), �KeyStage@hr(0) :- Approved@hr(x,s), Stage@hr(0,s)

Observe that Stage(0,s) is deleted by each event visible
at Sue, which forces its re-initialization with a fresh s
before any event using invisible relations can proceed,
preventing the use of previous invisible facts. It is easy
to check that the program is now transparent for Sue.

We next introduce the boundedness property.

Definition 5.8. Let P be a program, p a peer, and
h an integer. P is h-bounded for p if for each instance
I and sequence ↵ of events applicable to I that yields a
minimum p-faithful run at p such that all its events but
the last are invisible at p, |↵|  h.

Intuitively, this bounds the number of consecutive
events that are silent but relevant to p. Note that
the bound applies only to minimum p-faithful subruns.
Thus, the other peers are still allowed to carry out ar-
bitrarily long silent computations that do not a↵ect p.
We next consider the decidability of transparency and

boundedness. It is easy to show:

Theorem 5.9. It is undecidable, given a program P
and peer p, (i) whether P is transparent for p, and (ii)
whether there exists h such that P is h-bounded for p.

Proof. Straightforward, using (?) in the proof of
Theorem 5.4.

On the other hand, as shown next, it is decidable if a
program is h-bounded for some given h. Moreover, for
programs that are h-bounded, transparency is decid-
able. In particular, it is decidable whether a program is
simultaneously h-bounded and transparent. Indeed, we
will see that the two together guarantee the existence
of a view program that can be e↵ectively constructed.
We first show that h-boundedness is decidable (see

Appendix for proof). Intuitively, this holds because vi-
olations of h-boun-dedness are witnessed by minimum



p-faithful runs of bounded length, on initial instances of
bounded size.

Theorem 5.10. It is decidable in pspace, given a
program P , peer p, and integer h, whether P is h-bounded
for p.

Next, we show that transparency is decidable for h-
bounded programs.

Theorem 5.11. The following are decidable in pspace:

(i) given a program P that is h-bounded for peer p,
whether P is transparent for p, and

(ii) given a program P , a peer p and an integer h,
whether P is h-bounded and transparent for p.

The proof is provided in the appendix. Clearly, (ii)
follows from (i) and Theorem 5.10. The proof of (i)
relies on the existence of short counterexamples for vi-
olations of transparency by h-bounded programs.

Remark 5.12. Observe that the p-fresh instances used
in the definition of transparency need not be reachable in
actual runs of P . Thus, the definition has a “uniform”
flavor, reminiscent of uniform containment for Datalog.
Limiting transparency to reachable instances would yield
a much weaker requirement, leading to undecidability of
p-transparency even for h-bounded programs.

Previously, we assumed that the boundedness param-
eter h is given. There are various ways to obtain h.
One approach is heuristic: by examining traces of runs,
one can “guess” h and then test h-boundedness using
Theorem 5.10. Another possibility, briefly considered
in Section 6, is to provide syntactic restrictions on the
program P that ensure h-boundedness for some h com-
putable from P . Alternatively, we introduce in Section
6 the means of ensuring by design transparency and h-
boundedness of a program, for a given peer and desired
h.

View-programs and provenance. We show that for each
program P and peer p such that P is h-bounded and
transparent for p, one can construct a view-program of
P for p. As discussed earlier, the view program uses
peers p and ! (for world). It contains the rules for p,
and additional rules for ! that define the side-e↵ects
observed by p as a result of actions by other peers. We
describe the construction of the rules for !. Intuitively,
the rules specify, for each instance I@p visible at p, the
possible updates to I@p caused by minimal p-faithful
runs of length up to h starting from I. The body of
each rule specifies the tuples of I@p causing the update,
so intuitively provides the provenance of the update in
terms of the data visible at p.

The view program P@p. We outline informally the
construction of the view-program of P for p, that we
denote P@p.
Let C

h+1 = {a1, ..., am}, where C
h+1 is the set of con-

stants (polynomial in P ) defined in the proof of Theo-
rem 5.10. For each i 2 [1,m], let x

i

be a new distinct

variable. Let ⌫ be the mapping defined by ⌫(a
i

) = x
i

if a
i

62 const(P ) and ⌫(a
i

) = a
i

otherwise. Consider
a p-fresh instance I and a sequence of events ↵ of P ,
both over C

h+1, such that the tuples in I(R) use only
keys in K(R,↵) for each relation R, and ↵ is a min-
imal p-faithful run of P on I in which all events but
the last are invisible at p. Let J = ↵(I). Observe that
by boundedness of P for p, |↵|  h, and so there are
finitely many triples (I,↵, J) as above. For each such
triple (I,↵, J), the view program P@p contains a rule
for peer ! constructed as follows. For each relation R:

• (positive body) for each t in I@p(R), addR@!(⌫(t))
to the body.

• (negative body) for each a
i

in K(R,↵) that is not a
key value in I@p(R), add ¬Key

R@!

(⌫(a
i

)) to the
body.

• (inequalities) for all a
i

, a
j

where i 6= j, the body
contains the inequality ⌫(a

i

) 6= ⌫(a
j

).
• (head insertions) For each t in J@p(R)� I@p(R),
add
+R@!(⌫(t)) to the head.

• (head deletions) For each a
i

in I@p(Key
R@p

) �
J@p(Key

R@p

), add �Key
R@!

(⌫(a
i

)) to the head.

Observe that P@p is a syntactically valid program
with schemaD@p and peers p and !. We next show that
the construction is correct (see Appendix for proof).

Theorem 5.13. Given a program P that is h-bounded
and transparent for peer p, the program P@p is a view-
program of P for p.

Moreover, as suggested in Remark 5.2, the view-program
P@p constructed above is sound and complete not only
with respect to the linear runs of P as viewed by p,
required by the definition, but also with respect to its
tree of runs as viewed by p. We omit the formal devel-
opment.

6. TRANSPARENT PROGRAM DESIGN
Transparency and h-boundedness for a given peer may

be desirable goals for some applications. There are var-
ious ways to achieve them. It is of course possible to
first design the workflow program and then test it a
posteriori for transparency and h-boundedness. How-
ever, it may be preferable in practice to specify directly
view programs that are transparent and h-bounded by
design. We begin the section by showing how this can
be done by following some simple design guidelines. We
then show that a large class of programs can be trans-
formed so as to make them transparent and h-bounded,
by filtering out the runs that violate these properties
while preserving the runs that satisfy them (modulo
some minor di↵erences).
Before proceeding, we introduce some notions used

throughout the section. Consider a run ⇢, and a sub-
sequence e.↵.e0 of consecutive events of ⇢, of which the
only events visible at p are e and e0. Then ↵.e0 is a
p-stage. In the following, each non-trivial stage (↵ 6= ✏)
will be equipped with a unique id, in order to iden-
tify the facts produced during that stage. Intuitively,



transparency is obtained by controlling the provenance
of facts produced in that stage that lead to the visible
event e0. Generating the stage ids can be done using a
binary relation Stage, visible by all peers. Stage is ei-
ther empty or contains a single tuple with key 0. A fact
Stage(0, s) indicates that the current stage id is s. When
a peer q carries out an event visible at p, it deletes the
current fact Stage(0, s) (if such exists). A special rule,
that can be performed by any peer q, inserts a new tuple
Stage(0, s0) with a fresh value s0. Specifically, the rule is
+Stage@q(0, z) :- ¬ KeyStage@q(0). All rules generating
events invisible at p are guarded by an atom Stage(0, x)
(so all p-invisible events of the stage are preceded by
the event creating a new stage id).
Note that the above assumes that each peer q can tell

whether its updates are visible at p. This is not always
the case, but holds under certain conditions, such as
(C1) further.

Transparency and boundedness by design. We intro-
duce design guidelines to guarantee transparency and
h-boundedness for a designated p. It turns out to be
rather subtle to guarantee transparency while allowing
other peers to perform arbitrary computations that do
not impact p.
In order to ensure transparency of a program P for a

peer p, we impose the following restrictions on program
specifications, to be followed in the design process:

(C1) Each peer that sees a relation R visible at p (in-
cluding p) sees it fully. Formally, for each relation
R@p 2 D@p, if R@q 2 D@q then att(R@q) =
att(R) and �(R@q) = true.

(C2) The program maintains the Stage relation as pre-
viously described. Note that, because of (C1), ev-
ery non-trivial update of a relation in D@p, caused
by any peer, is also visible at p. Thus, every peer
can tell when it performs an update visible at p.
As noted previously, this enables the maintenance
of relation Stage.

(C3) The relations in D are separated in two disjoint
classes: p-transparent and p-opaque. The rela-
tions that p sees are all p-transparent. The p-
transparent relations that p does not see include
an attribute, StageID, that contains the id of the
stage in which the tuple was created.

(C4) If an event modifies some p-transparent relation,
(i) only positive facts from p-transparent relations
with the current stage id can occur in its body, and
(ii) all the updates in the head are either updates
of p-visible relations, creations of tuples with new
keys in a p-transparent relation, or modifications
of tuples in such a relation that have been created
during the same stage and are visible by the peer
performing the event.

When p is understood, we simply speak of transpar-
ent and opaque relations/facts. It is straightforward
to specify syntactic criteria to guarantee (C1-C2-C3-
C4). For instance, (C4)(ii) can be ensured as follows:
if +R@q(x, u) occurs in the head of a rule for a trans-
parent p-invisible relation R, then either x is a variable

that does not occur in the body (so it generates a new
key) or R@q(x, v) occurs in the body, where v(StageID)
is the current stage id provided by relation Stage.
Condition (C1) is natural in many applications where

peers are doing some computations about a peer p, for
which transparency is desired. For instance, p may be
a customer, a job applicant, a participant in a crowd-
sourcing application, etc. Intuitively, (C1) prevents a
peer from unknowingly performing some update that is
visible at p.
We briefly elaborate on the motivation of (C4). Clearly,

the use of opaque relations in rule bodies may lead to
non-transparent computations. The restriction disal-
lowing deletions from p-invisible transparent relations
in heads of rules simplifies the presentation, but such
deletions could be allowed at the cost of a more complex
construction. The following example illustrates the mo-
tivation for prohibiting simultaneous updates of trans-
parent and opaque relations in rule heads.

Example 6.1. Consider a workflow program P with
a peer p, a p-visible relation R, and a p-invisible opaque
relation T . Note that there is no transparent invisible
relation. Suppose that P includes the following rules:

+R@q(Sue, hire), +T@q(Sue, hire) :-
+R@q(Sue, reject), +T@q(Sue, reject) :-

The other peers may have silently computed for an
arbitrarily long time, and derived T (Sue, reject). This
precludes application of the first rule. Intuitively, they
have ruled out a possible future event for Sue without
letting her know, thus violating transparency.

It is straightforward to see that a program satisfying
(C1-C2-C3-C4) is transparent for p. Note that other
peers may perform arbitrary computations as long as
they do not a↵ect what p sees. Observe that the trans-
parent program shown in Example 5.7 follows the pre-
vious design guidelines.
We next show how to guarantee h-boundedness within

a stage ↵.e0 immediately following an event e. We wish
to ensure that the minimum p-faithful subrun of ↵.e0

contains no more than h events, leading to the activa-
tion of the visible event e0. This could be easily done
by limiting the length of the entire stage to h + 1 us-
ing a propositional counter. However, this brute-force
solution would be overly restrictive, because one often
wishes to allow within the same stage an unbounded
number of events that a↵ect only p-opaque relations, or
p-transparent relations in events not leading to e0.
Achieving this requires a more careful approach, in

which the “steps” in each stage are identified by ids
consisting of fresh values. More precisely, each event
within the stage ↵.e0 is called a step, and is identified
by a step id. We will use the notion of step-provenance
of a fact, i.e. the set of step ids in that stage that con-
tribute to deriving the fact. In more detail, we equip
each p-transparent relation invisible at p, say Q, with h
additional columns B1 · · · B

h

that are used to record
the step-provenance of each fact in the relation (ids of
the steps contributing to its creation). When an up-
date +Q(u, b1, ..., bh) is performed, its set of non-? B

i

’s



is set to the concatenation of all distinct non-? values
of the B

i

’s in the body of the event, augmented with
a new id for the current step (shared by all insertions
in the head). Recall that by (C4), there is no key dele-
tion from Q. (In some sense, all the facts in Q are
logically deleted when a new stage is entered.) Thus,
a p-transparent event can be activated only if there is
“enough room”, i.e., if a sequence of at most h events of
the stage are su�cient to enable this event. In partic-
ular, the last update of the stage has at most h non-?
B

i

’s. The events of the corresponding steps provide a
p-equivalent sequence of length at most h, so the mini-
mal p-faithful scenario for that stage has length at most
h. Thus, the resulting run is h-bounded for p.
In summary, we can show:

Theorem 6.2. Each program obtained using the afore-
mentioned guidelines is transparent and h-bounded for
p.

Boundedness by acyclicity. We next show how to guar-
antee boundedness for a certain class of programs using
an acyclicity condition. We consider programs with sin-
gle updates in heads of rules (which we call linear-head
programs), satisfying (C1). For such a program, we
define the p-graph of P as follows. Its nodes are the re-
lations in D, and there is an edge (intuitively “depends
on”) from R to Q if Q is invisible at p and there is a rule
at some peer q whose head is +R@q(u) or �Key

R@q

(h)
and its body contains Q@q(v) or ¬Key

Q@q

(k). The
program P is p-acyclic if for each R@p 2 D@p, the
subgraph of its p-graph induced by the nodes reachable
from R is acyclic.
We can show the following (see Appendix for proof).

Theorem 6.3. Let P be a linear-head program over
schema D satisfying (C1). Let b be the maximum num-
ber of facts in a rule body of P , d = |D|, and a the
maximum arity of a relation in D plus one. If P is p-
acyclic then it is h-bounded for p, where h = (ab+ 1)d.

Enforcing transparency and boundedness. We next show,
given a program P and peer p, how to rewrite P into
a transparent and h-bounded program for p that has
essentially the same behaviour as P except that it fil-
ters out the runs that are either not transparent or not
h-bounded for p. We already defined these properties
for programs. We need to define them for runs.

Definition 6.4. Let P be a program and p a peer.
A run ⇢ of P is transparent for p if for each stage ↵.e0

of ⇢, the minimum p-faithful subrun ↵0.e0 of ↵.e0 has
the following property. For any p-fresh instance J such
that I@p = J@p, and adom(J) \ new(↵0.e0) = ;, ↵0.e0

is a minimum p-faithful run on J , all its events but e0

are silent at p, and ↵0.e0(I)@p = ↵0.e0(J)@p. We say
that ⇢ is h-bounded for p if |↵0.e0|  h for every ↵0.e0 as
above. The set of transparent and h-bounded runs of P
for p is denoted tRuns

p,h

(P ).

Our rewriting technique applies to the programs sat-
isfying certain conditions, that we call transparency-
form. Unlike the conditions used in the design guide-
lines, transparency-form does not require separating trans-
parent and opaque relations at the schema level, instead
allowing to make a more refined distinction at the fact
level. In this more permissive setting, runs are no longer
guaranteed to be transparent and h-bounded. However,
we show how the violating runs can be filtered out.

Definition 6.5. A normal-form program is in transparency-
form (TF for short) for p if it satisfies (C1-C2) and:

(C3’) For each rule of a peer q 6= p, if its head con-
tains an update +R@q(x, ȳ) for some R that p does
not see, either x is a variable that does not appear
in the body (key creation) or the body contains an
atom R@q(x, z̄).

(C4’) For each relation R that p does not see, and each
peer q such that R@q 2 D@q, the selection �(R@q)
uses only attributes in att(R@q).

As discussed earlier, condition (C1) is meant to guar-
antee that a peer knows when it is performing an event
visible at p, which enables maintaining the relation Stage.
(C3’) is a natural condition that essentially comes

down to preventing the“reuse”of a key after it has been
deleted. The motivation for (C4’) is more subtle. The
presence of a fact in the view of some peer q may depend
(because of selections) on some values that q does not
see and that have been derived in a non-transparent
manner. This may lead to violations of transparency
that cannot be filtered out.
We will show the main result of this section for pro-

grams satisfying (C1-C2-C3’-C4’). We first need to in-
troduce the notion of “run projection”.

Definition 6.6. (run projection) Let P be a program
over schema D. Let ⇧ be a schema consisting of a sub-
set of the relations in D, each having a subset of its
attributes in D (always containing the key). ⇧ induces
a projection function on runs, defined as follows. The
projection ⇧(⇢) of a run ⇢ of P is obtained from ⇢ by
removing facts and updates over relations not in ⇧, pro-
jecting out the missing attributes in facts and updates
over relations in ⇧, and removing events with resulting
empty heads. We say that ⇧ is the identity for peer p if
for every run of ⇢ of P , ⇧(⇢)@p = ⇢@p.

We extend this definition to a set Runs of runs and
denote the result ⇧(Runs). We now state the main
result of the section:

Theorem 6.7. Let P be a TF program, p a peer, and
h an integer. One can construct a program P t that is
transparent and h-bounded for p, and a projection func-
tion ⇧ that is the identity for p, such that the runs of
P that are transparent and h-bounded for p are exactly
the projections of the runs of P t, i.e., tRuns

p,h

(P ) =
⇧(Runs(P t)).

The construction of the program P t is outlined fur-
ther. From Theorems 5.13 and 6.7 it also follows that,



for an arbitrary TF program P , we can obtain a view
program that specifies precisely the views at p of the
runs of P that are transparent and h-bounded for p.

Corollary 6.8. Let P be a TF program, p a peer,
and h an integer. One can construct a view program
P t

p

for P t and p such that Runs(P t

p

) = {⇢@p | ⇢ 2
tRuns

p,h

(P )}.
Remark 6.9. Note that, if the peers attempt to per-

form a non-transparent computation, the transformed
program P t will prevent carrying out the run and the
computation may block. In practice, one might want to
let the computation proceed and simply send an alert.
Alternatively, one might wish to perform some “recov-
ery”, e.g., roll back to the state at the beginning of the
stage. It is possible to modify P t to implement such an
alert or a roll-back.

Program construction. We next outline the con-
struction of the program P t from the given TF pro-
gram P . Intuitively, we need to identify, in each stage
of a run of P , the “transparent facts” that have been
obtained in a transparent manner within that stage.
Transparent facts can only be created or updated by
“transparent events”, in which all the facts used in the
body are transparent. More precisely, a positive fact
is transparent at a particular time within a stage if it
is p-visible, or if all events that participate in defining
that fact up to that time, within that stage, are trans-
parent. A negative fact is transparent if it concerns a
p-visible relation or if its key was transparently created
and transparently deleted in the same stage (recall that
by (C3’) keys cannot be reused after being deleted).
We next enrich the schema of P in order to keep track

of the transparent facts. There are some subtleties in
the process: (i) a p-invisible tuple may have portions
that are transparent and portions that are not, (ii) step-
provenance has to be recorded at the level of attributes
rather than of the entire fact, and (iii) the system re-
members which are the keys that were created and then
deleted transparently during that stage.
The schema is modified as follows. Each relation R of

P has a corresponding relation Rt in P t. Tuples in Rt

will use the same keys as in R; intuitively, the tuple of
key k of Rt will hold information about the tuple of key
k in R. For each attribute A of R, Rt has an attribute
tA. For each q, tA has the same visibility as A, i.e.
tA 2 att(Rt@q) i↵ A 2 att(R@q). For the key k, besides
the attribute tK, the relation Rt includes an attribute
dK with the same visibility as K. Intuitively, the at-
tribute tA indicates if the value of the corresponding
attribute was produced transparently (its value is ?) or
not (it has the particular value 1). Each p-visible fact is
transparent by definition. The attribute dK is turned
to 1 when the tuple is deleted transparently. Finally,
for each A 2 att(R), Rt has attributes As

1, ..., A
s

h

in Rt,
where As

1 holds the step id of the event that defined this
attribute, and the others provide the step-provenance of
that event (the list of step ids that lead to it).
A rule r in R at q is transformed into a set of trans-

parent rules in P t by adding new atoms and updates

as follows. For each atom R@q(k, u) in the body, we
add an atom Rt@q(k, ...) to the body to record extra
information for k, and for each atom ¬Key

R@q

(k), an
atom Rt@q(k, ...) to the body to record extra informa-
tion about k, including the fact that the deletion of k
was transparent. For each update +R@q(k, u), there
exists an update +Rt@q(k, ...), and for each update
�Key

R@q

(k) an update +Rt@q(k, ...). The information
included in +Rt@q is explained further.
Consider a fact R@q(k, u) in a p-invisible relation.

Suppose that the tuple with key k in Rt@q satisfies:
for each A in att(R@q), the value of tA is ?, the tuple
stage (as provided by Ks

1) is the current stage id, and
dK is ?. Then R@q(k, u) holds transparently. Now,
consider ¬Key

R@q

(k) holds. Suppose that the tuple
with key k in Rt@q satisfies: tK is ?, the tuple stage
(as provided by Ks

1) is the current stage id, and dK is
1. Then ¬Key

R@q

(k) holds transparently.
To detail the use of the As

i

attributes, consider the
firing of a transparent event and letH be the set of step-
IDs occurring in its body augmented with the current
step-ID. Then:

• | H | h.
• If the event modifies a non-key attribute A (there
is a single step in the minimum p-faithful subrun of
a stage that may do that), the set of non-? values
in the As

i

attributes of the resulting tuple is H.
• If the event creates a tuple with a new key, the set
of non-? values of the Ks

i

attributes of the created
tuple equals H.

• If the event deletes a tuple already recording a set
H0 of step-IDs in its attributes Ks

i

, the values in
H � H0 are added in still-available places in the
Ks

i

.

Note that this imposes that runs can only progress trans-
parently as long as there is enough space available to
record h step ids, which guarantees h-boundedness. It
is also important to observe that, in transparent events,
all updates are e↵ective. This is guaranteed because the
program is in TF.
The program also allows non-transparent events. These

may come from the use of some non-transparent fact in
the body. They may also come from the use of only
transparent facts in the body, but such that the num-
ber of step ids occurring in them plus one is larger than
h. When an event is not transparent, it is not allowed
to modify a visible relation; it can only update other
relations in an opaque manner.
The program P can be modified to incorporate the

above information, allowing to trace transparency sta-
tus and step ids. All the necessary information can be
maintained as outlined above. Each rule of P yields
at most exponentially many new rules resulting from
a case analysis on the transparency status of the at-
tributes, and the number of steps constributing to their
generation.
One can show correctness of the construction, which

yields Theorem 6.7 and Corollary 6.8.

7. RELATED WORK



A survey on data-centric business process manage-
ment is provided in [22], and surveys on formal analysis
of data centric workflows are presented in [11, 14].
Although not focused explicitly on workflows, Dedalus

[7, 19] and Webdamlog [4, 2] are systems supporting
distributed data processing based on condition/action
rules. Local-as-view approaches are considered in a
number of P2P data management systems, e.g., Piazza
[29] that also consider richer mappings to specify views.
Update propagation between views is considered in a
number of systems, e.g., based on ECA rules in Hyper-
ion [8].
Finite-state workflows with multiple peers have been

formalized and extensively studied using communicat-
ing finite-state systems (called CFSMs in [1, 10], and e-
compositions in the context of Web services, as surveyed
in [20, 21]). Formal research on infinite-state, data-
driven collaborative workflows is still in an early stage.
The business artifact model [26] has pioneered data-
driven workflows, but formal studies have focused on
the single-user scenario. Compositions of data-driven
web services are studied in [15], focusing on automatic
verification. Active XML [3] provides distributed data-
driven workflows manipulating XML data. A collabora-
tive system for distributed data sharing geared towards
life sciences applications is provided by the Orchestra
project [18, 23].
Our model is an extension of the collaborative data-

driven workflow of [6]. The results in [6] focus on the
ability of peers to reason about temporal properties of
global runs based on their local observations, and are
orthogonal to the present investigation. To enable static
analysis, the model of [6] uses more restricted views that
those considered here.
Attaching provenance to facts derived in a rule-based

language is considered in, e.g., [25, 5]. The paper [9]
studies a notion of explanation in a model of data-
centric workflows with a single user, no views, and no
abstraction. They consider a notion of explanation that
has some similarities to our faithful explanations, but
is much simpler. Their results do not apply here.
There has been extensive work on causality and ex-

planations in logic and AI. More specific to data-centric
workflows, the relationship between provenance, expla-
nations, and causality is considered in [12]. The focus is
on provenance of data resulting from complex processes,
such as scientific workflows.
The synthesis of view-programs described in Section 5

is related in spirit to partner synthesis in services mod-
eled as Petri Nets [30, 24, 28].
The issue of transparency of algorithms is gaining in-

creased attention, see e.g., the Data Transparency Lab
(datatransparencylab.org/) in the US, and the Transalgo
Lab starting in France. Data transparency has been
studied in di↵erent contexts. For instance, the causality
of machine-learning-based decisions is studied in [13].
Workflow transparency sometimes refers to the abil-

ity of considering a business process independently of
the workflow implementing it, an aspect not considered

here. Data transparency has also been considered in the
context of workflows in [31], where an architecture for
providing transparency in human-centric eGovernment
workflows is proposed.

8. CONCLUSION
In this paper, we formally studied the problem of pro-

viding explanations of data-driven collaborative work-
flows to peers participating in the workflows, exploring
semantic and computational issues.
We identified faithful scenarios for a peer p as a partic-

ularly appealing basis for explanations from a semantic
viewpoint. In a first contribution, we show that faith-
ful scenarios form a semiring with respect to union and
intersection, implying the existence of a unique mini-
mal faithful scenario for each peer, computable in poly-
nomial time, and enabling incremental maintenance of
scenarios. In a second contribution, we identified desir-
able properties of workflows, namely transparency and
boundedness, that guarantee the existence of a view
program for a peer p, and showed how such a program
can be constructed.
Finally, we studied how programs satisfying trans-

parency and h-boundedness for some peer p can be de-
signed. We also show how, under certain restrictions,
runs violating transparency or h-boundedness can be
filtered out. A remaining open question is whether it is
possible to perform such a filtering for arbitrary work-
flows.
It is possible to implement workflow programs by re-

lying on a master server that has access to all the infor-
mation, receives the updates, propagates them to ap-
propriate peers, and controls transparency and bound-
edness for certain peers. Blockchain technology pro-
vides an alternative to such a central authority. It is,
in spirit, an excellent match with collaborative work-
flows. A blockchain-based implementation of collabo-
rative workflows is therefore a promising research di-
rection with challenging technical issues, notably with
respect to performance and access control.
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APPENDIX
A. APPENDIX
We provide proof outlines for several results of the

paper.

Proof of Theorem 3.4 Membership in coNP is imme-
diate. For hardness, we reduce the problem of testing
unsatisfiability of a Boolean formula to testing whether
a scenario for some peer p is minimal. Let ' be a for-
mula over some set X = {x1, ..., xn

} of variables. We
assume without loss of generality that (*) ' does not



hold for the valuation mapping all variables to true. Let
R be a relation of arity n+2, with key K, attributes A

x

for each x 2 X, and a last attribute A
q

. For each vari-
able x 2 X, there is a peer p

x

that sees the projection
of R over K,A

x

. There is a peer q that sees K,A
q

. In
addition, there is a peer p that sees the projection of R
on K with the selection �

p

= (A
q

= 1)^ (� _ �
'

) where
� = ^

x2X

(A
x

= 1), and �
'

checks that the formula '
is true for the valuation ⌫ of X such that ⌫(x) = true
i↵ A

x

= 1.
The program consists of all ground rules of the form

r
x

i

: +R@p
x

i

(0, 1) :- (for each x
i

2 X)
e : +R@q(0, 1) :-

Consider the run ⇢ consisting of r
x1 . . . rxn

e. Observe
that p sees R@p(0) only after the last event, because of
the condition A

q

= 1 in its selection condition on R.
We prove that ' is not satisfiable i↵ ⇢ is a minimal

scenario of ⇢ at p. First suppose that ' is satisfiable.
Let ⌫ be a valuation satisfying '. Consider the sub-
sequence of r

x

i1
. . . r

x

i

k

e obtained by keeping only the
events r

x

i

j

such that ⌫(x
i

j

) is true. By (*), it is shorter
than the original sequence. Let ⇢

⌫

be the corresponding
run. It is easy to see that ⇢

⌫

is a strict subrun of ⇢ and
that ⇢

⌫

@p = ⇢@p. Thus ⇢ is not minimal at p.
Now suppose that ' is not satisfiable. Let ⇢0 be a

scenario of ⇢ at p. Because ' is not satisfiable, �
'

can
never be satisfied, so in order for p to see R@p(0), it is
necessary that � hold, so ⇢0 must contain all events in
⇢. Thus, ⇢ is minimal.

Proof of Lemma 4.6 Let ⇢ = {(e
i

, I
i

)}0in

and ↵ =
{e

i

j

}0jm

. We prove by induction on h (0  h  m)
that

(†) ↵|
h

= {e
i

j

}0jh

yields a subrun {(e
i

j

, I 0
j

)}0jh

of ⇢ and I 0
h

@p = I
i

h

@p.

Suppose (†) holds. Then ↵ yields a subrun of ⇢, estab-
lishing (i). Additionally, I 0

j

@p = I
i

j

@p for 0  j  m.
This together with the fact that ↵ includes all events
in ⇢ visible at p implies that run(↵)@p = ⇢@p. Thus,
run(↵) is a scenario of ⇢ for p, establishing (ii)
We now prove (†). For the basis, let h = 0. We need

to show that (a) e
i0 is applicable to the empty instance

and (b) I 00@p = I
i0@p. For (a), suppose the body of e

i0

contains a literal R@q(k, u). Then i0 belongs to an R-
lifecycle of k in ⇢, whose left boundary must be included
in ↵, a contradiction. Thus the body of e

i0 contains no
literal of the form R@q(k, u) and is applicable to the
empty instance, proving (a). Now consider (b). Con-
sider t 2 I 00@p(R@p) with key k. Then e

i0 must insert
in R a tuple t0 with the same key, such that t0@p = t.
Thus, i0 belongs to the R-lifecycle of k in ⇢, and in fact
it must be its left boundary (otherwise, by boundary
faithfulness, e

i0 must be preceded by another event in
↵, a contradiction). It follows that I 00 and I

i0 both con-
tain t0, so t 2 I

i0@p(R@p). Thus, I 00@p ✓ I
i0@p. Con-

versely, let t 2 I
i0@p(R@p) with key k. Let h0 (h0  i0)

be the minimum in the same R-lifecycle of k in ⇢, for
which a tuple with key k is visible by p in I

h

0@p(R@p).

It follows that e
h

0 is visible at p so it is included in ↵,
so h0 = i0 and e

i0 must insert a tuple t0 with key k.
Moreover, i0 must also be the left boundary of the R-
lifecycle of k (or else, that left boundary would have to
be included in ↵ prior to e

i0). It follows that t
0@p = t.

Thus, t 2 I 00(R@p), and I
i0 ✓ I 00. This completes the

basis.
For the induction step, suppose {e

i

j

}0jh

yields a
subrun
{(e

i

j

, I 0
j

)}0jh

of ⇢ where I 0
h

@p = I
i

h

@p, for h < m,
and consider e

i

h+1 . For (a), we need to show that e
i

h+1

is applicable in I 0
h

. Let R@q(k, u) occur in the body of
e
i

h+1 . Then i
h

belongs to an R-lifecycle of k in ⇢, and,
by modification faithfulness, all prior events of the R-
lifecycle that a↵ect attributes in att(R, q) of tuples with
key k are included in ↵. It follows that I 0

h

(R) and I
i

h

(R)
both contain tuples with key k, that agree on att(R, q).
Thus, since R@q(k, u) holds in I

i

h

, it also holds in I 0
h

.
Next, suppose ¬Key

R

@q(k) occurs in the body of e
i

h+1 .
Suppose k 2 I

i

h

(Key
R

). Then, similarly to the previous
case, I 0

h

(R) and I
i

h

(R) both contain tuples with key
k, that agree on att(R, q), so ¬Key

R

@q(k) holds in I 0
h

.
Now suppose that k 62 I

i

h

(Key
R

) but k 2 I 0
h

(Key
R

).
Let v < h be the left boundary of the R-lifecycle in
run(↵|

h

) to which h belongs. It follows that i
v

belongs
to an R-lifecycle of k in ⇢ but i

h

does not, so the R-
lifecycle has a right boundary in ⇢ occurring before i

h

,
which by boundary faithfulness must also belong to ↵.
This contradicts the fact that h is in an R-lifecyle of k
in run(↵|

h

). So, k 62 I 0
h

(Key
R

) and ¬Key
R

@q(k) holds
in I 0

h

. In summary, e
i

h+1 is applicable in I 0
h

.
Now consider (b). Let t 2 I 0

h+1@p(R@p) where t has
key k. Thus, I 0

h+1(R) contains a tuple t0 with key k
such that t0@p = t. From boundary and modification
faithfulness it easily follows that I

i

h+1(R) contains a
tuple t00 with key k that agrees with t0 on att(R, p),
so t00@p = t0@p = t and t 2 I

i

h+1@p(R@p). Thus,
I 0
h+1@p ✓ I

i

h+1@p. Conversely, let t 2 I
i

h+1@p(R@p)
with key k. Similarly to the base case, let h0 be the
minimum in the same R-lifecycle of k in ⇢, for which a
tuple with key k is visible by p in I

h

0@p(R@p). It follows
that e

h

0 is visible at p so is included in ↵. Clearly, e
h

0

must contain an insertion of a tuple with key k into R.
From boundary and modification faithfulness it follows
that I

i

h+1(R) and I 0
h+1(R) contain tuples with key k

that agree on att(R, p), so t 2 I 0
h+1@p(R@p). Thus,

I
i

h+1@p ✓ I 0
h+1@p. This completes the induction and

the proof of (†). 2

Proof of Theorem 4.8 We first note the following
useful fact, that follows immediately from the definition
of T

p

(⇢, ·).
Lemma A.1. The operator T

p

(⇢, ·) is additive: for all
subsequences ↵1, ↵2 of e(⇢), Tp

(⇢,↵1+↵2) = T
p

(⇢,↵1)+
T
p

(⇢,↵2).

We now turn to the proof of the theorem. Let ⇢1 an ⇢2
be p-faithful scenarios of ⇢. Consider first e(⇢1)+e(⇢2).
By definition, e(⇢1) + e(⇢2) contains all events of ⇢
visible at p. By additivity of T

p

(⇢, ·), T
p

(⇢, e(⇢1) +



e(⇢2)) = T
p

(⇢, e(⇢1)) + T
p

(⇢, e(⇢2)) = e(⇢1) + e(⇢2).
Thus, e(⇢1) + e(⇢2) is also a fixed-point of T

p

(⇢, ·) and
so it is a p-faithful scenario of ⇢.
Now consider e(⇢1) ⇤ e(⇢2). Since ⇢1 and ⇢2 are p-

faithful scenarios, e(⇢1) and e(⇢2) are fixed-points of
T
p

(⇢, ·) and contain all events of ⇢ visible at p. Since
e(⇢1) ⇤ e(⇢2) ⌧ e(⇢1) and e(⇢1) ⇤ e(⇢2) ⌧ e(⇢2), it fol-
lows that T!

p

(⇢, e(⇢1)⇤ e(⇢2)) ⌧ e(⇢1) and T!

p

(⇢, e(⇢1)⇤
e(⇢2)) ⌧ e(⇢2), so

T!

p

(⇢, e(⇢1) ⇤ e(⇢2)) = e(⇢1) ⇤ e(⇢2)

It follows that e(⇢1) ⇤ e(⇢2) is a fixed-point of T
p

(⇢, ·).
Since e(⇢1) ⇤ e(⇢2) also contains all events visible at p,
by Lemma 4.6, e(⇢1) ⇤ e(⇢2) yields a p-faithful scenario
of ⇢.
Finally, observe that multiplication distributes over

addition, ✏ is the additive identity and ⇢ the multiplica-
tive identity. 2

Proof of Theorem 5.10 We begin with two technical
lemmas. The first essentially says that various proper-
ties of sequences of events are invariant under isomor-
phism.

Lemma A.2. Let I be an instance and ↵ = e1 . . . en
a sequence of events applicable at I. Let f be a bijection
on dom that is the identity on const(P ). We denote by
f(↵) the sequence of events obtained by applying f to
every value occurring in ↵. Then the following hold:

(i) f(↵) yields a run on f(I), and f(↵(I)) = f(↵)(f(I)),
(ii) ↵ is a (minimum) p-faithful run on I i↵ f(↵) is a

(minimum) p-faithful run on f(I), and the events
visible at p are the same in the two runs.

Proof. Straightforward induction on the length of
↵.

We also need the following. Recall that, for each re-
lation R, K(R,↵) denotes the set of values occurring as
keys of relation R in some event of ↵. For an instance
I, we denote by I|K(↵) the instance retaining, for each
relation R, only the tuples in I(R) with keys in K(R,↵).

Lemma A.3. Let I be an instance, ↵ a sequence of
events, and I|K(↵) ✓ J ✓ I. The following hold:

(i) if ↵ is a (minimum) p-faithful run on I then it
is also a (minimum) p-faithful run on J , and the
events visible at p are the same in the two runs.

(ii) if ↵ is a (minimum) p-faithful run on J such that
adom(I)\new(↵) = ; then ↵ is also a (minimum)
p-faithful run on I, and the events visible at p are
the same in the two runs.

Proof. Also by induction on the length of ↵. The
only subtlety concerns new values. For (i), note that,
if an event of ↵ creates a new value on I, that value
is also new in the run on J , since J ✓ I. For (ii), the
converse holds because adom(I) \ new(↵) = ; ensuring
that the new values created in ↵ do not occur in I.

We can now prove Theorem 5.10. By definition, P
is not h-bounded i↵ (‡) there is an instance I and se-
quence ↵ of events, of length h + 1, that yields a min-
imim p-faithful run on initial instance I, such that all
of its events but the last are silent at p. Let c

m

be the
maximum number of values occurring in a sequence ↵
of events of length at most m and an instance I such
that the tuples in I(R) use only keys in K(R,↵) for each
relation R. Let c̄

m

= |const(P )|+c
m

and C
m

consist of
const(P ) together with c

m

additional distinct constants
(so |C

m

| = c̄
m

). By Lemmas A.2 and A.3 (i), it is su�-
cient to check (‡) for sequences ↵ of events of length at
most h + 1 and instances I, both using only values in
C

h+1. This establishes decidability. The pspace upper
bound follows from the fact that c̄

h+1 is polynomial in
h and P , which yields a non-deterministic pspace test.
This completes the proof. 2

Proof of Theorem 5.11 Clearly, (ii) follows from (i)
and Theorem 5.10. Consider (i). Let P be a program
that is h-bounded for p. By a slight reformulation of
the definition of transparency, P is transparent for p i↵
the following holds.

(†) For all instances I1, I2 and events e1, e2 such that
e
i

is applicable at I
i

and visible at p (i = 1, 2) and
e1(I1)@p = e2(I2)@p, and for each sequence ↵ of
events such that adom(e2(I2)) \ new(↵) = ;, if ↵
is a minimum p-faithful run on e1(I1) such that all
its events but the last are silent at p, then the same
holds on e2(I2), and ↵(e1(I1))@p = ↵(e2(I2))@p.

We show that (†0): (†) holds i↵ it holds for all in-
stances I 01, I

0
2 such that, for each relation R, I 0

i

(R) con-
tains at most c̄|↵|+2 tuples. For suppose this holds.
Since P is h-bounded, it is su�cient to check (†) for
instances I1 and I2 with at most c̄

h+2 tuples in each re-
lation. The existence of counterexamples can be easily
checked by a nondeterministic pspace algorithm. This
completes the proof.
We now show (†0). The “only if” part is trivial. Con-

sider the “if” part. Suppose (†) holds for all instances
I 01, I

0
2 such that, for each relation R, I 0

i

(R) contains at
most c̄|↵|+2 tuples. Let I1, I2 be arbitrary instances,
e1, e2 events such that e

i

is applicable at I
i

and visible
at p (i = 1, 2), e1(I1)@p = e2(I2)@p, ↵ is a minimum
p-faithful run on e1(I1) such that all but its last event
are silent at p, and adom(e2(I2)) \ new(↵) = ;.
We can assume without loss of generality that adom(I2)\

new(↵) = ;; otherwise, we can rename the values in I2
and e2 that occur in the intersection by a bijection that
is the identity on const(P ) [ adom(e2(I2)) [ adom(↵)
and use Lemma A.2.
LetK1,2 = K(e1)[K(e2)[K(↵), I 01 = I1|K1,2 and I 02 =

I2|K1,2. Note that each relation in I 01 and I 02 contains
at most c̄|↵|+2 tuples. We next show that I 01, I

0
2 satisfy

the conditions of (†).
By Lemma A.3 (i), e

i

is applicable to I 0
i

and is vis-
ible at p (i = 1, 2). Moreover, ↵ is a minimum p-
faithful run on e1(I 01) and all but its last event are
silent at p. We show that e1(I 01)@p = e2(I 02)@p. Let
t 2 e1(I 01)@p(R@p) with key k for some R. Observe



that k 2 K1,2. Since e1(I 01) ✓ e1(I1) and e1(I1)@p =
e2(I2)@p, t 2 e2(I2)@p(R@p) and there is t0 2 e2(I2)(R),
with the same key k as t, such that t = t0@p. Suppose
there is no tuple with key k in I2, so t0 is created by
e2. Then t0 is also in e2(I 02) and t 2 e2(I 02)@p(R@p).
Now suppose there is a tuple t00 with key k in I2(R).
Since k 2 K1,2, t00 2 I 02(R) and so t0 2 e2(I 02)(R) and
t 2 e2(I 02)@p(R@p). We have shown that e1(I 01)@p ✓
e2(I 02)@p. The converse holds by symmetry, so e1(I 01)@p =
e2(I 02)@p. Also, adom(e2(I 02)) \ new(↵) = ;.
Since I 01 and I 02 satisfy the condition of (†), it follows

that ↵ is a minimum p-faithful run on e2(I 02) such that
all but its last event are silent at p, and ↵(e1(I 01))@p =
↵(e2(I 02))@p. By Lemma A.3 (ii), ↵ is also a minimum
p-faithful run on e2(I2) such that all but its last event
are silent at p.
It remains to show that ↵(e1(I1))@p = ↵(e2(I2))@p.

Let t 2 ↵(e1(I1))@p(R@p) with key k for some R.
Thus, there exists a tuple t0 2 ↵(e1(I1))(R), with key
k, such that t = t0@p. First suppose k 62 K1,2, then
t0 also belongs to e1(I1). Since e1(I1)@p = e2(I2)@p,
t 2 e2(I2)@p(R@p). Thus, there is t00 2 e2(I2)(R)
with key k, such that t00@p = t. Since k 62 K1,2,
↵ does not a↵ect t00, so t00 2 ↵(e2(I2))(R) and t 2
↵(e2(I2))@p(R@p). Now suppose k 2 K1,2. If there
is no tuple in e1(I1)(R) with key k, then ↵ creates
t0 on any initial instance on which it is applicable, so
t0 2 ↵(e2(I2))(R) and t 2 ↵(e2(I2))@p(R@p). Suppose
there is a tuple t00 in e1(I1)(R) with key k. Since k 2
K1,2, t00 2 e1(I 01)(R). It follows that t0 2 ↵(e1(I 01))(R)
and t 2 ↵(e1(I 01))@p(R@p). Since ↵(e1(I 01))@p = ↵(e2(I 02))@p,
t 2 ↵(e2(I 02))@p. Since ↵ is applicable to e2(I2) and
I 02 ✓ I2, it follows that ↵(e2(I 02))@p ✓ ↵(e2(I2))@p, and
t 2 ↵(e2(I2))@p(R@p). In both cases, t 2 ↵(e2(I2))@p(R@p),
thus, ↵(e1(I1))@p ✓ ↵(e2(I2))@p. The converse holds
by symmetry. Hence, ↵(e1(I1))@p = ↵(e2(I2))@p, which
concludes the proof. 2

Proof of Theorem 5.13 We need to show that P@p
is sound and complete for P and p.
Consider completeness. For runs ⇢ of P and ⇢0 of

P@p, we denote by ⇢@p ⇠ ⇢0 that fact that ⇢@p is
obtained from ⇢0 by replacing all !-events with !. Let
⇢ = {(e

i

, I
i

)}0in

be a run of P . We can write e(⇢)
as ↵1.ei1 .↵2.ei2 . . .↵n

.e
i

n

.↵
n+1 where e

i

j

are the events
visible at p (1  j  n) and ↵

j

are sequences of events
invisible at p (1  j  n + 1). We define a sequence
of events E1 . . . En

yielding a run of P@p, such that
⇢@p ⇠ run(E1 . . . En

). If e
i

j

is an event of p, then
E

j

= e
i

j

. Consider a fixed j > 1 for which e
i

j

is not en
event of p (the case j = 1 is a straightforward variation).
Let e = e

i

j

, e0 = e
i(j�1)

, ↵ = ↵
j

, I = I
i(j�1)

, I 0 =
I
i(j�1)�1, and J = I

i

j

. Let ↵̄ be the subsequence of ↵
such that ↵̄.e is the unique minimum p-faithful subrun
of ↵.e on initial instance I. Since P is h-bounded for p,
|↵̄.e|  h. Let Ī = I|K(e0.↵̄.e). By Lemma A.3 (i), ↵̄.e
is a minimum p-faithful run of P on Ī, all events of ↵̄ are
invisible at p, and e is visible at p. Also, Ī is a p-fresh
instance, since it is easily seen that Ī = e0(I 0|K(e0.↵.e))
and e0 is visible at p. Let J̄ = ↵̄.e(Ī). Observe that

|Ī|  c
h+1. By Lemma A.2 we can assume without loss

of generality that Ī and ↵̄.e use only constants in C
h+1.

Consider the rule of P@p corresponding to the triple
(Ī , ↵̄.e, J̄). Consider the event E

j

obtained by applying
to the variables of the rule the valuation ⌫�1. Clearly,
the event is applicable to Ī@p and E

j

(Ī@p) = J̄@p. It
remains to show that E

j

(I@p) = J@p. Let Īc = I � Ī.
By definition, Īc contains no tuple a↵ected by ↵̄.e, so
J = J̄ [ Īc. Similarly, no tuple of Īc @p is a↵ected
by E

j

. It follows that E
j

(I@p) = E
j

(Ī@p) [ Īc @p =
J̄@p [ Īc @p = J@p. This establishes completeness of
P@p.
Now consider the soundness of P@p. Let ⇢

p

= {(E
i

, I
i

)}0in

be a run of P@p. We show that there exists a run ⇢ of
P such that ⇢@p ⇠ ⇢

p

. Let ⇢
p

|
j

= {(E
i

, I
i

)}0ij

.
We prove the statement by induction on j. Consider
j = 0. Thus, E0(;) = I0. If E0 is an event of p then the
statment holds. Otherwise, by definition, there exists a
p-fresh instance I and a minimum p-faithful run ↵.e of
P on I, such that the tuples in I(R) use keys in K(R,↵)
for each relation R, and ↵.e(I)@p = E0(I@p). By con-
struction, since E0 has no positive atoms in its body,
I@p = ;. By transparency of P , ↵.e is also a minimum
p-faithful run of P on ; in which all events but e are
invisible at p, and ↵.e(;)@p = ↵.e(I)@p = E0(;). This
completes the base of the induction.
For the induction step, let 0 < j < n suppose there

is a run ⇢
j

of P such that ⇢
j

@p ⇠ ⇢
p

|
j

. Let e(⇢
j

) = ↵
j

and ↵
j

(;) = J . So J is a p-fresh instance and J@p = I
j

.
From the definiton of E

j+1, it can be shown similarly
to the base case that there exists a p-fresh instance I
over D, and a minimum p-faithful run ↵.e of P on ini-
tial instance I, in which all events but e are invisible
at p, such that I@p = I

j

and ↵.e(I)@p = I
j+1. We

would like to obtain a run corresponding to ⇢
p

|
j+1 by

concatenating ↵
j

with ↵.e. However, it could be that
new(↵.e) \ adom(↵

j

) 6= ;. Observe that new(↵.e) \
adom(I

j

) = ; since adom(I
j

) ✓ adom(I). Thus, there
are two cases to handle:

(i) new(↵.e) contains values in adom(⇢
p

|
j�1),

(ii) new(↵.e) contains values in adom(↵
j

)�adom(⇢
p

|
j�1)

Case (i) can be handled by applying to ↵.e a bijection
f on dom that is the identity on const(P ) [ adom(I) [
adom(I

j+1) and such that adom(f(new(↵.e)))\adom(⇢
p

|
j�1) =

;, and using Lemma A.2. Case (ii) can then be avoided
by applying to ↵

j

a bijection g on dom that is the iden-
tity on const(P )[adom(⇢

p

|
j

) and such that adom(g(↵
j

))\
new(↵.e) = ;, and using again Lemma A.2.
Thus, we can assume that new(↵.e) \ adom(↵

j

) =
;. By transparency of P , since I and J are p-fresh,
I@p = J@p, and adom(J) \ new(↵.e) = ;, it follows
that ↵.e is a run of P on J and ↵.e(J)@p = ↵.e(I)@p =
I
j+1. Thus, ↵j

.↵.e yields a run of P and run(↵
j

.↵.e) ⇠
⇢
p

|
j+1. This completes the induction and the proof of

soundness of P@p. 2

Proof of Theorem 6.3 Consider an instance I and
a sequence ↵.e of events applicable to I that yields a
minimum p-faithful run at p, such that all its events
but e are invisible at p. Observe that no event of ↵



has a relation visible at p in the head. Since ↵.e is a
minimum p-faithful run, ↵.e = T!

p

(↵.e, e). Let R be
the relation occurring in the head of e. Since e is visible
at p, R@p 2 D@p. It can be shown that T!

p

(↵.e, e) =
T g

p

(↵.e, e), where g is the maximum length of a path in
the p-graph of P , starting from relation R. Intuitively,
this is because every productive application of T

p

(↵.e, ·)
to an event corresponds to traversing at least one edge
in the p-graph (from the relation in the head to some in
the body). It follows that T

p

(↵.e, e) can only be applied
g times before converging. Moreover, given a set E of
events, T

p

(↵.e, E) adds to E at most b · |E| lifecycles of
keys, each containing at most a events. It follows that
|↵.e|  (ab+ 1)g  (ab+ 1)d. 2

Proof of Theorem 6.7 (sketch) Let P be a TF pro-
gram, p a peer, and h an integer. Let P t be the program
constructed from P as previously described. We show
that

(*) P t is transparent and h-bounded for p, and

(**) each run of P that is transparent and h-bounded
for p is the projection of a run of P t.

Towards (*), consider a p-fresh instance I and a mini-
mal p-faithful sequence ↵ of events of P t such that only
the last one is visible for p. Transparency is satisfied
by construction. For h-boundedness, observe that the
subrun consisting of the events corresponding to the
stepIDs occurring in the B

i

attributes of the last event
of ↵ is observationally equivalent to ↵ for p. Therefore
h-boundedness holds as well.
Towards (**), first observe that the projection sim-

ply removes from the runs of P t, the relations Rt for
each R. Consider a transparent and h-bounded run ⇢
of P . Let its stages be ↵

i

for i 2 [1..n], and I
i

be the
instance reached after ↵

i

for each i. We construct a cor-
responding run ⇢0 of P t. For this, for each i, consider
the minimal faithful subrun ↵0

i

of ↵
i

on input I
i�1. It

is transparent and, by h-boundedness, its length is less
or equal to h. We can therefore extend the events of
P to transparent events of P t to capture the events
in ↵0

i

. Because its length is less that h, we dispose of
enough space in the B

i

. For the other events, it is ir-
relevant whether we extend them using transparent or
non transparent events. We thus obtain a run ⇢0 such
that ⇢ = ⇧(⇢0), which concludes the proof. 2


