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Abstract—Cardiac disease can reduce the ability of the ventricles to function well enough to sustain long-term pumping efficiency. Recent advances in cardiac motion tracking have led to improvements in the analysis of cardiac function. We propose a method to study cohort effects related to age with respect to cardiac function. The proposed approach makes use of a recent method for describing cardiac motion of a given subject using a Polyaffine model, which gives a compact parameterisation that reliably and accurately describes the cardiac motion across populations. Using this method, a data tensor of motion parameters is extracted for a given population. The partial least squares method for higher-order arrays is used to build a model to describe the motion parameters with respect to age, from which a model of motion given age is derived. Based on cross-sectional statistical analysis with the data tensor of each subject treated as an observation along time, the left ventricular motion over time of Tetralogy of Fallot patients is analysed to understand the temporal evolution of functional abnormalities in this population compared to healthy motion dynamics.

Index Terms—cardiac motion tracking, evolution modelling, tensor decomposition, N-way PLS, population statistics, atlas, non-rigid image registration, spatio-temporal alignment, Tetralogy of Fallot.

I. INTRODUCTION

Cardiovascular disease (CVD) is an ongoing problem globally and research into the mechanisms behind CVD is evolving continuously. This has led to novel therapies being developed regularly in response to this growing knowledge. Despite this, for certain diseases relatively little is known about the progression of the disease. Knowing how a patient will respond to a given treatment (or in absence of any treatment) is an important factor in clinical decision-making in order to optimise patient care. However, understanding complex dynamics such as those observed in the heart (hemodynamics, electrophysiology, structure, and mechanics for instance), remains a challenging task. Determining how these complex dynamics will evolve over time is even more difficult, and yet knowing how the heart re-models under different circumstances is crucial to optimise the timing of interventions and for determining which therapy is optimal (in terms of long-term outcome) for the patient. In this paper we propose a method to statistically model cohort effects related to age on cardiac motion dynamics. Further, assuming that cohort effects can reflect longitudinal effects, a model of cardiac function at different ages is used as a first attempt to analyse the evolution of the heart over time.

A. Related Work

Cardiac function (in terms of mechanical pumping efficiency) is affected by a number of cardiac diseases, and for this reason it has been studied in recent years both from clinical and computational points of view by using signals and images to determine quantitative measures of function. For example, electrocardiogram (ECG) can be used to examine the electrical activity of the heart and to assess heart rhythm. Imaging (cardiovascular magnetic resonance (CMR), computed tomography (CT), echocardiography (ECHO)) can be used to assess morphology, mechanical function, hemodynamics, and for tissue characterisation. Clinical measures of mechanical function are predominantly based on quantifying global properties such as volumes, diameters, ejection fraction, or regional measures such as stress/strain. Computational methods have been developed in recent years to go beyond these global or regional measures in order to provide more comprehensive evaluations of cardiac function by studying the full motion dynamics as the heart beats.

1) Computational Cardiac Function Analysis: Several computational methods for quantifying cardiac function using non-rigid image registration techniques have been developed in recent years (see [1], [2] for a review of some earlier methods). More recent techniques include statistical shape modelling [3] and [4], and atlas-based regional wall motion analysis [5]. A common constraint used in state-of-the-art methods to retain physiological motion dynamics is to enforce the deformations (which describe the motion from one image to another) to be diffeomorphic (smooth transformations that preserve the structure of the material to prevent non-physiological transformations such as folding). Many methods also constrain the deformations to be incompressible or near-incompressible to account for the fact that cardiac tissue has very little volume change over the cardiac cycle. Cardiac tissue is difficult to
track in cine-CMR images due to the fact that the tissue has homogeneous intensity, which thus provides little texture to track besides the tissue borders. State-of-the-art cardiac motion tracking algorithms are either dense (e.g. optical flow-based methods [6],[7]), based on transformations defined on a grid (e.g. b-spline transformations [8], [9], [10], [11]), or based on reduced-order parameterisations of dense deformations (e.g. polyaffine methods [12], [13], [14]). Both dense and grid-based transformations are difficult to compare from one subject to another and require spatio-temporal alignment of either images or deformation fields. The recently proposed method of Mcleod et al. 2015 [14] overcomes this problem by proposing a motion model that consistently parameterises the motion from one subject to another by aligning affine parameters rather than images or deformation fields. Furthermore, given the low-dimensional parameterisation of the motion using this method, the parameters can be robustly compared between subjects and using this method the parameters were decomposed into spatial and temporal components using Tucker tensor decomposition, a form of higher-order principal component analysis (PCA). This method was later extended in [15] to include sparsity constraints on the core matrix to reduce the number of required combinations of spatial and temporal modes, and to build a combined comparative analysis of healthy and diseased patients.

From both clinical and computational points of view, studying the evolution of cardiac function is not straightforward given that few long-term longitudinal studies have been performed. Therefore, methods to study cohort effects such as age is necessary. An overview of some such methods for modelling the evolution of cardiac phenomena is provided in the next section.

2) Modelling Cohort Effects Related to Age in the Heart:

Studying the evolution of the heart over time (whether it be the evolution of the structure of the ventricles, the level of ejection fraction, cardiac output, etc.), can be performed by using longitudinal and/or cross-sectional analysis. Longitudinal analysis is the most conventional way to model the evolution of a single patient by following the patient over time as the disease progresses and monitoring a measure of function at multiple time points. This type of analysis has the advantage of describing the patient-specific evolution of the chosen measure, but requires tracking the same patient over time, potentially waiting years as the patient ages. Cross-sectional analysis, on the other hand, can be used to analyse the evolution over time without requiring follow-up examination of the same patient over time by considering each subject as a single observation at a given point in time. This has the advantage of providing a model of the evolution over time, without requiring follow-up examination of the same patient and thus without waiting for the patient to evolve. However, the model is therefore population-based and not patient-specific and may be less accurate given the potentially large variability from one patient to the next for a given measure. Furthermore, the approach relies on the assumption that cohort effects can reflect longitudinal effects.

While recent methods, such as [16] have addressed the task of classifying patients based on motion or predicting age or other factors, the more challenging task of modelling full motion dynamics at different ages has not yet been addressed. The evolution of left ventricular diastolic function was studied in [17] from Doppler diastolic indices using a retrospective study of a random sample of subjects drawn from the general population (mean follow-up period of 4.7 years). Statistical linear regression was performed on the Doppler indices from the two time points to measure the clinical correlates of change. In [18], both morphological and functional behaviour was examined over time in pregnant women to study the heart both before and after giving birth. In order to analyse the function, ejection fraction and strain were measured, and statistical regression was applied to these measures. In [19], retrospective longitudinal analysis of Tetralogy of Fallot (ToF) patients following pulmonary valve replacement was performed to describe right ventricular (morphological) remodelling 10 years after repair by studying volumes, ejection fraction, regurgitation, and pressures from MRI. A similar study was carried out on pregnant women with ToF in [20]. A more comprehensive retrospective study of the longitudinal evolution in ToF patients was carried out in [21], where numerous clinical tests (imaging, ECG, exercise tests) were statistically analysed. In all of these studies, the statistical analysis is relatively straightforward since longitudinal data are available and since the objects to regress are 1D measures. However, while summarising cardiac phenomena with a single number reduces the problem computationally, it also neglects more complex dynamics making it difficult to interpret and understand the remodelling that occurs. Moreover, many of these studies took several years to carry out or required retrospective data from a long time period.

A method designed to overcome these two main issues; describing the cardiac phenomena without neglecting key components and without requiring long-term follow-up of the same subjects, was proposed in [22] to study the evolution of the right ventricular structure (morphology) in ToF patients using a cross-sectional design and 3D surface registration to describe the morphological differences between patients. This method used partial least squares (PLS) regression of the 3D deformations obtained from the surface registration, followed by canonical correlation analysis (CCA) to describe the relationship between body surface area (BSA) (used as the index of growth) and shape.

In the work presented in [22], statistical cross-sectional analysis was performed on matrices describing the 3D morphological differences. In terms of describing the full functional dynamics, the problem requires modelling 4D objects; 3D in shape + time over the cardiac cycle (ms), and projecting this over long-term time intervals (years). As an extension of this to cardiac function analysis, cross-sectional analysis of matrices describing cardiac motion was recently proposed in [23]. Methods used previously for statistical analysis of cardiac images are described in the next section.

3) Statistical Analysis of Cardiac Images: Statistical analysis techniques have been widely used for a number of applications to study relationships between many different types of data. A popular technique for modelling some data typically expressed as a matrix (i.e. linear algebra) with respect
to an external parameter typically expressed as a vector is the partial least squares (PLS) technique which was developed for, and has been widely used in, the area of chemometrics. PLS has been used to a lesser extent in the area of cardiac image analysis to, for example, correct for respiratory motion in CMR sequences [24], more recently for shape analysis of myocardial infarction patients [25], and to assess aortic arch shape in patients with coarctation of the aorta [26]. Analysis of tensor data structures (here the term ‘tensor’ refers to higher-order arrays) has received increased attention in recent years, and has the potential to represent and retain higher-order data structure for statistical purposes. For applications that contain some inherent multi-way data structure, retaining this structure is naturally an advantage by providing solutions that are easier to interpret than in the case where, for example, the N-way data structure is unfolded to obtain a matrix. For applications when few observations are available, but with a large number of parameters for each observation, it is particularly important to retain multi-way data structuring for the analysis in order to make the best use of the data for the analysis. Tensor-based statistical analysis using higher-order decomposition (i.e. multilinear algebra) has been used for cardiac image analysis in recent years to, for example, characterise spatio-temporal motion patterns from cine-CMR [15] and to improve compressed-sensing CMR [27]. In both of these examples, unsupervised approaches were used, such as PCA or singular value decomposition (SVD), despite the fact that higher-order supervised approached exist. The N-way PLS method, for example, was proposed in 1996 for modelling multi-way data structures in chemometrics [28] and has been widely used since then in a number of different applications.

B. Aim and Paper Organisation

The main aim of this work is to develop a method for modelling cohort effects related to age on cardiac motion dynamics. The formulation of such a model is possible thanks to the recent development of a cardiac motion tracking algorithm that represents the motion by a small number of parameters obtained from a non-rigid image registration algorithm [14]. Given that this motion tracking algorithm provides robust motion parameters, where the parameters are consistently defined from one subject to another, and aligned spatio-temporally, a generative model can be built from a population. The main contributions described in this paper with respect to previous work include:

1) A novel combination of existing techniques to extract population-wide motion parameters with N-way statistical cross-sectional analysis is proposed. Using the formulation of the motion parameters defined in [14], which are spatio-temporally aligned to a chosen reference, a tensor of motion parameters is computed for each subject. In [14] tensor decomposition was applied to a group of subjects in order to extract prominent spatial and temporal features in the population. In the present work we propose to apply N-way statistical cross-sectional analysis in which each subject is considered as an observation along time and the mean trajectory is computed. This type of modelling closely follows the methods described in [22] to perform a similar study where the long-term remodelling of cardiac shape (as opposed to motion) was computed. To the best of our knowledge, this is the first attempt to describe cardiac functional changes from a statistical approach (as opposed to a mechanics approach).

2) The second contribution is the introduction of higher-order PLS to the cardiac image analysis community. Previously, multilinear methods using higher-order PCA have been used for cardiac motion analysis, such as in [14], and later to compare spatial and temporal components in different populations in [15]. To our knowledge there has been no use of higher-order PLS applied to cardiac image analysis. We extend on the work of [23], in which matrices were regressed using standard PLS, to perform higher-order PLS on the full (rather than matricised) tensors containing the motion parameters.

3) The third contribution is a method to compute the motion parameters given age from a model built for age given the motion parameters. Given the few number of observations compared to the number of parameters describing the motion, a model of the motion given age (i.e. age = f(motion)) is constructed. In [22], the relationship was reversed (to obtain motion = f(age)) by applying canonical correlation analysis (CCA) to the model of age given motion. In the present work, we propose to instead use the properties of the N-way PLS method to reverse the relationship.

4) The fourth contribution is a quantitative analysis of matrix vs. higher-order tensor analysis, the effect of scaling, and linear vs. nonlinear methods.

5) The final contribution is a qualitative analysis of the motion parameters modelled over different ages. Thanks to the use of N-way (tensor) analysis techniques, the motion is decomposed into the regional, temporal, and affine components to understand how these aspects evolve over time under diseased or control conditions.

The remainder of the paper is organised as follows. First, the existing methods used in this work are briefly introduced in Sec. II. The novel contributions of this work are described in Sec. III. The proposed methodology is compared and validated both quantitatively and qualitatively by studying two distinct populations as a clinical application of the proposed methods in Sec. IV. The results are discussed in Sec. V and concluding remarks are given in Sec. VI.

II. PRELIMINARIES

In this section a brief introduction to the existing methods that contribute to the analysis in the present work is given. In the following section (Sec. III) we will describe how these methods can be combined in order to model cohort effects related to age on cardiac motion.

A. Motion Tracking using a Polyaffine Model

For a domain divided into a given set of regions, the transformation in each region i can be modelled by an affine
The log affine parameters space of Log-Euclidean Polyaffine Transformations (LEPT’s).

where \( \omega \) matrices can be fused to a global deformation field using a Polyaffine model:

\[
\vec{v}_\text{poly}(\ddot{x}) = \sum_i \omega_i(\ddot{x}) M_i \ddot{x},
\]

where \( \omega_i \) is a parameter controlling the weight of the \( i^{th} \) region for each voxel \( x \) written in homogeneous coordinates [29], [30]. Casting into the log-domain with this formulation ensures that the inverse of the polyaffine transformations is also a polyaffine transformation (a property that is necessary to create generative motion models).

As shown in [31], Eq. 1 can be estimated by a linear least squares projection from an observed velocity field \( \vec{v}(x) \) to the space of Log-Euclidean Polyaffine Transformations (LEPT’s). The log affine parameters \( M_i \) can be estimated by the following least-squares approximation:

\[
\begin{align*}
C(M) &= \int_{\Pi} \left\| \sum_i \omega_i(\ddot{x}) \cdot M_i \ddot{x} - \vec{v}(\ddot{x}) \right\|^2 d\ddot{x}.
\end{align*}
\]

The solution at the optimum \( \nabla C_M = 0 \) is given by \( M = B \cdot \Sigma^{-1} \) [31]. In vector form, this is equivalently: \( \text{vect}(M) = (\Sigma \otimes I_d)^{-1} \cdot \text{vect}(B) \), where \( M = [M_1 M_2 \cdots M_3] \). \( B = \int_\Pi \omega_i(\ddot{x}) \cdot \ddot{x}^T d\ddot{x} \) and \( \Sigma_{ij} = \int_\Pi \omega_i(\ddot{x}) \cdot \omega_j(\ddot{x}) \cdot \ddot{x} \cdot \ddot{x}^T d\ddot{x} \).

A cardiac-specific version of this model was proposed in [32] to incorporate regularisation between neighbouring regions since cardiac tissue is connected and thus should move somewhat homogeneously, as well as an incompressibility penalisation to account for the low volume change in cardiac tissue over the cardiac cycle. The solution for \( M \) with these additional terms is given by:

\[
\text{vect}(M) = (\Sigma \otimes I_d + \alpha V + \beta R)^{-1} \cdot \text{vect}(B),
\]

where \( R \) and \( V \) are the matrices controlling the regularisation and incompressibility respectively, as described in [32].

Further cardiac-specific constraints were added to this model by defining the Polyaffine regions for the left ventricle as the 17 American Heart Association (AHA) regions [32], [33]. In [33], the Polyaffine weight functions were computed in prolate spheroidal (PSS) coordinates rather than in the Cartesian frame using the method of Toussaint et. al [34]. Using the prolate spheroidal coordinates provides more anatomical shapes of the weights to ensure physiological fusion of the Polyaffine transformations.

Image sequences are generally aligned differently from one acquisition to another. Therefore, in order to meaningfully compare the transformations, they need to be first aligned in space and in time. Using the spatio-temporal alignment proposed in [14], the parameters are aligned to a common space by resampling the parameters to a common frame, and then realigning the parameters in a rigid manner to fit the mean peak contraction phase (estimated directly from the transformation parameters by taking the trace of the affine matrix per region). Once the parameters are in the same temporal frame, they are aligned spatially so that all subjects are regionally centered at the same point, and oriented in the same direction. The reorientation in [14] is performed in prolate spheroidal coordinates, to align the regions in an anatomically meaningful manner. The alignment used here was a rigid alignment, made possible by the analysis of polyaffine parameters rather than deformations directly. Alignment of deformations or displacements, on the other hand, would require more sophisticated methods, some of which have been proposed in previous work using for example the coordinate transform approach of Bai et al. [35] and the parallel transport method of Lorenzi et al. [36].

B. Static Evolution Modelling using Cross-Sectional Statistics

We briefly describe the static evolution model described in [22], which provides a basis for developing a dynamic evolution model. The model uses statistical techniques to simulate the growth directly from the images rather than implying an underlying biophysical model.

An atlas of the ventricular surfaces is generated as an “average” of the population. The velocities that describe the deformation from each subject to the atlas are regressed against an index of subject growth (in this case, body surface area (BSA)).

In order to ensure statistically significant results, the dimensionality of the problem is reduced to consider factors related specifically to subject growth. The model reduction technique used for this in [22] is the partial least squares method (PLS), that has the advantage of being able to directly compute the components most related to BSA.

Modelling the deformations as a function of a growth is a complex problem due to the large number of deformation parameters needed to describe a single growth parameters. Therefore, the growth is modelled as a function of the deformations. The relationship is inverted using canonical correlation analysis (CCA) to obtain a generative (static) shape evolution model. This method (PCA+CCA) was recently extended to the application of cardiac motion analysis applied to matricised tensors in [23].

C. Tensor Decomposition of Motion Parameters

In this present work, we focus on PLS as the method to decompose the tensor of motion parameters. PLS has been widely used for a number of years in many fields and has a key advantage compared to PCA of maximising the covariance between \( X \) (in our case, motion) and \( Y \) (in our case, age), and not just the variance of \( X \). In our application, this amounts to extracting (in order of dominance), the latent variables describing the motion that are most related to age, or more specifically, the most age-related motion descriptors. In addition, PLS is more robust than PCA (or more specifically, regression of PCA components), meaning that the model parameters change to a lesser degree with the calibration samples [37].

Following the notation given in [37], pre-centered matrices \( X \) and \( Y \) are modelled by:

\[
X = TP^T + E
\]

\[
Y = UQ^T + F.
\]
describe the weight of each variable in $X$ and $Y$ respectively. $P'$ denotes the matrix transpose of $P$. $E$ and $F$ are the residuals of the model of $X$ and the model of $Y$ respectively. Additionally, the following condition is imposed to ensure that the covariance between $X$ and $Y$ is maximised:

$$U = TD + H,$$

(5)

where $D$ is a diagonal matrix and $H$ a matrix of residuals. The matrices $T$ and $U$ are defined as follows:

$$T = XW,$$

(6)

$$U = YC,$$

(7)

and $W$ and $C$ are defined as:

$$W = X'U,$$

(8)

$$C = Y'T.$$  

(9)

Replacing $U$ in Eq. 4 with Eq. 7 a model for $Y$, as described in [38], a model of $Y_{test}$ can be derived as:

$$Y_{test} = TDQ' + (HQ' + F) = TDQ' + F^*.$$  

(10)

$F^* = (HQ' + F)$ are the residuals. In the case where the latent variable representations of $X$ and $Y$ fully capture $X$ and $Y$, the residuals $F^*$ should be zero. $D$ can be defined as:

$$D = T'U - T'H,$$

(11)

by simply rearranging Eq. 7. Taking $T$ from Eq. 6, the model for $Y$ can be written as a linear regression model as:

$$Y_{test} = X_{test}B,$$

(12)

where $B = WDQ'$ is the matrix of regression coefficients, and $W$ was defined in Eq. 8.

Different methods for computing the score and loading matrices have been proposed. The nonlinear iterative partial least squares (NIPALS) method [39] computes the factors iteratively by computing the first (most dominant) factor, and removing this from the data matrix $X$, to subsequently compute the next factor. This process is known as deflating, since the data matrix is deflated at each iteration. Computing the factors in this way improves computational efficiency, but results in the same factors (upon convergence) as computed using an eigenvector/eigenvalue approach. The SIMPLS method [40] is an alternative to the NIPALS method, which was developed to compute the factor matrices $T$ directly as linear combinations of the original $X$ variables, providing a PLS equivalent of PCA. Factors computed from NIPALS and SIMPLS will generally differ, though for the univariate case (i.e. where $Y$ is a vector), the factors will be identical, in contrast to the multivariate case where the factors can differ slightly. Both the NIPALS and SIMPLS methods are designed for decomposition of matrices (i.e. 2-way data arrays). The N-way PLS method [28] extends the NIPALS method to higher-order (N-way) arrays. The N-way PLS method, is designed to maintain the structure in the data in the decomposition (where such structuring exists), to avoid the need to unfold higher-order arrays to matrices. An advantage of this is that fewer parameters are needed to represent the covariance patterns of the data and these parameters are now de-coupled in space and time.

III. METHODS

The proposed method makes use of the parameterisation proposed in [14] to describe the motion of each subject, and align spatially and temporally to a common reference frame for comparison (cf. Sec. II-A). The key novelty of this work is that these parameters are stacked to a tensor, which is pre-conditioned to center the data and ensure equal weighting of each parameter in the statistical analysis, as described in Sec. III-A1. We propose to perform cross-section analysis of the resulting tensors, as described in Sec. III-B. The proposed method for computing the motion parameters based on input age values is described in Sec. III-C. The proposed pipeline is summarised in Fig. 1.

A. Testing Data-set

The proposed methods were applied to the polyaffine parameters computed in [14]. These parameters were found to yield results with a level of accuracy equivalent to state-of-the-art methods for cine-CMR tracking of the left ventricle of the heart. The data-set consists of two populations: the first a control group of 15 healthy volunteer adults (3 female, mean age ± SD = 28 ± 5), the second consisting of a group of 10 patients with repaired Tetralogy of Fallot (5 female, mean age ± SD = 15 ± 6). Details on the image data can be found in [14].
1) Data Centering and Scaling: An important factor in statistical analysis is the pre-conditioning of the data [41]. Ideally, the data should be centered with respect to the mean, and there should be no large differences between the scaling of one parameter and the scaling of another. Therefore, centering and scaling of the data should be carried out before performing the model calibration. In the case of matrices, the centering can be performed by computing the mean over all the observations and removing this mean from each observation.

Scaling the data can be more challenging when there are some meaningful scaling in the data that needs to be retained. When the data has some spatial and temporal components, as is often the case in motion tracking, these should not be uniformly scaled since the important spatial and temporal factors will thus be scaled out. With the parameterisation of the motion used in this work, the affine parameters need to be scaled since the affine (shear, rotation, scale) parameters may have very different scales to the translation parameters. Scaling the affine and translation parameters while retaining the meaningful differences between the spatial and temporal components is challenging when the data tensor is matricised. On the other hand, when the data structure is maintained, scaling along only one mode (direction) of the data tensor with the N-way PLS method is straightforward [41].

B. Dynamic Evolution Modelling

Inspired by the approach described in [22] to model the shape (i.e. static observations) from different subjects at different stages of the evolution (c.f Sec. II-B), we propose to derive a dynamic growth model. Rather than regrssing the static observations, we instead apply cross-sectional analysis to transformations computed over the cardiac cycle for each subject, as shown in Fig. 2. In [22], the deformations were those obtained by an LDDMM based registration [42]. The motion model described in [14] rather uses Polyaffine transformations. As described in [14], the mean motion of a population is estimated by averaging the motion of a set of subjects, which in this case involves the averaging the Polyaffine transformations after spatio-temporal realignment. Since the transformations of the mean motion model and the subject-specific motion models are described by regional affine matrices, computing the deviation of each subject from the mean requires simple matrix subtraction. As with the static growth model, the variation around the mean is computed using PLS to obtain factors most related to growth.

C. Computing Motion at Given Ages

Given the large number of parameters compared to the number of observations, N-way PLS is applied to generate a model for $Y$ (age) given $X$ (motion). However, we are interested in computing motion at given ages. The reversion of the computation was performed in [22] by using CCA to compute the regression coefficients of computing $Y$ (in their case, body surface area) from $X$ (in their case, shape), as mentioned in Sec. II-B. We propose to instead use the NIPALS formulation directly to reverse the direction of computation.

The computed model from the NIPALS method (and equivalently the N-way PLS method) computes the matrix $D$, as given in Eq. 11, which relates $Y$ to $X$. More precisely, $D$ models the relationship between the latent variables describing $X$ and $Y$. Following the same method to derive the model of $Y$ given in Eq. 12, a model of $X$ can be derived by rearranging Eq. 11 for $T$ as

$$T = UD' - HD',$$

(13)

which uses the fact that $T$ and $U$ are orthonormal, so that $D$ is then also orthonormal: $D^{-1} = (T'U)^{-1} = U^{-1}T'^{-1} = U'T = D'$. Replacing $T$ in Eq. 3 with $T$ from Eq. 13:

$$X_{\text{test}} = TP' + E$$

$$= (UD' - HD')P' + E$$

$$= UD'P' + E^*,$$

where $E^* = HD'P' + E$. Again, we assume that the latent variable representations of $X$ and $Y$ fully capture $X$ and $Y$, so that the residuals $H$ and $E$ are zero, and thus $E^*$ is zero. So, using $U$ from Eq. 7, the final model for $X$ can be written as a linear regression model as:

$$X_{\text{test}} = Y_{\text{test}}\hat{B},$$

(15)

where $\hat{B} = CD'P'$ is the new matrix of regression coefficients, and $C$ was defined in Eq. 9.

Note that this formulation for $X$ is an approximation only since the latent variables are not computed in a symmetric manner as in PCA, i.e. $T$ and $U$ are computed to maximise the covariance between $X$ and $Y$. However, we would ideally like to have an equivalent formulation where $T = UD$ to compute a new diagonal matrix $\hat{D}$. This detail is important due to the iterative nature of all PLS algorithms, where $U$ is initialised first, then $T$ is computed. If both $U$ and $T$ are computed in parallel then this is not an important detail. An alternative option in the case where a large dataset is available (i.e. more observations than motion parameters), it may be possible to compute motion from age directly by setting $X$ as the age and $Y$ as the motion parameters.

IV. Experiments

In order to analyse the proposed framework and different methods, two sets of experiments were performed. Firstly, a...
quantitative analysis of the different methods by comparing the accuracy of estimating the output variable (age) given the input variables (the motion parameters) was performed. For the clinical example used in this work, such an estimation has little clinical value since the age of a patient is known a priori. Furthermore, previous work has already addressed this task, such as in [16]. Nonetheless, for comparative purposes this provides a way to quantitatively assess the potential of using such methods to relate motion parameters to age, and then to compare different algorithms in terms of the number of parameters and the degree of accuracy of each method.

The second set of experiments performed in this work was an assessment of the estimation of the input variables given the output variables, to assess the feasibility of computing full motion dynamics from age alone (i.e. can we obtain physiologically realistic motion dynamics). For the described clinical example, only qualitative assessment was performed due to the lack of longitudinal clinical data available (i.e. no long-term follow-up data), and because quantitative (e.g. voxel-wise) validation of the motion evolution model would require a model that couples the motion with structure, since structural remodelling that occurs over time in diseased patients will result in a resampling of the voxels in the patient images over time. Voxel-wise quantification of the motion would assume that no structural remodelling occurs over time in these patients, and since this is not a valid assumption for these patients, no such validation is performed in this work.

A. Quantitative Comparison of Different Methods

Leave-one-out cross-validation was performed to assess the accuracy of the different methods for estimating age given the motion parameters. A leave-one-out design was chosen given the small data-set used in this work, to maximise the number of samples used in the training set.

The ToF population was chosen for these experiments given that there are more pronounced differences in motion for the different ages, whereas in contrast, motion in a healthy population should remain stable over time. We are interested in motion information related to age rather than total motion variability, and therefore the amount of variability describing the output variable age (Y) is important, rather than the percentage of variability describing the input variables in the motion parameters X.

All experiments were carried out in Matlab R2012b using openly available Matlab codes for the N-way toolbox [43]. Nonlinear terms were computed with a built-in Matlab function (x2fx.m). In all experiments, the data was pre-centered and pre-scaled (when scaling was applied). All leave-one-out errors are values for the error of the estimation of Y (age), and are thus expressed in years. Following the same analysis as in [22], the “one standard error” rule of thumb [44] is used, where errors less than one standard error of age are considered to be reasonable. The optimal method for this application is considered to be one which provides a suitable trade-off between accuracy and the number of parameters, since fewer parameters improves robustness and reproducibility.

1) Comparing Higher-Order Tensor and Matrix Analysis: In order to retain the structure of the data in X, tensor decomposition was compared to decomposition of the unfolded tensor, where the unfolding was done by concatenating the variables of the different modes into a 2-way matrix. The N-way PLS method was applied to the 4-way tensor of parameters stacked by affine parameters, region, and time for all subjects. Using this method, 4 components were needed to capture 98% of the shape variability, compared to 3 components for the matrix decomposition. The leave-one-out error (in years) in the tensor case was 4.34 years, compared to 3.66 years for the matrix decomposition. The amount of parameters required in the tensor decomposition was 232 (= 4 × 12 + 4 × 17 + 4 × 29), compared to 17748 for the matrix decomposition. Going from matrix analysis to tensor analysis results in a significant reduction in the number of parameters required to represent the motion. In these experiments the tensor analysis comes at the cost of a mild increase to the error, compared to the matrix analysis.

2) The Effect of Scaling: Scaling was applied on the affine parameters in order to account for the fact that the affine parameters can differ significantly in terms of scale, particularly between the translation components and the remaining affine components. The regional (spatial) and temporal axes of the tensor were left unscaled to retain the important differences in timing and region. The number of components required to capture 98% of the variability with scaling was the same as the number of components without scaling, and thus the number of parameters for each model were also the same (4 modes, 232 parameters). The leave-one-out error with scaling was lower than without scaling: 3.91 years compared to 4.50 years.

3) Incorporating Nonlinear Terms: To test whether including nonlinear terms would improve the prediction accuracy, decomposition was applied to 5-way arrays of X (10 × 12 × 17 × 29 × 1), [X; X2] (10 × 12 × 17 × 29 × 2), [X; sin(X); cos(X)] (10 × 12 × 17 × 29 × 3), and [X; X2; sin(X); X2; sin(X2); cos(X); X2; sin(X2); cos(X2)] (10 × 12 × 17 × 29 × 6). The leave-one-out error results and number of components and parameters for each decomposition are summarised in Fig. 4. All decompositions were applied using N-way PLS with scaling on the affine parameters, given that this configuration gave the best results from the linear experiments. The optimal results were found for [X; X2; sin(X); sin(X2); cos(X); cos(X2)], with a leave-one-out error of 3.66 years.

4) Visual Comparison of Different Methods: To visually compare the different methods, a number of plots are presented. Firstly, the percentage of variance explained in motion parameters (X) and age (Y) for each method is shown in Fig. 3, as a function of the number of components in each decomposition. The variance explained in motion rises quicker for the nonlinear decompositions than with the linear compositions, however, the reverse is true for the variance explained in age. Since we are more interested in the variance of age than the variance of the motion parameters, this suggests that the linear models are more appropriate since they can capture the variance of age with fewer components (and thus fewer parameters).

To analyse the scores and loading of the different NIPALS
methods, the $U,T$ plots for the first three components, and the $T,T$ score plot of $T_1$ vs. $T_2$ are shown in Fig. 5 for the matrix, tensor, and scaled-tensor decompositions. The score plots in Fig. 5 show linear relationships between the latent variables in $X$ and $Y$ for the first and the third component, but some nonlinearity in the second component seem to be uncaptured by the models. The much clearer relationship in the $T(1)$-$U(1)$-plot than in the others is due to that the PLS algorithm always seeks to maximise the explained $T-U$ covariance, and that the first PLS component is the linear combination of the original variables that explains the largest proportion of this covariance.

**B. Clinical Application: Healthy vs. ToF Motion Evolution**

Given the low error of the linear N-way model with tensor pre-scaling, and that this configuration required the smallest number of parameters, this decomposition was used for the clinical analyses. For this decomposition applied to the control group, 7 components were required to capture 98% of the variability in age. The training error for this group was 0.48years, suggesting that this model fits the training set for the control population. The leave-one-out error of 3.95years was less than the population standard deviation for this group (5.0years). This model was found to be the most appropriate model for the ToF group (i.e. the model with the minimum number of components explaining a sufficient amount of the covariance), therefore, for the sake of comparison the same model was used for the control group.

Given the formulation of the proposed method, the affine, regional, and temporal parameters for each group can be directly compared. The first (log) affine component for the control population was:

$$M^c_1 = \begin{bmatrix} 0.0076 & -0.0079 & -0.015 & 0.63 \\ -0.014 & 0.0035 & 0.0067 & 1.54 \\ 0.017 & -0.0036 & -0.0004 & -2.12 \end{bmatrix},$$

and for the ToF group:

$$M^{ToF}_1 = \begin{bmatrix} 0.0018 & -0.0031 & 0.0050 & -1.07 \\ -0.0062 & -0.0026 & -0.0041 & 2.27 \\ 0.0011 & 0.011 & 0.032 & -3.43 \end{bmatrix}.$$  

The regional components can be visualised using the bullseye representation of the left ventricle proposed by the American Heart Association [45]. The first component for each group is shown in Fig. 6, where each region is coloured according to the value for that region. These plots indicate that there is more homogeneous loadings for the control group compared to the ToF group, where the ToF group have larger values in the mid-septal regions and around the apex.

The first temporal component for each group is shown in Fig. 7. The temporal component for the control group follows similar trends to the typical volume curves found in healthy subjects (decreasing from the end-diastolic frame until the end-systolic frame, followed by an increase back to the end-diastolic frame). The ToF group shows a slower increase after
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of the age (Y) of each group, and at the mean age of each group are shown at frames 10 (end-systole) and 20 (end of relaxation) are shown in Fig. 8 (top) for the control group and in Fig. 9 (top) for the ToF group. The deformation fields at the end-systolic phase (frame 10) for each group are shown in Fig. 8 (bottom), at ±2 standard deviations of age, and at the mean age for the control group and Fig. 9 (bottom) for the ToF group. For the control group deformations, we see little changes in the overall dynamics.

V. DISCUSSION

In all of the numerical experiments (Sec. IV-A), the training error was very low for the linear models, indicating that the models were all able to fit the training sets well. In these experiments, the errors were compared to the standard deviation in Y, using the “one standard-error” rule of thumb, where we assume that the optimal model of Y is Y itself, and therefore one standard-error corresponds to one standard deviation [44]. With this criteria, all models were sufficiently accurate. Note that the NIPALS algorithm requires initialisation of the T scores from Eq. 3, which is performed internally using random values. This can affect the final leave-one-out errors, so in all cases where the NIPALS algorithm was used, 100 experiments were run to ensure that the leave-one-out errors were representative. Therefore, the presented leave-one-out errors are actually the average values of all 100 experiments. The mean standard deviation of all experiments was 0.007 for the training set, and 0.06 for the testing set, thus the method is reasonably insensitive to the initialisation.

Looking at the results in more details, comparing tensor decomposition with matrix decomposition, the error of the tensor decomposition was slightly higher, however, the number of parameters required to model the data is significantly lower when retaining the tensor structure of the data. Thus, we believe that a small decrease in accuracy is acceptable given the large decrease in parameters required for the model. Furthermore, retaining the tensor structure allows pre-scaling to be performed on the affine parameters to ensure that the
Fig. 8: Snapshots of the motion at ±2 standard deviations and at the mean for the control group (top) at frame 10 (corresponding to the end-systolic frame), and frame 20 (corresponding to the end of relaxation) and the corresponding deformation fields (bottom).

Fig. 9: Snapshots of the motion at ±2 standard deviations and at the mean for the ToF group (top) at frame 10 (corresponding to the end-systolic frame), and frame 20 (corresponding to the end of relaxation) and the corresponding deformation fields (bottom).

translation components of the affine matrix are not weighted higher in the decomposition, which is often the case given the typically greater scale of these components. When pre-scaling is applied to the affine parameters, the error is lower than for the other methods, and requires the least number of parameters to describe the model. Therefore, tensor decomposition with pre-scaling appears to be the optimal method for this dataset. Tensor decomposition with pre-scaling on the affine parameters was used for the nonlinear experiments given that this gave the lowest testing error. The nonlinear experiments suggest that the use of higher order and sine/cosine terms in the design matrix can improve the accuracy of the estimation. The use of quadratic terms in the design matrix can account for some nonlinearity in the data, and the sine and cosine terms can be used to model periodicity, which is relevant for this dataset. The motion parameters are periodic (they should start and finish at zero since cardiac motion is cyclic). The error is slightly lower when quadratic and sine/cosine terms are incorporated in the design matrix, at the expense of adding 24 parameters to the model.

In this work, nonlinearity was incorporated in the model by adding nonlinear features within the linear PLS framework. Nonlinearity can also be incorporated by using a neural network framework [47], using a fuzzy inference system [48], or by modelling the relationship between $X$ and $Y$ using a nonlinear function [49] or with splines [50]. The linear and nonlinear extensions used in this study were considered sufficient to model the available data, based on the training and testing errors. However, with more data, other nonlinear models will be further investigated. With a larger number of observations, hierarchical cluster-based PLS [51], [52] could be used to account for clustering in the data. This would be useful to, for example, account for differences following alternative treatment courses.

While this work was focussed on analysis of cardiac motion over time, the proposed methods could be used to model the evolution over time from any images (medical, media, security footage, etc.), where the changes over time are of interest. Polyaffine models are a useful extension of local affine, global affine, and rigid transformation model to capture more nonlinear transformations, without requiring many more degrees of freedom, as in nonrigid (i.e. elastic) transformation models.

A possible future improvement of this approach could be to account for e.g. gender and pathology (control vs. ToF) in addition to age to decrease the inter-subject variability and allow for a common model for the control and ToF groups.
**Limitations:** In all experiments, the number of observations is small, therefore it is difficult to draw a fully meaningful clinical conclusion from these experiments alone. In addition, a comparison is made between PLS subspaces though these were computed on cohorts with different age ranges. Furthermore, while an advantage of the AHA division of segments is the low number of regions leading to lower number of parameters. However, a possible limitation is that AHA segments are mostly suitable for ischemic events, therefore by limiting transformations to those segments it may not be possible to accurately characterize functional remodeling in other cardiovascular diseases such as ToF.

Another limitation of this study is that the use of a statistical model of cardiac function at different ages to analyze the evolution of the heart over time relies on the assumption that cohort effects reflect longitudinal effects. As shown in [53], this may not be a valid assumption. Hence, future validation of this approach by use of longitudinal data is needed in order to draw clinical conclusions.

In spite of these limitations, the results suggest that the proposed method is able to model changes in motion over time in a given population, and with larger datasets the error is expected to decrease since the estimation will become less sensitive to outliers. However, in absence of data to quantitatively validate the prediction of motion based on age, it is difficult to draw conclusions regarding the difference between the patient and their age-predicted motion as the observed differences could be due to, for example, different disease processes.

**VI. Conclusion**

The proposed method constitutes, to our knowledge, a first attempt to statistically model the evolution of cardiac motion over time for a given population. The method makes use of a recently developed method for describing and comparing cardiac motion within and across populations using a polyaffine model. The advantage of using a model to describe the motion is that the number of parameters remains low, while maintaining sufficient accuracy in the motion tracking (on a par with state-of-the-art cardiac motion tracking methods). Furthermore, the definition of the parameters is consistently defined from one subject to another, and following spatial and temporal alignment, can be quantitatively compared within and between populations. The novelty of the proposed method lies in taking advantage of this compact representation of motion and using statistical cross-sectional analysis of the motion parameters to compute the evolution over years of the motion observed within a given population. Analysis of higher-order data arrays was chosen to retain structuring of the motion data as well as for the advantage of obtaining components that can be more readily analysed and understood as their respective spatial, temporal, and affine components. The clinical advantage of such a method is that the knowledge of how the motion dynamics evolve in a specific population as a disease progresses can be used to guide therapy planning to optimise the timing and choice of intervention.
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