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A class of nonlinear adaptive observers for SIR epidemic model

Pierre-Alexandre Bliman1, Denis Efimov2 and Rosane Ushirobira2

Abstract— Mathematical epidemic models describe the
spread of an infectious disease in a host population. The
SIR model, which is one of the simplest, is based on the
representation of interactions between three compartments
in the population: the number of susceptible, infective and
recovered individuals. In this note, we study the problem of
state estimation for such a model, subject to seasonal variations
and uncertainties in the measured incidence rate (assuming
continuous measurement), and design for this purpose a class
of nonlinear adaptive observers. Asymptotic stability and ro-
bustness with respect to variation rates are ensured by an
appropriate choice of the observer gains as a function of the
state estimate, through the use of the theory of input-to-output
stability. Numerical experiments are presented to illustrate the
method efficiency.

I. INTRODUCTION

The SIR model with vital dynamics, see e.g. [1], [2], [3],
[4], is one of the most elementary compartmental model of
epidemics. It describes the evolution of the relative propor-
tions of three classes of a population of constant size, namely
the susceptibles S, capable of contracting the disease and
becoming infective; the infectives I, capable of transmitting
the disease to susceptibles; and the recovered R, permanently
immune after healing.

When the model parameters are constant, the evolution of
such a system is quite simple: depending upon the value of
the so-called basic reproduction ratio [3], [4], the system
converges towards a disease-free equilibrium that always ex-
ists, or towards an asymptotically stable endemic equilibrium
that appears when the previous one becomes unstable. On the
contrary, when the parameters are time-varying, complicated
dynamics may occur [5].

In the sequel we consider that the population is stationary,
but that the conditions of transmission of the considered
contagious disease depend upon time (e.g. through climate
conditions or seasonal behavior of the host population).
Moreover, we will consider that their knowledge is impre-
cise. On the other hand, the only measurement available on
the system will be the host incidence, i.e. the number of new
infected per unit time, an information typically accessible to
the Public Health Services. Notice that this quantity is a
nonlinear function of the state variable.
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Our goal in this paper is to estimate at the same time the
proportions of the three populations, and the value of the
time-varying transmission rate. If available, such observer
could be used for epidemic outbreak forecasting, or concep-
tion of early warning systems.

Notice that interval observers of the state variable alone
have been proposed in [6] for the same system. Similarly to
the situation presented in this reference, the epidemiological
system studied here is unobservable in absence of infected
hosts.

It is worth stressing that the output is a polynomial
function of the state in our case, and despite the fact that
the system equations are linear with respect to output and
state, the observer design problem is highly nonlinear. The
existing approaches cannot be applied [7], [8], so we develop
a new stability and robustness analysis for the considered es-
timation problem, whose generalization can be an important
and challenging problem for future research.

The paper is organized as follows: in Section II, the mathe-
matical model is described, as well as the problems addressed
in this work. State observers are designed in Section III and
preliminary stability results are shown. In Section IV, an
estimate for the time-varying transmission rate is constructed.
Finally Section V contains the stability analysis for the
proposed global observers. Numerical examples can be found
in Section VI.

II. PROBLEM STATEMENT

Consider a basic SIR model:

Ṡ(t) = µ−β (t)S(t)I(t)−µS(t), (1a)
İ(t) = β (t)S(t)I(t)− (γ +µ)I(t), (1b)
Ṙ(t) = γI(t)−µR(t), (1c)
y(t) = β (t)S(t)I(t), (1d)

where S(t), I(t), R(t) ∈ [0,1] represent normalized popula-
tions of susceptible, infected and recovered groups of indi-
viduals, respectively. The quantity y(t) ∈ R+, seen here as
the measurement output, represents the incidence rate of the
disease, that is the number of new infectives per time unit.
This rate is typically available from epidemiological surveil-
lance system. The parameters 0 < µ < γ < +∞ (mortality
and recovery rates, respectively) are supposed to be known,
while the piecewise continuous function β :R+→R+, which
represents the infection rate, is unknown and subject to
seasonal variations.

The infection induces no supplementary mortality in the
population, and the latter is supposed to be stationary, so by
construction Ṡ+ İ+ Ṙ≡ 0. We will assume that the following



property is initially fulfilled, and therefore conserved during
the whole evolution:

S(t)+ I(t)+R(t) = 1, ∀t ≥ 0. (2)

It is straightforward to verify that the model (1) has non-
negative solutions for non-negative initial conditions (see
also [6, Lemma 3.1]).

The question considered in this paper is: how to estimate
the values of all populations S(t), I(t),R(t) and the infection
rate function β (t), based on the measurement of y(t)? An
important point is that, for relevant applications, the value
of µ is quite smaller than γ , while the convergence of
the observer typically needs to be guaranteed with a pace
comparable to γ .

III. OBSERVING THE POPULATION OF THE
COMPARTMENTS

Due to the structure of system (1) and the imposed
assumption (2), the model can be simplified by skipping the
dynamics of R(t):

Ṡ(t) = µ− y(t)−µS(t), (3a)
İ(t) = y(t)− (γ +µ)I(t), (3b)
y(t) = β (t)S(t)I(t). (3c)

We introduce the following class of observers for the popu-
lation variables S(t) and I(t):

˙̂S(t) = µ− y(t)−µ Ŝ(t)+ `1(y(t)− ŷ(t)), (4a)
˙̂I(t) = y(t)− (γ +µ)Î(t)+ `2(y(t)− ŷ(t)), (4b)

ŷ(t) = β̂ (t)Ŝ(t)Î(t), (4c)

where Ŝ(t), Î(t), ŷ(t), β̂ (t)∈R are estimates of S(t), I(t), y(t)
and β (t), respectively. The quantities `1, `2 ∈R are observer
gains to be adjusted. The equation for adaptation of β̂ (t) will
be given later.

As it can be concluded from equations (4), the observer
has the structure of the model (3) with an output injection,
thus being rather standard. However, the term ŷ(t), used in
the output injection, contains a cubic term in the estimating
variables, which makes the stability analysis of this observer
a complicated problem. The following result is similar to [6,
Lemma 3.2], and can be proven by using results in [9], [10].

Lemma 1: Let

`1 ≥ 1, `2 ≥−1, (5)

then
Ŝ(t)≥ 0, Î(t)≥ 0 ∀t > 0

provided that Ŝ(0)≥ 0, Î(0)≥ 0.
The non-linearity of the observer (4) is evident considering

the dynamics of estimation errors:

eS(t) = S(t)− Ŝ(t), eI(t) = I(t)− Î(t),

which takes the form:

ėS(t) = −µeS(t)− `1(y(t)− ŷ(t))

= −(µ + `1β (t)Î(t))eS(t)− `1[β (t)Ŝ(t)eI(t)

+β (t)eS(t)eI(t)+(β (t)− β̂ (t))Ŝ(t)Î(t)], (6a)
ėI(t) = −(γ +µ)eI(t)− `2(y(t)− ŷ(t))

= −(γ +µ + `2β (t)Ŝ(t))eI(t)− `2[β (t)Î(t)eS(t)

+β (t)eS(t)eI(t)+(β (t)− β̂ (t))Ŝ(t)Î(t)], (6b)

where the equations were developed with respect to the
observer variables Ŝ(t), Î(t) for ease of further analysis.
The system (6) can be interpreted as a time-varying system
(through the terms β (t), Î(t), Ŝ(t) and their products) with
the external input (β (t)− β̂ (t))Ŝ(t)Î(t).

Let us show that under mild conditions the system (3),
(4) is uniformly input-to-output stable (IOS) [11], [12] with
respect to this input and the estimation errors eS and eI as
the outputs (to show input-to-state stability of the system,
an additional analysis of the dynamics of (3) would have to
be performed). For this, introduce the following Lyapunov
function candidate for (6):

W (eS,eI) = |eS|+
`1

`2
|eI |, (7)

which is positive definite for

`1 ≥ 1, `2 > 0 (8)

satisfying (5).
Lemma 2: Assume that the condition (8) is verified and

that
|eS(t)| ≤ λ , |eI(t)| ≤ λ , ∀t ∈ [0,T ) (9)

for some 0 < λ ≤ 1 and T > 0. Then for ε ∈ (0,µ)

W (t)≤ e−εtW (0)+2
`1

ε
sup

τ∈[0,t]
|β (τ)− β̂ (τ)||Ŝ(τ)Î(τ)|

for all t ∈ [0,T ) provided that

2`1β ≤ µ− ε

λ
+

`1

`2

γ +µ− ε

λ
. (10)

The proof of this lemma is based on Lemma 1 and on the
following estimate for the Lyapunov function W :

Ẇ ≤ −εW − (µ− ε)|eS|−
`1

`2
(γ +µ− ε)|eI | (11)

+2`1β |eI ||eS|+2`1|β − β̂ ||ŜÎ|

for some 0 < ε < µ .
Thus, under the conditions (8), (9) and (10), the system

(3), (4) possesses a kind of uniform IOS property with
respect to the input (β (t)− β̂ (t))Ŝ(t)Î(t) and the output
[eI eS]

T , and W defined in (7) is its IOS Lyapunov function.
Note that the restriction (9) for λ ≤ 1 does not imply a local
result since S(t), I(t)∈ [0,1] for all t ≥ 0, then the estimation
errors may stay in the interval [−1,1].



IV. ESTIMATING THE TRANSMISSION RATE β

We now complete the observer equation (4) by defining
an observer for β (t) as follows:

˙̂
β (t) = ρ(y(t)− ŷ(t))sign(Ŝ(t)Î(t)), (12)

where ρ > 0 is a tuning parameter, β̂ (0) ≥ 0. Since
sign(Ŝ(t)Î(t)) = 1 under the condition (5), then the sign can
be skipped in the formula above.

Notice that

y(t)− ŷ(t) = β (t)S(t)I(t)− β̂ (t))Ŝ(t)Î(t)

= (β (t)− β̂ (t))Ŝ(t)Î(t)

+β (t)[eS(t)eI(t)+ Î(t)eS(t)+ Ŝ(t)eI(t)],

and (12) can then be rewritten as follows:
˙̂
β (t) = ρ(β (t)− β̂ (t))|Ŝ(t)Î(t)|

+ρβ (t)[eS(t)eI(t)+ Î(t)eS(t)

+Ŝ(t)eI(t)]sign(Ŝ(t)Î(t)),

representing the observer (12) as a linear time-varying system
in terms of the parameter estimation error eβ = β − β̂ and
an additive input proportional to the population estimation
errors eS, eI and their product.

Let us now show that the complete system (3), (4), (12)
admits a uniform IOS property with respect to the output eβ

and the input β

(
eSeI + ÎeS + ŜeI

)
+ β̇ . To this end consider

the following Lyapunov function:

U(eβ ) = |eβ |. (13)

Lemma 3: Assume that

|Ŝ(t)Î(t)| ≥ η ∀t ∈ [0,T ) (14)

for some η > 0 and T > 0, then for all t ∈ [0,T )

U(t)≤ e−ρηtU(0)+η
−1 sup

τ∈[0,t]

{
β (τ)|eS(τ)eI(τ)

+Î(τ)eS(τ)+ Ŝ(τ)eI(τ)|+ρ
−1|β̇ (τ)|

}
.

The proof of this lemma uses the following estimate on
the derivative of U :

U̇ ≤−ρ|eβ ||ŜÎ|+ρβ |eSeI + ÎeS + ŜeI |+ |β̇ (t)|. (15)

The restriction (14) is a kind of persistence of excitation
condition, which is a usual requirement for estimation of
parameters in adaptive control and identification [8]. It is
typically verified on finite intervals of time, during the
epidemic bursts.

V. STABILITY ANALYSIS AND MAIN RESULT

Under some mild conditions for the model (3), we have
established that the state observer (4) is IOS from the input
proportional to the parameter estimation error eβ to the
output represented by the state estimation errors [eI eS]

T ,
while the parameter observer (12) admits a similar kind of
property from the input proportional to [eI eS]

T and the output
eβ with an external input β̇ . Thus, both observers form a

feedback interconnection, which is stable under a properly
established small-gain condition [13].

Consider the following Lyapunov function for the com-
plete system (3), (4), (12):

V (eS,eI ,eβ ) =W (eS,eI)+bU(eβ ) = |eS|+
`1

`2
|eI |+b|eβ |,

(16)
where b > 0 is a constant parameter defined later. Under (8)
and following (11) and (15), the derivative of this Lyapunov
function admits an upper estimate:

V̇ ≤ −µ|eS|−
`1

`2
(γ +µ)|eI |+2`1β |eI ||eS|

+(2`1−bρ)|eβ |ŜÎ +bρβ |eSeI + ÎeS + ŜeI |+b|β̇ |

≤ −(µ−bρβ Î)|eS|−
{
`1

`2
(γ +µ)−bρβ Ŝ

}
|eI |

+β (2`1 +bρ)|eI ||eS|+(2`1−bρ)|eβ |ŜÎ +b|β̇ |.

Taking into account the result of Lemma 1, the condition
(9) and imposing S(t), I(t) ∈ (0,1) we obtain that

0 < Ŝ(t)≤ 1+λ , 0 < Î(t)≤ 1+λ

for all t ∈ [0,T ). Then for bρ = (2+α)`1, where α > 0 is a
design parameter, we get:

V̇ ≤ −(µ− (2+α)`1β Î)|eS|
−{`1`

−1
2 (γ +µ)− (2+α)`1β Ŝ}|eI |

+(4+α)β`1|eI ||eS|−α`1|eβ |ŜÎ +b|β̇ |
= −εW −α`1|eβ |ŜÎ +b|β̇ |+g(eI ,eS),

g(eI ,eS) = −(µ− ε− (2+α)`1β Î)|eS|
−`1

{
`−1

2 (γ +µ− ε)

−(2+α)β Ŝ
}
|eI |+(4+α)β`1|eI ||eS|

with ε ∈ (0,µ). Now, we would like to guarantee the
following series of inequalities, by an adequate choice of
`1 and `2:

µ− ε− (2+α)`1β Î > 0,

`−1
2 (γ +µ− ε)− (2+α)β Ŝ > 0,

g(eI ,eS)≤ 0,

in order to conclude

V̇ ≤−εW −α`1|eβ |ŜÎ +b|β̇ |. (17)

Under (9) this series of inequalities has a solution for `1 and
`2 if:

γ +µ− ε

β

(
(4+α)λ +(2+α)

(
Ŝ+ Î

)) < `2 <
γ +µ− ε

(2+α)β
(

Ŝ+ Î
) , (18)

µ− ε

(2+α)β Î
> `1 ≥ 1,

where all bounds are either functions of known parameters
(i.e. µ , γ) and tuning gains (i.e. ε , λ and α) or measured
variables Ŝ(t) and Î(t), and the only uncertain variable is
β (t).

We are now in position to state our main result.



Theorem 1: Assume that

β (t) ∈ [βmin,βmax], ∀t ∈ [0,T )

for some known βmin,βmax ∈ R+, where

βmin < βmax <
3
2

βmin. (19)

Let ε,κ,α be positive constants such that

ε < µ, κ < 0.25, βmax < βmin

(
1+

4+α

8+4α

)
. (20)

Choose the gains `1, `2 such that `2 ≤ `1 for any t, and
γ +µ− ε

βmin

(
4+α +(2+α)

(
Ŝ(t)+ Î(t)

)) < `2

<
γ +µ− ε

βmax(2+α)
(

Ŝ(t)+ Î(t)
) , (21a)

1≤ `1 <
µ− ε

βmax(2+α)Î(t)
, (21b)

and the initial conditions such that

eS(0)≤ κ, eI(0)≤ κ
`2

`1
, eβ (0)≤

βmax−βmin

2
.

Then on any interval [0,T ] on which (14) holds, the condition
(9) is satisfied with λ = 1, and

V (t)≤ e−min{ε, ηα

b }t V (0)+max
{

b
ε
,

1
ηα

}
sup

s∈[0,t)
|β̇ (s)|,

∀t ∈ [0,T ),

for any constants b and η that fulfill

b≤ 2
κ

βmax−βmin
, (22)

sup
t∈[0,T )

|β̇ (t)| ≤min
{

ε
βmax−βmin

2
,ηακ

}
. (23)

Note that due to imposed restrictions on the initial con-
ditions eS(0), eI(0) and eβ (0), the obtained stability results
have a local nature.

Proof: It is straightforward to verify that the interval γ +µ− ε

βmin

(
4+α +(2+α)

(
Ŝ+ Î

)) , γ +µ− ε

βmax(2+α)
(

Ŝ+ Î
)


is not empty under the introduced restriction (20), and the
inequalities (18) with λ = 1 follow from (21). Since κ < 0.25
and `2 ≤ `1, the condition (9) with λ = 1 is true at t = 0.
Assume by contradiction that the estimate (17) is satisfied
for t ∈ [0, t ′) with some t ′ > 0 when the condition (9) is the
first time violated. If the restriction (14) is valid for some
η > 0, then (17) can be rewritten as follows:

V̇ ≤−ρV +b sup
s∈[0,t)

|β̇ (s)|, ρ = min
{

ε,
ηα`1

b

}
for all t ∈ [0, t ′), and thus:

V (t)≤ e−ρtV (0)+
b
ρ

sup
s∈[0,t)

|β̇ (s)|

for all t ∈ [0, t ′). Since V (0)≤ 2κ +b βmax−βmin
2 and

V (t)≤ 2κ +b
βmax−βmin

2
+

b
ρ

sup
s∈[0,t)

|β̇ (s)|

the conditions (23) imply that

b
βmax−βmin

2
≤ κ,

b
ρ

sup
t∈[0,T )

|β̇ (t)| ≤ κ,

which results in

V (t)≤ 4κ < 1 t ∈ [0, t ′)

that contradicts the definition of t ′. Therefore, the condition
(9) with λ = 1 and (17) are true for all t ∈ [0,T ).

Remark 1: It is straightforward to check that the condition
(19) is equivalent to the existence of α > 0 fulfilling the last
inequality of (20). �

Remark 2: Under the hypotheses of Theorem 1, if in
addition β̇ (t) = 0 and all the other properties are satisfied
for all t ≥ 0, then

lim
t→+∞

eS(t) = lim
t→+∞

eI(t) = lim
t→+∞

eβ (t) = 0. �

According to Theorem 1, in order to implement the
observer (4), (12), the gains `1, `2 and ρ can be selected
as follows:

`1 = max
{

1,
µ− ε

(2+α)βmax Î

}
,

`2 = min

1,
γ +µ− ε

βmax(2+α)
(

Ŝ+ Î
)
 , (24)

ρ = `1
2+α

2κ
(βmax−βmin) ,

where ε ∈ (0,µ), κ ∈ (0,0.25) and α > 0 are free tuning
parameters, κ is related with initial estimation error. From
the inequality

Î(t)≤ µ− ε

βmax(2+α)

the validity of conditions of Theorem 1 can be monitored (it
is suitable for initial phase of an epidemic). Since the value
of `1 is growing for small values of Î, then an additional
saturation of this gain is desirable during implementation.

Remark 3: Adapting the considerations in [14], one may
show that the condition (14) can be replaced with the
following relaxed restriction:∫ t

0
|Ŝ(s)Î(s)| ds≥ ηt, ∀t ∈ [0,T )

for some T > 0 and η > 0, at the price of more complex
mathematical statements and estimates on upper bounds of
trajectories and convergence rates. The proof is omitted here
for the sake of space. �

Remark 4: The designed observer guarantees the estima-
tion of the system states S, I and the time-varying parameter
β with a static error proportional to β̇ . To improve its



Fig. 1. The results of estimation for (12)

accuracy, a sliding mode term can be introduced in (12)
through the equation:

˙̂
β (t) = [ρ(y(t)− ŷ(t))+ρ

′sign(y(t)− ŷ(t))]sign(Ŝ(t)Î(t)),
(25)

where ρ ′ > 0 is another tuning gain admitting the restriction:

ρ
′ ≥ b sup

t∈[0,T )
|β̇ (t)|.

The corresponding proof is omitted here for the sake of
space. �

VI. NUMERICAL EXPERIMENTS

Select

µ =
1

70
year−1, γ =

365
7

year−1, βmin = 416, βmax = 624,

and for simulation

β (t) = 520(1+0.18cos(5t)).

Take `1, `2, ρ as in (24) with ε = 0.1µ , κ = 0.1 and α =
0.1 (the values of `1 and ρ will be saturated by 100 during
simulation), and

S(0)= 0.6, I(0)= 10−6, Ŝ(0)= 0.5, Î(0)= 10−7, β̂ (0)= 520,

then the conditions of Theorem 1 are satisfied. The results of
the estimation for the observer (4), (12) and T = 1 year are
shown in Fig. 1 and for the observer (4), (25) in Fig. 2 (the
blue lines represent the estimates generated by the observers,
while the red lines correspond to outputs of the model (3)).
As we can conclude from these results, the estimations of S
and I are always obtained faster than in 1 month, while the
estimation of β is well provided by (25).

Fig. 2. The results of estimation for (25)

VII. CONCLUSION

The problem of estimating the states S(t), I(t) and the
time-varying parameter β (t) has been considered for a SIR
model (3) using the incidence rate y(t) = β (t)I(t)S(t) as the
(nonlinear) measured signal, where the transmission rate β (t)
is uncertain. A nonlinear adaptive observer has been designed
ensuring the estimation with a bounded error proportional
to the variation speed β̇ of the parameter β . The stability
and robustness properties are established analytically using
the theory of input-to-output stability and the small-gain
approach. The efficiency of the obtained solution is demon-
strated in numerical experiments. As a direction of future
research the development of a discrete measurement-based
observer can be indicated. Another interesting feature for
further analysis is robustness with respect to the measure-
ment noise of this nonlinear adaptive observer.
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