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The extraction of the relevant and debated opinions from on-
line social media and commercial websites is an emerging
task in the opinion mining research field. Its growing rele-
vance is mainly due to the impact of exploiting such tech-
niques in different application domains from social science
analysis to personal advertising. In this paper, we present
SMACk, our opinion summary system built on top of an ar-
gumentation framework with the aim to exchange, commu-
nicate and resolve possibly conflicting viewpoints. SMACk
allows the user to extract debated opinions from a set of doc-
uments containing user-generated content from online com-
mercial websites, and to automatically identify the mostly
debated positive aspects of the issue of the debate, as well
as the mostly debated negative ones. The key advantage of
such a framework is the combination of different methods,
i.e., formal argumentation theory and natural language pro-
cessing, to support users in making more informed decisions,
e.g., in the context of online purchases.

Keywords: Argumentation Theory, Opinion Mining, Aspect
Extraction

1. Introduction

Argumentation theory is a reasoning model based on
the construction and evaluation of information pieces
called arguments. Arguments are supposed to support,
contradict, and explain statements, and they are used
to support decision making [52]. Argumentation the-
ory involves different ways for analyzing arguments

*This paper is an extended version of the demo paper published
at IJCAI-2016 [16].

and their relationships. A famous framework is the one
called abstract argumentation proposed by Dung [19],
which views each argument as an abstract entity and
in which arguments are related to each other by means
of attack relations. What distinguishes argumentation-
based discussions from other approaches is that pro-
posals can be supported by the arguments that justify,
or oppose, them. This permits a greater flexibility than
in other decision-making and communication schemes
since, for instance, it makes it possible to persuade the
other actors involved in the discussion to change their
view of (or opinion about) a claim by identifying infor-
mation or knowledge that is not being considered, or
by introducing a new relevant factor in the middle of
a negotiation or to resolve an impasse. Indeed, in the
process of making a decision (or in a debate), we have
to consider the opinion of all the people involved in the
process. Such opinions are subjective statements that
represent people’s sentiments, emotions, perceptions,
and mood about a particular object or subject.

Opinion mining [34] aims at analyzing texts about a
given subject or topic, written in a natural language, to
classify them with respect to the opinion they are sup-
posed to convey or more specifically, with respect to
the polarity (negative, positive or neutral) or emotions
of the authors of such texts. Such natural language doc-
uments can be analyzed at three different levels: (i) at
a sentence level — in this case we are interested in
extracting the opinion or sentiment behind one single
sentence; (ii) at a document level — in this case we are
interested in the overall opinion or sentiment behind
the entire document, and (iii) at an aspect level — in
this case we are interested in a more fine-grained opin-
ion or sentiment associated to the most relevant aspects
or features in the document.

Concerning the particular case of sentiment analy-
sis [34], the analysis at document and sentence levels
allows us to extract a global feeling behind the docu-
ment or the sentence. However, as pointed out by Chin-
sha and Joseph [10] for example, the authors of reviews
often convey more than one single feeling in a single
review by describing their sentiment about different as-
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pects of the same subject. Let us consider the follow-
ing text from a restaurant review: “Good food but the
restaurant’s location is too far from the city center”).
In this example, we can distinguish two aspects, i.e.,
“food” and “location”, with a positive sentiment with
respect to the food, and a negative sentiment with re-
spect to the location of the restaurant. If we contextu-
alize this sentence in a debate, the final overall senti-
ment of the author about the restaurant will depend on
how she/he will be convinced by others about this sub-
ject, i.e., it will depend on the strength of the arguments
for and against the two considered aspects. However, a
single system combining all these components is cur-
rently lacking.

More precisely, a framework aiming at combin-
ing aspect-based opinion mining methods to deal
with the extraction of the aspects and their polar-
ities in natural language documents together with
formal argumentation theory to deal with the ef-
ficient computation of the arguments’ strengths is
needed. The advantage of this combined framework
is twofold. On the one hand, we want to build an ar-
gumentation graph by extracting, from opinion con-
tent, triples structured as 〈Aspect,Opinion,Attack〉 or
〈Aspect,Opinion,Support〉, where Aspect is a prop-
erty of an object (for instance, the “display” of a mon-
itor), and Opinion is a value connected with such a
property in the interval [0,1], where 0 represents the
most negative polarity (“bad” or “very bad”, depend-
ing on the granularity of the scale of judgment), 1 is
the most positive polarity (“good” or “very good”), and
values inbetween represent graded or mixed opinions.
On the other hand, we want to exploit implicit informa-
tion users provide supporting their viewpoint by adopt-
ing quick tagging facilities (for example, the “like” and
“dislike” buttons of some Web interfaces) to integrate
the generated argumentation framework with informa-
tion that is not explicitly mentioned in the text, but that
we are able to infer through the analysis of user ac-
tions. For instance, if the triple 〈“display”,1,Support〉
is extracted from a product review, and a user “likes”
such review, it means that all the nodes that will be in-
serted in the argumentation graph will have a further
Support information even if it has not been explicitly
mentioned in textual form.

In this paper, we present SMACk 1.0, our argumenta-
tion-based opinion mining framework which is fo-
cused on the analysis of online user-generated content.
More precisely, such a framework is based on the use
of abstract argumentation theory [19], and it supports
the detection and extraction of relevant opinions from
a set of textual documents.

The paper is organized as follows: Section 2 dis-
cusses the related work and compares it to the proposed
approach; in Section 3 some basics about abstract ar-
gumentation theory and fuzzy set theory are provided
together with the description of the linguistic resources
we used; Section 4 introduces the combined SMACk
framework; Section 5 presents the fuzzy labeling algo-
rithm for abstract argumentation introduced in [14] and
its empirical evaluation, and in Section 6 we detail the
approach implemented for extracting aspects from text.
Then, Section 7 presents the user interface we imple-
mented for supporting researchers and experts in data
analysis. Finally, the framework is evaluated in Sec-
tion 8. Conclusions end the paper.

2. Related Work

The proposed contribution embraces two research
fields, argumentation theory and aspect-based opinion
mining. To the best of our knowledge, it is the first
time that these disciplines are combined for improv-
ing the effectiveness of a real-world sentiment analy-
sis system. In this section, we give the context of each
research field by highlighting the most relevant work
which have inspired this contribution.

Aspect-Based Opinion Mining. Mining people’s opin-
ions may be included in the class of problems whose
solution requires the processing of textual information.
However, while techniques like information retrieval,
for example, aim at processing facts or objective state-
ments in order to extract useful information, opinion
mining aims at extracting the views, sentiments, emo-
tions, etc., from people’s judgements.

Generally, given a text, the goal of opinion min-
ing techniques is to infer the overall polarity of such
a text by summarizing user’s opinion [5]. Kumar and
Ravi [30] survey published literature from 2002 to
2015 in which different approaches to opinion min-
ing and sentiment analysis are described. In particu-
lar, we would like to stress the relevance with respect
to what we are proposing here of the ones concerning
the aspect-based sentence segmentation model and the
ones concerning the aspect-based review summariza-
tion model.

Recently, the need of performing a more fine-
grained analysis of the text emerged. Indeed, when
we express our views about a restaurant, a movie, or
the like, the reviews are not always global but ex-
press different sentiments about the different aspects
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we deem interesting enough to influence our global
sentiment. This task, known as “aspect-based senti-
ment analysis” [54], aims at detecting each single en-
tity feature mentioned in a document and to infer the
polarity of the text with respect to it. The importance
of this type of analysis task has grown significantly in
the last years. Initiatives dedicated to the comparison
of real-world systems have also emerged, such as Se-
mEval [46]. The systems usually presented at SemEval
implement supervised approaches trained with sample
datasets provided to participants.

Different kinds of supervised and unsupervised
learning approaches have been proposed for extract-
ing opinion targets and the opinion or sentiment con-
veyed by texts: most are based on conditional random
fields (CRF) [26,11,66,40]; others are based on hid-
den Markov models (HMM) [28], sequential rule min-
ing [33], dependency tree kernels [63], graph propaga-
tion [18], and clustering [56].

Supervised systems suffer from the necessity of
exploiting manually labeled training data for build-
ing their models. The consequence is the limitation
of the system validation in a production environment
where such systems have to be applied to several do-
mains. A time-saving way for overcoming this issue
is the adoption of unsupervised approaches. Unsuper-
vised approaches are mainly based on topic model-
ing [39,57,31,4,62,41,42] and syntactic rules designed
using dependency relations [69,61,63,65,50]. There
are also word frequency-based methods [25,55,47,68],
word alignment methods [36], and label propagation
methods [67].

Contributions described above are focused on the
analysis of single documents and do not support opin-
ion aggregation. If we extend the application of opin-
ion mining techniques to a repository of documents,
open challenges are (i) the detection of the most rele-
vant aspects mentioned by users, (ii) how such aspects
are considered by them, and (iii) the implementation
of a scalable approach for managing a huge amount of
documents.

The extraction of relevant information from a text
is an activity usually performed by text summariza-
tion systems [43]. Text summarization aims to extract
key information from a text, which is then presented to
users as summaries or, in some cases, as lists of rele-
vant keywords. The extraction task can be done on a
single document or on a set thereof [35]. The main ad-
vantage of applying text summarization techniques is
the possibility to relieve users from reading entire doc-
uments containing irrelevant details with respect to the
topic of the document and the final goal of users.

While text summarization is the most suitable solu-
tion when parts of the documents are not particularly
informative from the user perspective, they are not a
solution when the goal is to go beyond the extraction
of interesting information from texts.

In the scenario proposed in this paper, the adoption
of text summarization approaches would not be the
most suitable solution for the following reasons. First
of all, the considered documents already contain only
relevant information. Indeed, generally, when a user
writes a review, she does not spend a lot of time and
space to contextualize the review, but she provides only
the most important aspects she wants to share with the
community. Therefore, it is not requested to summa-
rize documents content, but to aggregate the different
opinions they express. Second, the desired output of
the analysis of user-generated content is not only the
extraction of the most relevant aspects, but the detec-
tion of the most debated ones about a particular topic.
The approach has to be able to extract all the aspects
of the given topic and to rank them from several per-
spectives (user agreement, user disagreement, polari-
ties, etc.).

Two real-world implementations of unsupervised
systems are presented by Popescu and Etzioni [48],
and Bjorkelund et al. [3]. The former presents OPINE,
a review-mining system able to perform aspect-based
sentiment analysis and opinion ranking in an unsuper-
vised way using relaxation labeling. The latter exploits
aspects extracted from hotel reviews to support user
decisions and to suggest effective visualizations of cus-
tomers’ reviews. This use of visualization is a remark-
able common point with our work; however, we go
steps beyond (i) by integrating argumentation theory in
the aspect extraction task, (ii) by using external knowl-
edge for clustering semantic similar aspects, (iii) by
building a knowledge graph representing the connec-
tions between users and aspects extracted from a whole
reviews’ repository, and (iv) by integrating a labeling
algorithm of the knowledge graph in order to detect
most relevant information for supporting users’ deci-
sion.

Argumentation and Opinion Mining. There exist only
few approaches proposed in the literature coupling ar-
gumentation theory and opinion mining. Argumenta-
tion is applied to opinion mining by Grosse and col-
leagues [22]. In this article, the authors extract a partic-
ular version of arguments they called “opinions” based
on incrementally generated queries. Given a query,
they model an opinion supporting it as a set of aggre-
gated tweets along with a prevailing sentiment, which
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can be attacked by alternative counter-opinions. As a
final result, they obtain what they call a conflict tree,
rooted in the first original query, in a way that resem-
bles dialectical trees in argumentation. Their final goal
is to detect conflicting elements in an opinion tree to
avoid potentially inconsistent information.

Argumentation mining [44,32] certainly shares some
analogies with opinion mining and sentiment analy-
sis, as highlighted also by Habernal et al. [23], even if
the goals of the two differ: the goal of opinion mining
is to understand what people think about something,
while the aim of argumentation mining is to under-
stand why, which implies looking for causes and rea-
sons rather than just for opinions and sentiments. In
the context of argument mining techniques, opinion-
ated claim analysis has been addressed by Rosenthal
and McKeown [53]. The authors released two datasets
of 2,000 sentences each, with the purpose of extract-
ing so-called opinionated claims. These consist of 285
LiveJournal blogposts and 51 Wikipedia discussion
forums, respectively. They address a problem that is
closer to sentiment analysis, and their aim is to detect
assertions containing some belief, of the truth of which
a user is attempting to convince an audience. Argumen-
tative opinion analysis has been addressed by Saint-
Dizier and colleagues [60], with the TextCoop plat-
form, which basically constructs arguments from opin-
ions and supportive elements such as illustrations and
evaluative expressions, by using a set of handcrafted
rules that explicitly describe rhetorical structures.

Both the goals and the adopted methodologies of
these contributions are different from the one we
present in this paper. Actually, the main difference is
that we do not exploit opinion mining for argument
mining tasks, e.g., argument or relation extraction, but
we use abstract argumentation theory together with the
fuzzy labeling algorithm, to organize the information
extracted and classified through opinion mining meth-
ods, and support users in decision making.

3. Preliminaries

In this section, we provide some insights about ab-
stract argumentation theory and fuzzy sets.

3.1. Abstract argumentation theory

We provide the basics of Dung-like abstract argu-
mentation theory [19].

Definition: (Abstract argumentation framework) An
abstract argumentation framework is a pair 〈A ,→〉
where A is a set of elements called arguments and
→⊆ A ×A is a binary relation called attack. We say
that an argument Ai attacks an argument A j if and only
if (Ai,A j) ∈→.

Dung [19] presents several acceptability semantics
which produce zero, one, or several sets of accepted
arguments. These semantics are grounded on two main
concepts, called conflict-freeness and defence.
Definition: (Conflict-free, Defence) Let C ⊆ A . A set
C is conflict-free if and only if there exist no Ai,A j ∈C
such that Ai → A j. A set C defends an argument Ai if
and only if for each argument A j ∈ A if A j attacks Ai
then there exists Ak ∈C such that Ak attacks A j.
Definition: (Acceptability semantics) Let C be a conflict-
free set of arguments, and let D : 2A 7→ 2A be a func-
tion such that D(C) = {A |C defends A}.

– C is admissible if and only if C ⊆D(C).
– C is a complete extension if and only if C =D(C).
– C is a grounded extension if and only if it is the

smallest (w.r.t. set inclusion) complete extension.
– C is a preferred extension if and only if it is a max-

imal (w.r.t. set inclusion) complete extension.
– C is a stable extension if and only if it is a

preferred extension that attacks all arguments in
A \C.

The concepts of Dung’s semantics are originally
stated in terms of sets of arguments. We can also ex-
press these concepts using argument labeling [27,59,
7]. In a reinstatement labeling [7], an argument is la-
beled “in” if all its attackers are labeled “out” and it
is labeled “out” if it has at least an attacker which is
labeled “in”.
Definition: (AF-labeling [7]) Let 〈A ,→〉 be an ab-
stract argumentation framework. An AF-labeling is a
total function lab : A → {in, out, undec}. We define
in(lab) = {Ai ∈ A | lab(Ai) = in}, out(lab) = {Ai ∈
A | lab(Ai) = out}, undec(lab) = {Ai ∈ A | lab(Ai) =
undec}.
Definition: (Reinstatement labeling [7]) Let lab be an
AF-labeling. We say that lab is a reinstatement label-
ing iff it satisfies the following:

– ∀Ai ∈ A : (lab(Ai) = out ≡ ∃A j ∈ A : (A j→ Ai∧
lab(A j) = in)) and

– ∀Ai ∈ A : (lab(Ai) = in ≡ ∀A j ∈ A : (A j → Ai ⊃
lab(A j) = out)) and

– ∀Ai ∈ A : (lab(Ai) = undec ≡ ∃A j ∈ A : (A j →
Ai ∧¬(lab(A j) = out))∧ @Ak ∈ A : (Ak → Ai ∧
lab(Ak) = in).



5

A reinstatement labeling is called illegal if the above
conditions do not hold.
Definition: (Complete, grounded, preferred and stable
labeling) lab is a complete labeling if there are no ar-
guments illegally in, illegally out, or illegally undec.
We say that lab is a

– grounded, iff in(lab) is minimal (w.r.t. set inclu-
sion);

– preferred, iff in(lab) is maximal (w.r.t. set inclu-
sion);

– stable, iff undec(lab) = /0

3.2. Fuzzy Sets

Fuzzy sets [64] are a generalization of classical
(crisp) sets obtained by replacing the characteristic
function of a set A, χA, which takes up values in {0,1}
(χA(x) = 1 iff x ∈ A, χA(x) = 0 otherwise) with a mem-
bership function µA, which can take up any value in
[0,1]. The value µA(x) or, more simply, A(x) is the
membership degree of element x in A, i.e., the degree
to which x belongs in A.

A fuzzy set is completely defined by its membership
function. Therefore, it is useful to define a few terms
describing various features of this function. Given a
fuzzy set A, its core is the (conventional) set of all ele-
ments x such that A(x) = 1; its support, supp(A), is the
set of all x such that A(x) > 0. A fuzzy set is normal
if its core is nonempty. The set of all elements x of A
such that A(x)≥ α, for a given α ∈ (0,1], is called the
α-cut of A, denoted Aα.

The usual set-theoretic operations of union, intersec-
tion, and complement can be defined as a generaliza-
tion of their counterparts on classical sets by introduc-
ing two families of operators, called triangular norms
and triangular co-norms. In practice, it is usual to em-
ploy the min norm for intersection and the max co-
norm for union. Given two fuzzy sets A and B, and an
element x,

(A∪B)(x) = max{A(x),B(x)}; (1)

(A∩B)(x) = min{A(x),B(x)}; (2)

Ā(x) = 1−A(x). (3)

Finally, given two fuzzy sets A and B, A⊆B if and only
if, for every element x, A(x)≤ B(x).

3.3. Sentiment Lexicons

Sentiment Lexicons are used for associating each
term with a polarity value. Terms having such an as-
sociation are called “opinion words” and they are used
for estimating the polarity of a given sentence. Associ-
ating a polarity value to a specific word is a task that
has been addressed by different perspectives. The re-
sults have been the availability of different resources
that can be easily integrated within real-world systems.
In SMACk, we decided to aggregate polarity values
coming from three resources freely available: Sentic-
Net [6], the General Inquirer vocabulary 1 [45], and the
MPQA dictionary2 [15].

SenticNet is a publicly available resource for opin-
ion mining that exploits both artificial intelligence and
semantic Web techniques to infer the polarities asso-
ciated with common-sense concepts and to represent
them in a semantic-aware format. In particular, Sentic-
Net uses dimensionality reduction to calculate the af-
fective valence of a set of Open Mind3 concepts and
it represents them in a machine accessible and pro-
cessable format. The development of SenticNet was
inspired by SentiWordNet [1], a lexical resource in
which each WordNet synset is associated to three nu-
merical scores describing how objective, positive, and
negative the terms contained in each synset are. The
differences between SenticNet and SentiWordNet are
basically three: (i) in SentiWordNet, each synset is as-
sociated to a three-valued representation (the objec-
tivity of the synset, its positiveness, and its negative-
ness), while in SenticNet there is only one value be-
longing to the [−1,1] interval for representing the po-
larity of the concept; (ii) SenticNet provides the senti-
ment model of more complex common-sense concepts,
while SentiWordNet is focused on assigning polarities
to WordNet synsets: for instance, in SenticNet, com-
plex concepts like “make good impression”, “look at-
tractive”, “show appreciation” , “being fired”, “leave
behind”, or “lose control” are used for defining positive
or negative situations; and (iii) completely neutral con-
cepts are not reported. SenticNet contains 30,000 po-
larity concepts and it may be connected with any kind
of opinion mining application. For example, after the
de-construction of the text into concepts through a se-
mantic parser, SenticNet can be used to associate po-
larity values to these and, hence, to infer the overall

1http://www.wjh.harvard.edu/ inquirer/spreadsheet guide.htm
2http://mpqa.cs.pitt.edu/corpora/mpqa corpus/
3http://realitycommons.media.mit.edu/
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polarity of a clause, sentence, paragraph, or document
by averaging such values.

The General Inquirer is an English-language dic-
tionary containing almost 12,000 elements associated
with their polarities in different contexts. Such dictio-
nary is the result of the integration between the “Har-
vard” and the “Lasswell” general-purpose dictionar-
ies as well as a dictionary of categories defined by
the dictionary creators. When necessary, for ambigu-
ous words, specific polarity for each sense is specified.
For every word, a set of tags is provided in the dictio-
nary. Only a subset of them are relevant to the opinion
mining topic and, thus, exploited in this work:

– Valence categories: the two well-known “posi-
tive” and “negative” classifications.

– Semantic dimensions: these tags reflect semantic
differential findings regarding basic language uni-
versals. These dimensions are: “hostile”, “strong”,
“power”, “weak”, “submit”, “active”, and “pas-
sive”. A word may be tagged with more than one
dimension, if appropriate.

– Words of pleasure: these tags are usually also
classified positive or negative, with virtue indicat-
ing strength and vice indicating weakness. They
provide more focus than the categories in the pre-
vious two bullets. Such categories are “pleasure”,
“pain”, “feel”, “arousal”, “emotion”, “virtue”,
“vice”.

– Words reflecting presence or lack of emotional
expressiveness: these tags indicate the presence of
overstatement and understatement; trivially, such
tags are “overstated” and “understated”.

Other categories indicating ascriptive social tags rather
than references to places have been considered out
of the scope of the opinion mining topic and have
not been considered in the implementation of the ap-
proach.

Finally, MPQA is a sentiment lexicon built for
Multi-Perspective Question Answering purposes. The
lexicon contains around 8,222 terms annotated with
their polarity (“positive”, “negative”, and “neutral”)
and with their intensity level (“strong” and “weak”)
and a set of 10,000 sentences manually annotated
through the proposed annotation scheme. Indeed, be-
sides the classic association 〈word, polarity〉, the MPQA
lexicon implements a detailed annotation scheme that
identifies key components and properties of opinions,
emotions, sentiments, speculations, evaluations, and
private states [51]. This annotation scheme covers a
broad and useful subset of the range of linguistic ex-

pressions and phenomena employed in naturally oc-
curring text to express opinion and emotion. The pro-
posed annotation scheme is relatively fine-grained, an-
notating text at the word- and phrase-level rather than
at the level of the document or sentence. For every ex-
pression of a private state in each sentence, a private
state frame is defined. A private state frame includes
the source of the private state (i.e., that whose private
state is being expressed), the target (i.e., what the pri-
vate state is about), and various properties involving in-
tensity, significance, and type of attitude. An important
property of sources in the annotation scheme is that
they are nested, reflecting the fact that private states
and speech events are often embedded in one another.
The representation scheme also includes frames rep-
resenting material that is attributed to a source, but is
presented objectively, without evaluation, speculation,
or other type of private state by that source.

The lists of terms contained in the resources pre-
sented above do not overlap completely. The strat-
egy implemented within the SMACk platform consid-
ers words with a non-zero polarity value in at least
one of the integrated resources. For example, the word
“third” is not present neither in MPQA nor in Sen-
ticNet and has a polarity of 0 according to the Gen-
eral Inquirer. Consequently, it is not a valid opinion
word. On the other hand, the word “huge” has a pos-
itive value of 0.069 in SenticNet, a negative value of
−1 in MPQA and a value of 0 in the General Inquirer,
therefore, it is evaluated as opinion word even if lex-
icons express contrasting values. In case of contrast-
ing values, we did not investigate particular strategies
for aggregating them. SenticNet already implements
a continuous representation of polarity values. MPQA
uses a discrete scale [−1,0,1] that has been extended
to [−1,−0.5,0,0.5,1] by halving −1 and 1 when the
“weak” intensity level is present. For the General In-
quirer the same strategy adopted for the MPQA lex-
icon has been adopted by exploiting the semantic di-
mension of the dictionary for halving the−1 and 1 val-
ues. Finally, the three values are aggregated by using
the arithmetic average.

3.4. WordNet

WordNet4 [21] is a large lexical database of En-
glish nouns, verbs, adjectives, and adverbs grouped
into sets of cognitive synonyms called synsets, where
each synset expresses a distinct concept. In particu-

4https://wordnet.princeton.edu/
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lar, each synset represents a list of synonyms, intended
as words that denote the same concept and that are
interchangeable in many contexts. WordNet contains
around 117,000 synsets linked to each other by a small
set of “conceptual relations”, i.e., synonymy, hyper-
nymy, hyponymy, etc.. Additionally, a synset contains
a brief definition (“gloss”) and, in most cases, one or
more short sentences illustrating the use of the synset
members. Words having several distinct meanings are
represented in as many distinct synsets. Even if Word-
Net superficially resembles a thesaurus, there are some
important distinctions with respect to it. Firstly, Word-
Net does not define links between words, but between
specific senses of words; this way, words that are found
in close proximity to one another in the network are
semantically disambiguated. Secondly, WordNet la-
bels the semantic relations among words, whereas the
groupings of words in a thesaurus does not follow any
explicit pattern other than the similarity of their mean-
ings. In the implemented system, Wordnet’s compound
names list has been used to detect word sequences that
represent a single noun.

3.5. Stanford Core NLP

The preliminary textual analysis, consisting in con-
verting the raw input text in an annotated and struc-
tured representation, is performed through the Stanford
Core Natural Language Processing Library. Stanford
CoreNLP is an integrated framework providing a wide
range of natural language analysis tools. Each func-
tionality is provided by a specific module. Below, we
show the four modules of the CoreNLP library adopted
within the SMACk system.

The Pos Tagger (Part Of Speech Tagger) is a soft-
ware module aiming to assign a part of speech tag
(such as noun, verb, adjective, etc.) to every word
of a given sentence [29]. The Coref Annotator (Co-
reference resolution Annotator) generates co-reference
Chain Annotations representing groups of words re-
ferring to the same entity [12]. Chains are used to re-
solve pronoun references. The Parse Annotator (Parser
Annotator) [24] provides full syntactic analysis gener-
ating a tree grammar dependencies structure. Finally,
the Depparse Annotator (Dependency Parser Annota-
tor) [9] provides a representation of grammatical rela-
tions between words in a sentence producing graphs.

4. SMACk Framework

The SMACk framework is composed by three main
elements:

1. The Argument module (presented in Section 5)
is in charge of detecting and extracting rele-
vant sentences from raw natural language text.
As “relevant sentences”, we mean sentences con-
taining mentions of entity aspects or opinion
words. This module also has to extract the time-
line with which aspects are mentioned. This in-
formation is very important for building the ar-
gumentation graph.

2. The Sentiment module (presented in Section 6)
is in charge of inferring the polarity associated
with each aspect extracted by the Argument mod-
ule. Such an inference task is performed by tak-
ing into account the timeline detected by the Ar-
gumentation module. This way, it is possible to
continuously update the polarity of each aspect
within the discourse.

3. The Visualization module (presented in Sec-
tion 7) is in charge of showing in real-time (i)
how the extracted aspects are connected to each
other, (ii) how much such aspects are interesting
from the users’ community perspective, and (iii)
how the polarity of each aspect changes during
time.

In the remainder of the paper, we describe how these
modules have been integrated within the platform, ex-
ploiting a real-world use case to clarify the goal and
the results of SMACk. In particular, we consider a
set of product reviews belonging to one of the cate-
gories used within the Amazon website. We analyze
a set of 50,000 reviews extracted from the Dranziera
dataset [17].5 Then, we provide a couple of images
showing the user interface and how information is pre-
sented to the user.

Figure 1 provides a graphical representation of the
workflow executed for the analysis of each document
set. As document set, we mean a time-ordered set of
opinions expressed by users about the same domain,
where, for each domain, many aspects can be men-
tioned and not all aspects have to be mentioned in
all documents. The adoption of the time-ordered con-
straint is mandatory for detecting the attacks and the
supports with respect to a specific aspect. Such infor-
mation is used for building the argumentation graph.

5http://goo.gl/7jK4Rp
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Fig. 1. The information workflow implemented within the SMACk system.

Construction of the argumentation graph. The first
task is the construction of the argumentation graph
given a set of user-generated contents about the same
kind of product (for instance, “laptops”). For each text,
the set of aspects and the qualities associated with them
are extracted and stored under the form of structured
information into knowledge nodes. Each node contains
the following information:

– the average polarity expressed by users when they
mention the specific aspect;

– the number of mentions of the aspect in the whole
document set;

– the number of attacks to the opinion expressed
with respect to a specific aspect; and,

– the number of supports to the opinion expressed
with respect to a specific aspect.

All such information is exploited also by the Visu-
alization Module (described in Section 7) for properly
showing the graph summarization to users.

The result of this task is an argumentation graph
where we have a node for each aspect, an edge con-
necting two or more aspects if they are mentioned in
the same context, and a set of attack/support edges built
based on the discussions extracted from the document
set.

Extracting most interesting aspects. After the con-
struction of the argumentation graph, the second task
is the application of the labeling algorithm to compute
the most interesting aspects emerging from the argu-
mentation graph we constructed. In particular, the in-
tegration of the fuzzy labeling algorithm helps in the
identification of the most interesting aspects from the
user perspective.

This kind of analysis enables the extraction of rel-
evant information that can be used for different pur-
poses. For example:

– detecting which are the weaker aspects of a prod-
uct (or a service) in order to drive future actions
on possible product (or service) improvements;

– the exploitation of weak and strong aspects may
inspire the development of personalized adver-
tisement tools where information about the user
viewpoints may help in making advertisement
campaigns more effective;

– supporting users in making more informative de-
cisions without the need to dig in the huge amount
of (possibly technical) reviews about a product.

Besides the case study provided in this paper, the
SMACk framework can be applied to several contexts
with different levels of complexity. The main examples
are in the social science domain, where a huge amount
of texts needs to be analyzed for detecting the mood of
people with respect to different debated topics, or the
analysis of online user-generated content about prod-
ucts or services.

5. Fuzzy Labeling for Abstract Argumentation

In this section, we recall the main features of
the fuzzy labeling algorithm for abstract argumenta-
tion [14]. For a complete description of the algorithm
and its convergence theorem as well as the comparison
with the related approaches, we refer the reader to [14].
Moreover, we report about the implementation we de-
veloped to test the performance of the algorithm [13].

In order to account for the fact that arguments may
originate from sources that are trusted only to a certain
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degree, the (crisp) abstract argumentation structure de-
scribed in Section 3 may be extended by allowing grad-
ual membership of arguments in the set of arguments
A . We have that A is a fuzzy set of trustworthy argu-
ments, and A(A), the membership degree of argument
A in A , is given by the trust degree of the most reliable
(i.e., trusted) source that offers argument A,6

A(A) = max
s∈src(A)

τs, (4)

where src(A) is the set of sources proposing argument
A and τs is the degree to which source s ∈ src(A) is
trusted.
Definition: (Fuzzy AF-labeling) Let 〈A ,→〉 be an ab-
stract argumentation framework. A fuzzy AF-labeling
is a total function α : A → [0,1].

Such an α may also be regarded as (the member-
ship function of) the fuzzy set of acceptable arguments:
α(A) = 0 means the argument is outright unacceptable,
α(A) = 1 means the argument is fully acceptable, and
all cases inbetween are provided for.
Definition: (Fuzzy Reinstatement Labeling) Let α be
a fuzzy AF-labeling. We say that α is a fuzzy reinstate-
ment labeling iff, for all arguments A,

α(A) = min{A(A),1− max
B:B→A

α(B)}. (5)

The above definition combines two intuitive postu-
lates of fuzzy labeling: (1) the acceptability of an ar-
gument should not be greater than the degree to which
the arguments attacking it are unacceptable and (2) an
argument cannot be more acceptable than the degree to
which its sources are trusted: α(A)≤ A(A).

We can verify that the fuzzy reinstatement labeling
is a generalization of the crisp reinstatement labeling
of Definition 3.1, whose in and out labels are particu-
lar cases corresponding, respectively, to α(A) = 1 and
α(A) = 0. The intermediate cases, 0 < α(A)< 1 corre-
spond to a continuum of degrees of “undecidedness”,
of which 0.5 is but the most undecided representative.

In order to compute, given a fuzzy argumentation
framework, its fuzzy reinstatement labeling, we cast
this problem as a problem of finding a solution to a sys-
tem of n non-linear equations, where n = ‖supp(A)‖.
Since iterative methods are usually the only choice
for solving systems of non-linear equations, da Costa

6Here, we suppose that the agent is optimistic. To represent a
pessimistic behaviour, we should use the min operator, for example.

Pereira et al. [14] resort to this technique, by proposing
an iterative algorithm.

We denote by α0 = A the initial labeling, and by
αt the labeling obtained after the tth iteration of the
labeling algorithm.
Definition: Let αt be a fuzzy labeling. An iteration in
αt is carried out by computing a new labeling αt+1 for
all arguments A as follows:

αt+1(A) = min

A(A),
αt(A)+1− max

B:B→A
αt(B)

2

 .

(6)

This defines a sequence {αt}t=0,1,... of labelings
which always converges to a limit fuzzy labeling [14].
Moreover, the convergence speed is linear: in practice,
a small number of iterations is enough to compute the
limit up to the desired precision. The fuzzy labeling of
a fuzzy argumentation framework is thus the limit of
{αt}t=0,1,....
Definition: Let 〈A ,→〉 be a fuzzy argumentation
framework. A fuzzy reinstatement labeling for such ar-
gumentation framework is, for all arguments A,

α(A) = lim
t→∞

αt(A). (7)

An extensive evaluation of the performance and
scalability of the fuzzy labeling algorithm with respect
to a benchmark of abstract argumentation frameworks
have been carried out in [13], to which we refer the in-
terested reader. We first selected three existing datasets
for abstract argumentation tasks used in the literature,
namely the datasets created by Bistarelli et al. [2], by
Cerutti et al. [8], and by Vallati et al. [58]. More-
over, we generated our own dataset of abstract argu-
mentation frameworks by randomly combining some
well known graph patterns in argumentation theory
into 20,000 bigger argumentation frameworks. Sec-
ondly, we studied the behaviour of the algorithm with
respect to the frameworks in the benchmark, to check
whether their performance are satisfiable even consid-
ering huge and complex networks as those represented
in the datasets, e.g., presenting an increasing number of
strongly connected components. The experimental re-
sults reported in [13] clearly indicate that the fuzzy la-
beling algorithm scales up nicely in all circumstances,
and is thus a viable argumentation reasoning tool.

Let us now consider a real world example, based
on the data exploited by the SMACk framework. We
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have the following 9 reviews published on a commer-
cial website:

– User1: The display on this computer is the best I
have seen in a very long time.

– User5: I hate the display screen and I have done
everything I could do the change it.

– User7: The display is beyond horrible.
– User8: The display is awesome.
– User10: The colors of this display are very bril-

liant. Overall it is an amazing monitor.
– User11: This is the last time that I buy a display

produced by them.
– User14: I do not agree with most of the reviews.

This display is very nice by considering also its
cheap price.

– User15: I like this display very much. I suggest it
if you want to upgrade your hardware.

– User18: This display is the best choice I’ve done.

From these reviews, we construct the argumentation
graph visualized in Figure 2 where the nodes represent
the arguments (i.e., the aspects) and the edges represent
attacks between arguments. Each node states whether
a certain user expressed a positive or negative opinion
about the product concerning a certain aspect, i.e., the
display aspect of the computer. We assume that the re-
views shown above have been published in the same
temporal order. The reader may observe that the review
provided by User8 is in contrast also with the one pro-
vided by User5, but the attack is not reported in Fig-
ure 2. We must clarify that, in our approach, the ar-
gumentation graph is built by assuming that when a
UserX provides a review, he/she attacks only the last
review containing an opposite opinion with respect to
the one provided by UserX . The rational behind this
assumption is that our dataset does not contain details
about the “topic-reply” relationship between messages.
Thus, we decided to adopt this strategy to obviate this
lack of knowledge. Part of our future work will fo-
cus on building datasets including also this information
too.

We initialize each node in the argumentation graph
to 1.0, meaning that at the beginning of the computa-
tion each user is considered to be trustworthy (as we
do not have any prior knowledge about the trustwor-
thiness degree of the users), and so holds for the infor-
mation she conveys. This starting assumption is then
confirmed or revised, depending on the attacks against
the proposed arguments (i.e., aspects). Figure 3 shows
the transition steps required to get to the final label-
ing, where U1 represents the argument “User1, dis-

Fig. 2. Example of argumentation graph showing the aspects ex-
tracted from four reviews about the topic display.

play, POSITIVE”, and the same holds for the other ar-
guments. In this specific real-world example, conver-
gence is reached in 14 steps.

6. Unsupervised Aspect-Extraction Algorithm

Here, we present the approach implemented for ex-
tracting aspects from text. The overall aspect extrac-
tion approach relies on the natural language processing
(NLP) pipeline shown in the middle layer of Figure 4.

As it is shown on the bottom layer, the imple-
mented pipeline exploits the three linguistic resources
introduced in Section 3: a stopwords list,7 sentiment
lexicons, and a linguistic knowledge base. These re-
sources are used by the a state of the art natural lan-
guage processing library, namely Stanford Core NLP
Library [38], shown in the top layer of Figure 4.

The pipeline is composed by five phases described
as follows:

– Compound Noun Extraction. The first step con-
sists in detecting the presence of compound names.
This step is supported by the use of the POS-
Tagger module provided by the Stanford Core
NLP library and by WordNet (both introduced
in Section 3). When two consecutive words are
tagged as nouns by the POS-Tagger, their compo-
sition is searched within the WordNet dictionary.
If the compound expression is found, it is tagged
as compound name and used as a unique token,
otherwise not.

7The used stopwords list is available at
http://www.lextek.com/manuals/onix/stopwords1.html
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t αt(U1) αt(U5) αt(U7) αt(U8) αt(U10) αt(U11) αt(U14) αt(U15) αt(U18)
0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.5 ↓ 0.5 ↓ 0.5 0.5 ↓ ↓ ↓
2 0.25 0.25 0.5 0.25
3 0.125 0.125 0.625 0.125
4 0.0625 0.0625 0.75 0.0625
5 0.0312 0.0312 0.843 0.0312
6 0.0156 0.0156 0.906 0.0156
7 0.0078 0.0078 0.945 0.0078
8 0.0039 0.0039 0.968 0.0039
9 0.0019 0.0019 0.982 0.0019

10 0.0009 0.0009 0.990 0.0009
11 0.0004 0.0004 0.994 0.0004
12 0.0002 0.0002 0.997 0.0002
13 0.0001 0.0001 0.998 0.0001
14 0 0 0.999 0

Fig. 3. Transition steps of the fuzzy labeling algorithm on the argumentation framework visualized in Figure 2.

Fig. 4. The natural language processing pipeline implemented within the SMACk platform aiming to extract aspects and compute their polarity
from the analyzed textual resources.

– Co-reference Resolution. This step consists in as-
sociating pronouns with the related noun (or com-
pound noun). This is necessary for detecting all
associations between opinion words and aspects.
This operation is completely supported by the

Coref Annotator. Refinements of the adopted al-
gorithm are out of scope of this paper and they are
part of future work.

– Stopwords Removal. Once compound names have
been detected and pronouns have been replaced
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with the right terms, the pipeline removes all stop-
words from the text by exploiting the list men-
tioned above.

– Aspect Extraction. This step is the most important
one and it consists on detecting the correct aspects
contained in the text and the associated opinion
words. Details about this step are provided be-
low where we introduce the extraction algorithm
adopted for analyzing provided text.

– Polarity Computation. Finally, this step is respon-
sible of computing the polarity associated with
each aspect extracted during the previous step.
The overall polarity of an aspect A is computed by
aggregating (as explained below) the single polar-
ities of the opinion words associated with A. Sin-
gle polarity values are extracted from the senti-
ment lexicons described in Section 3.

The aspect-extraction approach implemented within
the SMACk platform is based on the Grammar-Depend-
encies-based algorithm described in [20]. Here, we
briefly report how the algorithm works. For further de-
tails about the adopted strategy, we refer to [20].

The aspect-extraction algorithm analyzes the struc-
ture of the grammar dependency graph generated by
the CoreNLP library for extracting the connections
between aspects and opinions. Each dependency ex-
tracted by the CoreNLP library can be expressed by
a triple: 〈Relation Type,Governor,Dependant〉.8 The
most interesting peculiarity in using grammar depend-
encies graphs is the possibility of detecting sentiment
relationships that are different from the “classic” noun-
adjective combination.

Given a dependency node n, the algorithm checks if
one of the following rules subsists:

Rule 1: If the relation type is an adjectival modifier
(“amod”), a connection between an aspect and an opin-
ion word is created if and only if the governor is an as-
pect and the dependant has a polarity value in at least
one of the sentiment lexicons.

Rule 2: If the relation type is a nominal subject
(“nsubj”), a connection between an aspect and an opin-
ion word is created if and only if the governor has a
polarity value in at least one of the sentiment lexicons
and the dependant is an aspect.

Rule 3: If the relation type is a direct object (“dobj”),
a connection between an aspect and an opinion word is

8The meaning of each element of the triple to-
gether with all the possible relation type, can be
found in the official Stanford Document available at
http://nlp.stanford.edu/software/dependencies manual.pdf

created if and only if the governor has a polarity value
in at least one of the sentiment lexicons and the depen-
dant is an aspect.

By applying in ordered sequence the three rules
mentioned above on the sentence “I enjoyed the screen
resolution, it’s amazing for such a cheap laptop”, we
obtain the following list of “aspect-opinion” associa-
tions:

laptop← {cheap}
screenresolution (it)← {amazing, enjoyed}

Afterwards, concerning the polarity computation
task, given the associations above our system is able
to infer, for both aspects “laptop” and “screen resolu-
tion”, a positive polarity.

The polarity computation phase considers polari-
ties of opinion words represented by trapezoidal fuzzy
numbers in the [−1,1] interval, reflecting the uncer-
tainty resulting from the combination of different and
possibly conflicting sentiment lexicons. The fuzzy po-
larities of the different opinion words occurring in a
text for a given aspect are then aggregated, following
the approach described in [18], by a fuzzy averaging
operator.

7. User Interface

The SMACk platform is equipped with a simple
user interface showing the result of documents analy-
sis. Through such an interface, users are able to mon-
itor the evolution of the argumentation graph and of
the polarities associated with each extracted aspect. In
the demo version presented in [16], we included three
document sets related to three entities belonging to as
many domains (“laptops”, “restaurant”, and “hotel”).
The buttons for activating the demo working on each
document set are placed in the right part of the inter-
face as it is possible to observe in Figure 5.

This interface has been designed for supporting two
kinds of users: “Researchers” and “Experts”. The Re-
searcher profile can observe how the argumentation
graph is created during the documents analysis pro-
cess. Figure 5 shows the construction of the argu-
mentation graph during the analysis of the documents
stream. Once the algorithm detects a new argument,
it creates a colored node (green or red) into the graph
containing a label composed by (i) the identifier of the
opinion holder, (ii) the aspect mentioned in the review,
and (iii) the polarity associated with the mentioned as-
pect. The polarity value affects the background color
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of the node: green for positive polarity, and red for the
negative one. On the contrary, if the argument already
exists, the algorithm evaluates if the content of the cur-
rent review supports or attacks the existing argument.
Based on this, the graph is updated accordingly.

The second profile supported by the tool is the “Ex-
pert” one. Experts can use an interface focusing on as-
pects monitoring in order to have a summary of the in-
formation associated with them. Figure 6 shows what
happen while the system is running in this modality.
In the right side of the graph area, two nodes are cre-
ated: an “Agreement” node, colored in green, mean-
ing the existence of users agreeing with opinions ex-
pressed for the connected aspects; and a “Disagree-
ment” node, colored in red, meaning the existence of
disagreements between users about opinions expressed
for the connected aspects. The agreement or disagree-
ment with an opinion are not directly connected with
the polarity expressed for a particular aspect. For ex-
ample, in the temporarily situation shown in Figure 6,
four aspects have been detected so far: “food”, “sushi”,
“place”, and “space”. For “food” and “space” there are
both agreements and disagreements about expressed
opinions; while, for the “sushi” and “place” there is an
overall agreement about what has been expressed by
users.

At the end of the textual analysis, the full graph is
re-organized and each node is changed for showing (i)
the level of interest of each aspect (i.e. how much users
discussed about a specific product feature) and (ii) the
overall polarity expressed about it. Figure 7 shows an
example of such a result. For each node, we can distin-
guish two graphical elements supporting the analysis
of the results. The first one is the border thickness of
each node. The thicker the border, the more the aspect
has been evaluated as interesting by the system. The
second one is the background color of each node. We
used a 11-gradient color scale for showing the over-
all polarity about each aspect. Such a color scale goes
from green (positive polarity) to red (negative polar-
ity).

Through this interface, users are able to analyze
opinion streams and to have a real-time view on each
aspect connected to a particular topic.

8. Evaluation

In this Section, we present the evaluation of the
SMACk system. Such a system is evaluated under dif-
ferent perspectives aiming to show the efficiency and

effectiveness of the modules implemented within the
system. In [13], we already discussed about the effi-
ciency of the fuzzy labeling algorithm supporting the
discovery of the most interesting “nodes” in the gener-
ated graph. Here, we focus our evaluation on two per-
spectives:

– Aspect extraction. One of the tasks in charge to
the Argumentation Module is the extraction of
aspects from text. Such a task is important for
defining, later in the analysis process, which as-
pects are the most significant ones. This evalua-
tion task focused on measuring the effectiveness
of the aspect-extraction approach.

– Polarity detection. The computation of the as-
pect’s polarity enables the detection of which
product features are strong or weak. The Senti-
ment Module is in charge of inferring the polarity
of each aspect given the context in which such an
aspect is included. Here, we measured the capa-
bility of the SMACk system of inferring the cor-
rect polarity.

Besides the effectiveness of the technological com-
ponents, we provide also a discussion about the usabil-
ity of the user interface and the direction we intend to
follow for the evolution of the platform presented in
this article.

8.1. Evaluation on Aspect Extraction

Table 1 reports the results obtained by our approach
on the aspect extraction benchmark used in SemEval
2015 Task 12. The task consists in extracting from raw
sentences the list of aspects towards which an opinion
is expressed in the given text. For example, given the
sentence: “This laptop is extremely portable and eas-
ily connects to WiFi at the library and elsewhere.”, the
term “laptop” has to be considered as aspect because
opinions expressed through the terms “portable” and
“easily connects” are associated with it. On the con-
trary, the term “library” does not have to be extracted
because no opinions are associated with this term.
Precision and recall are computed by using the well-
known machine learning formulas [49] where “true
positives” are the extracted aspects that are contained
in the gold standard, “false positives” are the extracted
aspects that are not contained in the gold standard,
and “false negatives” are the aspects contained in the
gold standard that are not detected by the algorithm.
The algorithm has been tested on the “Restaurant” and
“Laptop” datasets. The overall performance is in line
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Fig. 5. The construction of the argumentation graph during the documents analysis process.

with the best systems participating in the evaluation
campaign and, on the “Laptop” dataset, our aspect ex-
traction approach recorded the best precision and F-
measure. It is also important to highlight that all the
systems we compared to, apply supervised approaches
for extracting aspects, while our approach implements
an unsupervised technique. This way, it is possible to
implement the system in any environment without the
requirement of training a new model.

Concerning the “Restaurant” domain, the gap be-
tween our approach and the best ones is given by the
conservative strategy implemented for extracting as-
pects. One of the most common issue in unsupervised
aspect-based approach is the extraction of false posi-
tive aspects [37]. The major consequence of such is-
sue is the poor effectiveness of modules exploiting the
outcome of the aspect extraction component. Unfortu-
nately, the adoption of a conservative strategy leads to
lower recall values. However, the latter is a preferable
solution by considering the massive use of the aspects
in the other components of the SMACk platform.

8.2. Evaluation on Polarity Computation

Table 2 reports the results of the polarity computa-
tion technique. The approach has been evaluated on the
two datasets mentioned above. Here, we measured the
accuracy of the polarity detection algorithm: given the
set of opinion words associated with an aspect, such
a polarity is computed by aggregating the fuzzy po-
larities of each opinion words. Results demonstrated
the effectiveness of the polarity detection techniques
implemented within the SMACk system by obtaining
the best performance on the “Laptop” dataset, and the
third best one on the “Restaurant” dataset. After a de-
tailed analysis of the results, we noticed that the reason
for which our approach performs better on the “Lap-
top” dataset is due to the simple language used for de-
scribing product features. Indeed, in the “Restaurant”
dataset opinions are expressed in a more articulated
way and sometimes the approach fails to detect the
right polarity. Improvements in this direction will be
part of the future work.
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Fig. 6. The user interface during the analysis of a raw natural language text.

Table 1
Results obtained on the aspect extraction task, for the “Restaurant”
and “Laptop” datasets, on the SemEval 2015 benchmark. For each
dataset, we reported Precision, Recall, and F-Measure. Acronyms
refer to the systems participated in the SemEval 2015 competition.

Restaurant Laptop
System Acronym Precision Recall F-Measure Precision Recall F-Measure
IHS-RD-Belarus 0.7095 0.3845 0.4987 0.5548 0.4483 0.4959

LT3 pred 0.5154 0.5600 0.5367 - - -

NLANGP 0.6385 0.6154 0.6268 0.6425 0.4208 0.5086

sentiue 0.6332 0.4722 0.5410 0.5773 0.4409 0.5000

SIEL 0.6440 0.5135 0.5714 - - -

TJUdeM 0.4782 0.5806 0.5244 0.4489 0.4820 0.4649

UFRGS 0.6555 0.4322 0.5209 0.5066 0.4040 0.4495

UMDuluth 0.5697 0.5741 0.5719 - - -

V3 0.4244 0.4129 0.4185 0.2710 0.2310 0.2494

SMACk 0.6895 0.5368 0.6036 0.6702 0.4157 0.5131

8.3. Lessons Learned

Early in this section, we demonstrated the suitabil-
ity of the components integrated within the SMACk
platform. In Section 5, we showed how the system

is efficient in resolving the labeling task for detect-
ing the most important aspects contained in a set of
user-generated documents. Furthermore, in the pre-
vious subsections, we validated the capability of the
opinion mining module to extract the correct aspects
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Fig. 7. The results of the analysis of a bunch of documents talking about a specific hotel.

Table 2
Results obtained concerning the computation of polarities associated with single aspects on the SemEval 2015 benchmark. For each dataset, we
reported the accuracy obtained in computing polarities (“positive”, or “negative”). Acronyms refer to the systems participated in the SemEval
2015 competition.

System Acronym Acc. “Restaurant” Acc. “Laptop”
ECNU 0.7810 0.7829

EliXa 0.7005 0.7291

lsislif 0.7550 0.7787

LT3 0.7502 0.7376

sentiue 0.7869 0.7934

SIEL 0.7124 -

SINAI 0.6071 0.6585

TJUdeM 0.6887 0.7323

UFRGS 0.7171 0.6733

UMDuluth 0.7112 -

V3 0.6946 0.6838

wnlp 0.7136 0.7207

SMACk 0.7794 0.8589

from a document and to infer the right polarity associ-
ated to each aspect.

Besides such validation tasks, the development of
the SMACk platform allowed us to learn some lessons

that will lead the improvement of the whole system. In
particular, what we learned from this experience can be
recognized in two main aspects: (i) efficient manage-
ment of data streams, and (ii) understandability of the
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user interface.

SMACk Efficiency The scenario used in this first pro-
totype focused on using document sets having a limited
number of items. By switching from a test environment
to a more complex one, we noticed that the time needed
for generating the argumentation graph increases sig-
nificantly. This issue was related to the necessity of de-
tecting, for each aspect that was already extracted, the
presence of a support or attack edge. While a possi-
ble solution might be the parallelization of this task,
some tricks have to be applied. Indeed, the constraint
of analyzing documents by keeping the timing order in
which they have been generated, requires to perform
some checks based on the number of documents that
we want to analyze at a certain time. Thus, by having,
for example, a window of n documents that we want
to parallelize, a possible strategy is to verify if there
are conflicts between the aspects extracted from such
documents. This way, we would be able to safely up-
date the argumentation graph without losing potential
edges.

User Interface Improvement The second lesson we
learned from this work is related to which improve-
ments should be carried out to the user interface for
making the platform more appealing from the user’s
perspective. Users interviewed for judging the tool pro-
vided feedback that can be summarized in the follow-
ing two issues.

– Contextual information into the argumentation
graph: in this prototype we did not take into ac-
count the possibility of having different kinds of
users: Basic and Advanced. While basic users can
be satisfied from a simple graphical information
supporting the detection of the most interesting
aspects, advanced users wanted to see detailed in-
formation associated with each aspect, i.e. the po-
larity value, a summary of supports and attacks
to each aspect, etc. This functionality will be in-
cluded in the next version of the platform.

– Animate the evolution of single aspect: the second
issue raised by the users was related to the impos-
sibility of observing how each aspect “evolves”
during the analysis of the data stream. In partic-
ular, a desiderata is the possibility of focusing on
a single aspect and to observe how such aspect is
attacked and/or supported through time. This fea-
ture has been considered as a valuable support for
associating peaks of attacks or supports based on
contextual events that cannot be tracked through
the SMACk system.

The two points brought to light from users’ feed-
backs will be used as a starting point for improving the
infrastructure of the SMACk platform. Thus it will be
possible to employ such a platform in a larger scale
context with the aim of increasing its technological
readiness level.

9. Conclusions

In this paper, we have presented SMACk, a com-
bined framework for argumentation-based opinion ex-
traction from natural language documents. The goal of
SMACk is to support users dealing with huge amounts
of data, typically in the context of online purchases,
to detect the most important aspects for them of the
product to be bought, and consequently, to easily detect
what are the main arguments raised in favor or against
this product with respect to the specific aspect of inter-
est. In order to address this challenging task, we com-
bined two components, namely aspect-based opinion
mining, and abstract argumentation theory. The over-
all framework is presented, and the evaluation results
show the feasibility of the task fostering further re-
search in this direction.

Several open challenges have to be considered for
future work. First, we plan to improve the user inter-
face of the system in order to enhance usability. The
idea is to develop SMACk as a web application such
that it could be plugged in different websites, e.g., for
online purchase like Amazon. Second, the current ver-
sion of SMACk works in an unsupervised way. On the
one hand, this is a strong point of the proposed ap-
proach with respect to the state of the art; on the other
hand, due to the availability of effective approaches
about domain detection, we plan to exploit such ap-
proaches combined with word-embedding techniques
for building linguistic models that can be used for pol-
ishing the set of extracted aspects. Finally, the version
of SMACk discussed in this paper works only on En-
glish texts. The next step will focus on the integration
of multi-language support.
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