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ON SINGULARITIES OF MINIMUM TIME
CONTROL-AFFINE SYSTEMS*

JEAN-BAPTISTE CAILLAU', JACQUES FEJOZ}, MICHAEL ORIEUXS, AND
ROBERT ROUSSARIEY

Abstract. Affine control problems arise naturally from controlled mechanical systems. Building
on previous results [1, 9] we prove that, in the case of time minimization with control on the disk, the
extremal flow given by Pontrjagin’s maximum principle is smooth along the strata of a well-chosen
stratification. We also study this flow in terms of regular-singular transition and prove that the
singularity along time-minimizing extremals crossing these strata is at most logarithmic. We then
apply these results to mechanical systems, paying special attention to the case of the controlled three
body problem.
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1. Introduction. The aim of this paper is the study of time minimization for
control-affine systems of the form

i(t) = Fo(a(t)) + wr(t) Fi(a(t) + w2 (t) Pa(a(t),  ui(t) +ui(t) <1,

where the control u = (u1, us) is thus contained in the disk, and where all vector fields
are smooth. For the sake of simplicity, we carry out the reasoning in a 4-dimensional
manifold—which is the most relevant for the applications—but the method and results
of Section 3 can be adapted to a 2m-dimensional manifold with an m-dimensional con-
trol. The reason for studying the singularities of such optimal control systems is that
the regularity of the Hamiltonian flow given by Pontrjagin’s maximum principle—
the extremal flow—is crucial to study necessary conditions for optimality, and thus,
determine the actual optimal solutions. The numerical study of these problems also
strongly depends on regularity. Recently, new genericity results for this kind of sin-
gularities have been obtained in [6] for control-affine systems of any dimension with
an even number of controls prescribed to the closed unit ball. A similar analysis have
been conducted for control constrained in a polyhedron in [19]. (See the beginning of
Section 3 for further comments.) Sufficient conditions for optimality have also been
proved in [3] for a minimum time control-affine system in a related context.

In the first section, we recall for the sake of completeness some classical results of
geometric optimal control, with an emphasis on Pontrjagin maximum principle, which
is key to our study and reduces the problem to the study of a singular Hamiltonian
system. The singularities of this system are related to the discontinuities of the opti-
mal control u, often called switches. We study the local structure of the Hamiltonian
flow under generic assumptions in Section 3. The beginning of our study builds upon
the analysis in [9] and goes one step further than the recent paper [1] where the flow
is proved to be well-defined and continuous (see also [2] in higher dimensions): using
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the underlying normal hyperbolicity of the system, we provide a stratification whose
strata carry a smooth flow; the extremal flow is thus piecewise smooth, and contin-
uous. This regular behavior is obtained as a consequence of a straightening normal
form lemma, around the singular locus, proved at the end of the section. In Section 4,
we investigate the kind of singularity of the flow encountered when crossing strata.
Thanks to a suitable normal form, we prove that the associated regular-singular tran-
sition results into a logarithmic term, implying that the flow belongs to the log — exp
category [24]. This behaviour of the flow strongly contrasts with the situation studied
in [11] where singularities of the flow were stable; here, singularities are destroyed
by small perturbations of the initial conditions, unless these perturbations belong to
a codimension one stratum. We then apply these results to the controlled circular
restricted three body problem, in Section 5. We finally investigate global properties
of the flow and give upper bounds on the number of switches of the control for this
particular nonlinear system. Note that such bounds for time minimization are given
in the linear case in [5]. In contrast to [10], where a subset of the switching set was
studied, we treat here the general case using a comparison principle.

2. Setting. Let M be a smooth (that is °°-smooth) 4-dimensional manifold,
and let us consider the following control-affine system:

(2.1) @(t) = Fo(x(t)) +ur () Fr(x(t)) + ua(t) Fa(x(t)),  [u(?)

Given endpoint conditions z(0) = x¢, x(ty) = xs, one can consider the minimization
of the final time, ;. The corresponding Hamiltonian writes

H(xz,p,u) = Hy 4wy Hy +ups Hy, H;:= (p,Fi(x)), i=0,1,2,

and the classical Pontrjagin maximum principle [4] provides a necessary condition for
optimality, allowing us to work with a true—that is independent of the control—Ha-
miltonian system, yet at the expense of introducing singularities.

THEOREM 2.1 (Pontrjagin maximum principle). Let u : [0,t7] — R? be an essen-
tially bounded time minimizing control of (2.1), and let x be the associated trajectory.
There exists a Lipschitz curve p(t) € T;(t)M such that, almost everywhere on [0,ty],

@2) a0 = G @O0, 50 = -G w00, ule)
(23 H(2(t) p(0), u(t) = s H (2(0), p(t). )

and H(x(t),p(t),u(t)) > 0. Moreover, p does not vanish on [0,%y].

Triples (x,p,u) solutions of (2.2)-(2.3) are called extremals, and their projections on
M extremal trajectories. We denote by z = (x,p) elements of the cotangent bundle
T*M, where p belongs to the fiber 7' M. We define the switching surface,

Y:={z=(x,p) € T*"M | H1(z) = Hz(z) = 0}.

Extremals along which H; and Hy do not vanish simultaneously are called bang arcs.
An extremal is said to be bang-bang if it is a concatenation of bang arcs. The following
proposition is clear.
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ON SINGULARITIES OF MINIMUM TIME CONTROL-AFFINE SYSTEMS 3

PROPOSITION 2.2. An extremal lying out of ¥ is an integral curve of the mazi-

mized Hamiltonian
Ho(2) + 1/ Hi (2) + H3(2).

The associated control belongs to S' and is equal to

1
24 u = ——==(H1, Ha).
( ) \/m( 1 2)
Let now Z = (Z,P) belong to 3. We are interested in the local behavior of the extremal
flow in a neighbourhood of this singular point. We make the following transversality
assumption (remember that the ambient manifold is 4-dimensional):

(A) Spang{F, Fa, Fo1, Foo} = T5M,

where Fj; := [F;, F}] denotes the Lie bracket of vector fields. As a derivation on
functions, [F;, Fj] is the commutator F;F; — F; F;, while in coordinates [F;, F;](z) =
Fi(z)Fi(x) — Fj(x)Fj(z). Property (A) is generic among vector fields and points of
Y, and holds in particular for control systems arising from mechanical systems (see
Section 5). Since the adjoint vector cannot be zero, assumption (A) implies that, for

z in a neighbourhood of Z,
H}(z2) + H3 () + Hi (2) + Hip(2) # 0,

where H;; := {H;, H;} now denotes the Poisson bracket of functions on the cotangent
bundle. In accordance with the definition of Lie brackets, in coordinates

(o) =S OH; OH;  OH; OH,

k=1

6pk axk - ark apk

3. Stratification of the extremal flow. Following [9], we partition ¥ accord-
ing to

S_i={z € T|H}y(2) < Hy(2) + Hp\ ()},
Sy i={z € B Hiy(2) > Hpy(2) + Hf (2)},
%o = {z € B H{5(2) = Hy(2) + Hiy (2)}-

In this paper, we focus on the case ¥_ which is the relevant one for mechanical
systems, as explained Section 5. The other situations (in particular o) will be tackled
in a forthcoming work [17]. The main results of this section refine the analysis in [1]
by using normal hyperbolicity of the system to provide a suitable stratification under
our standing assumption (A).

PROPOSITION 3.1. Let Z belong to X_; there exists a neighbourhood Oz of Z in
T*M such that (i) for every z € Oz there exists a unique extremal passing through z;
(ii) every such extremal intersects 3 at most once in Oz.

Remark 3.2. In the terminology of [6], ¥_ points along the extremal are called
Fuller times of order zero. In that paper, Fuller times of higher order are defined
inductively, and it is shown that, generically, there are only finite order Fuller times.
An upper bound on the order exists that only depends on the dimension of the ambient
manifold. We focus here on the structure of the extremal flow in the neighbourhood of
a single ¥ point. As we shall see in Section 5, for usual mechanical systems > = 3 _;
this precludes accumulation of switching points (Fuller phenomenon).
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4 J.-B. CAILLAU, J. FEJOZ, M. ORIEUX, R. ROUSSARIE

Let us consider an extremal z : [0,¢7] — T*M as in Proposition 3.1, initializing
at z(0) = Zo and crossing ¥ once at Z € ¥_ and time ¢ € (0,¢5). The following holds.

THEOREM 3.3. There exists an open neighbourhood Oz, C T*M\X of Zy such
that the extremal flow (t,20) — 2(t,20) is well defined and continuous on [0,tf] X
Oz,. Moreover, Oz, = S° U S where S° is a codimension one submanifold of initial
conditions leading to X_, and where S° = Oz,\S®. The time ts(z0) to reach ¥ from
an initial condition zy is well defined and smooth for zy in S*. Both S° and S*
are stable by the flow which is smooth on [0,t¢] x S° and on ([0,tf] x S*)\A, where

A= {(tz(20)720)7 20 € Sb}

Remark 3.4. Although the analysis is drawn on a 4-dimensional manifold with
control on the 2-disk, it will be clear from the proofs that the same results hold in
dimension 2m with control on the m-dimensional unit ball. Besides, while we assume
that the reference extremal departing at Zy crosses only once X for ¢t € [0,ty], the
analysis can be readily extended to an extremal with a finite number of contacts with
> at X_ points.

Let us provide a simple example to illustrate the situation described by Proposition 3.1
and Theorem 3.3. Consider the control system

(3.1) { E1(t) =14 w3(t), @3(t) = ua(?),

Ea(t) = w4(?), E4(t) = ua(t),

with control in the 2-disk, u? +u2 < 1. The maximized Hamiltonian (from Pontrjagin
maximum principle) is

H(x,p) = p1(1+ x3) + paza + /D3 + P}

(p; being the adjoint variable of z;), and the codimension two submanifold
Y={p3=0}Nn{ps=0}=%_

is the singular locus. (Note that the distribution {F}, F»} is involutive, so the bracket
Hy5 vanishes.) The adjoint states p; and py are constant, let « = —p1(0) and ¢ =
—p2(0). We get p3(t) = at + b, pa(t) = ct + d, with b = p3(0) and d = p4(0). Then

at +b

(3.2) #a() = V@t 02+ (ct+d)?’

so that singularities occur when (at + b, ct 4+ d) vanishes for some ¢, that is when
ad — be = 0, which defines the codimension one submanifold S* = {p1ps — paps =
0} \ {p = 0} (remember that the adjoint state p cannot be zero for a minimum-time
extremal by virtue of the maximum principle). We get a symmetric dynamics for x4
and end up with the same submanifold. One verifies that this stratum is stable by
the flow of the maximized Hamiltonian. Outside S*, we can explicitly solve (3.2) and
obtain

z3(t, 20) = 25(0) + m(\/(at +0)2 + (ct+d)2 — b2+ d?)

ad — be arosh (a®> + )t +ab+cd aresh ab + cd
—c—————— |ar —ar .
C(a2 + ¢2)3/2 & ad — be e P
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ON SINGULARITIES OF MINIMUM TIME CONTROL-AFFINE SYSTEMS 5

It is clear that the flow is smooth outside S°. If a and ¢ are zero, ps and ps become
constant, and since p cannot vanish there are no contacts with ¥. Now observe that
the flow is defined on S*® by

z3(t, 20) = 23(0) + (/(at +b)% + (ct + d)? — /0% + d?)

a? + 2
for all zp € S°\ {p = 0}. Restricted to S*, the flow is smooth outside switches. We
also have global continuity on 7% M, but not Lipschitz continuity. Furthermore, on
this simple model a singularity of ylny type appears when crossing S°, that is when
the determinant ad — bc goes to zero. We prove in Section 4 that the singularities in
the general case are not worse than in this example.

3.1. Proof of Proposition 3.1. According to assumption (A), the mapping

(m7p17p27p37p4) — (x7H17H27H017H02)

defines a smooth change of coordinates in a small enough neighbourhood Oz of Z. A
polar blow-up is used to study the dynamics near the singularity, adding an S*-fiber
above p = 0:

(Hy, Hy) = (pcosb, psinh), (p,0) € R x S

In polar coordinates, (2.4) reads u = (cos,sinf), and ¥ = {p = 0}. Computing, the
dynamics is

' = p(Fo(x) + cosf - Fy(z) +sinb - Fr(x)),
o = p(cos@ - Hpy + sin6 - Hys),

(3.3) X :¢0 = Hig+cosb-Hy —sinf - Hyy,
H(I)l = p(H()Ol + cos 6 - H101 + sin 6 - H201),
Hlo = p(Hooz + cos8 - Hygz +sin 6 - Hapa),

where we have changed time from t to s (' = d/ds) with d¢t = pds to get rid of
the 1/p singularity on 6, and denoted X the corresponding vector field. In this
new time, the autonomous vector field in the right hand side of (3.3) is smooth,
which implies existence and uniqueness of maximal solutions through a point, as
well as smoothness of the flow. Note that when p vanishes, only 6 is not constant;
in particular ¥ = {p = 0} is invariant by the flow. In the following, we denote

H;j = H;;(%), i,j = 0,1,2. The next lemma establishes that in each part of ¥, the

derivative of 6 has a different number of equilibria.

LEMMA 3.5. Let z belong to X2; the mapping 0 — Hyo+cos 8- Hyo —sin 6 - Hyy has
(i) two zeros, denoted by 0_ and 0, for z in X_; (ii) exactly one zero for z in Xo; (iii)
no zero for for z in . In the z € X_ case, the two mappings (x, Ho1, Ho2) — 0+
are well defined and smooth in a neighbourhood of (T, Hoy, Hosz).

Proof. Setting (Hg1, Ho2) = (r cos ¢, rsin ¢) where r # 0 under assumption (A),
H12 +COS€ . H02 —sin6 - H01 = H12 — rsin(9 — qf)),

so Hig/r = sin(f — ¢) has two solutions, §_ and 6, if Z € ¥_, no solution if z € ¥
and exactly one if z € X (since Hy2(z)/r = +1). The variables (z, 0, Ho1, Hp2) define
a local chart on ¥ = {p = 0}, and the mapping

g: (a:,G,Hm,HOQ) — H12 + cosf - H02 —sin@ - H01

This manuscript is for review purposes only.
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verifies 9
afz(x, Qi, H01, Hog) = T COS(Qi — ¢) =4 /72 — H122 75 0,
so the implicit function theorem allows to conclude. 0

To complete the proof of Proposition 3.1, let us recall that a diffeomorphism f of
manifold M onto itself is said to be normally hyperbolic along a compact submanifold
N if the submanifold N is invariant by f and if (i) every fibre of the tangent bundle
of M along N admits a splitting T, M = E“(x) T, N ® E*(x) for all z € N such that
f'(z) - E5(x) = E5(f(x)) and f'(z) - E%(xz) = E“(f(z)) (f preserves the splitting);
(ii) there exists A1 < p1 < A2 < po < A3 < ps, with g1 < 1 < As, such that (the
endomorphism norm below being induced by a given Riemannian structure on M)

(3.4) M < | flpe

<w, A < |flrnl Spze Az < |fjpa] < ps.

The distributions E° and E* are locally integrable, and one can construct the local
stable and unstable manifolds, W (z)® and W (x)“, respectively tangent to E*(x) and
E*(z) at each point z € N. One also defines #° := (J, .y W?*(z) and #™ :=
Uzeny WH(x), the local stable and unstable manifolds of N. Let also ls and I, be
the biggest integers such that p; < )\l2“ and ulj < A3. The following holds (see
(Theorem 3.5 in [14], or [18]), giving the regularity of the stable and unstable manifolds
in terms of the ratio of the contraction and expansion rates.

THEOREM 3.6 (Hirsch, Pugh, Shub). Any f-invariant submanifold which is close
enough to N is included in WU W . Furthermore, #° and W™ are submanifolds of
class €' and €', respectively.

In our case, this result is applied on the cotangent bundle T*M of the original state
manifold M, and we have two codimension two submanifolds of equilibrium points,
namely

2y = (x,p= 0,0 = 0+ (x, Ho1, Hoz), Ho1, Ho2),

parameterized locally by vy := (x, Ho1, Hp2) in a neighbourhood of (z, Ho1, Ho2). We
set

(3.5) cosO_ - Hyy +sinf_ - Hyo = —y/r2 — H%, < 0,

and the opposite for #,. The Jacobian of the system (3.3) has two non-zero eigenvalues
at those points: cos 04-Hgp+sin 04 -Hgo and their opposite, and a 6-dimensional kernel.
So we have a one-dimensional stable submanifold W#(zy), and a one-dimensional
unstable submanifold W*(z1) in every equilibrium zy. The flow is thus normally
hyperbolic to the manifold

N_={z2=2(y)=(p=0,0=0_(y),9)},
and symmetrically to
Np={z=2:(y) =(p=0,0=0,(y),9)}.

We now focus on the case of N_, the analysis being the same for N;. On N_
the dynamics is trivial: every point is an equilibrium. Hence there exists a unique
trajectory converging to z_ when s — oo in the stable manifold W#(z_). On X,

This manuscript is for review purposes only.
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ON SINGULARITIES OF MINIMUM TIME CONTROL-AFFINE SYSTEMS 7

Fic. 1. Switching set X_ and extremal flow after blow-up, and stratification.

everything is constant but 6, which realizes a heteroclinic connection from 6_ to 6.
Symmetrically, there is one trajectory converging to z4 when s — —oo in the unstable
manifold W*(z;). Blowing down from (p,0) to (Hi, Hz), there is a unique extremal
passing through every z € ¥ in a small enough neighbourhood Oz of Z, and those
extremals cross ¥ only once if the neighbourhood is small enough. Furthermore, in
the original time ¢, this happens in finite time for any initial conditions in Oz leading
to the singular locus. Indeed, note that the negative expression in (3.5) is smooth and
bounded on Oz. Let C < 0 be a negative upper bound; given the dynamics of p, one
has p'(s) < p(s)C, and p(s) < p(0)e®® by Gronwall’s Lemma. So the time ¢ required
to reach ¥ is bounded by

/Ooop(s)ds<—'0(00)<oo

All in all, through every z in Oz passes a unique extremal either crossing Y. exactly
once, or not crossing . at all. This concludes the proof of Proposition 3.1.

3.2. Proof of Theorem 3.3. Let z : [0,¢f] = T*M be an extremal departing
from some Z, and crossing ¥ at Z € ¥_ and ¢ € (0,¢f). According to what we have
proved in the previous subsection, (2.2)-(2.3) admits a unique solution defined on
[0,¢/] for an initial condition 2y close enough to Zy. So there exists a small enough
open neighbourhood Oz, of Zg such that the flow z(t, zg) of (2.2)-(2.3) is well defined
for (t,z0) € [0,tf] X Oz,. In particular, z(t,Zo) = 2(t), the reference extremal. We
use the normally hyperbolic invariant manifold N_ previously constructed to define
W = J,eny W?(2). Since N_ is made of equilibria, Ay = po = 1 in the splitting
(3.1) at any point of N_, and #7° is a ¥°°-smooth submanifold whose dimension is

This manuscript is for review purposes only.
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7 =dim N + 1, every fiber W#(z) being of dimension one. The stratum we look for is
S =N {p> 0}

One can similarly define 77" := |, N, W (2), also €>°-smooth of codimension one,
and S" := 7" N {p > 0}.

To understand the regularity of the flow on this strata, we use a normal form to
rewrite the system in the neighbourhood of the equilibria §_. (The same approach
also works near 6, .) Using again polar coordinates (Hgi, Ho2) = (r cos ¢, 7 sin ¢), the
dynamics (3.3) writes

p' =rpcos(f — @),
(3.6) 0 = His — rsin(f — ),
& = ph(p,0,8),
where £ = (x,r,¢) and h is a smooth function. We set ¢ = 6 — ¢, rescale the time

according to dv = rds (as (A) implies 7 > 0 in the neighbourhood of %), and study a
system with the following structure (the derivation wrt. v still being noted ’):

p' = pcosip,
(37) djl = Q(P,'I/J,g) - SinJ = G(Pﬂ/&ﬁ)a
§ = ph(p,,8),

where g is a smooth function (so is G) defined on an open set O of R? x D, D being
a compact domain of R®. As His is a smooth function in (Hy, Hy) = (pcos 6, psinf),
because it is smooth wrt. the change of coordinates given by assumption (A),

9(p, ¥, &) = a(§) + pb(&,) + O(p*)

since when p = 0, g does not depend anymore on . Besides, |g| < 1 on O since it
is a small neighbourhood of ¥_. Equilibria occur when p = G = 0. They are semi-
hyperbolic, since they are outside {¢) = £7/2} for Z in ¥_. More precisely, it was
shown in the previous subsection that the flow of this system is normally hyperbolic
to the manifold {p = 0} N {G = 0}. For each &, we retrieve the two equilibria z4,
and the previously defined 61 are mapped to ¥4 in the new set of coordinates for the
blow-up. Indeed, thanks to the structure of g, we get 9g/09(0,1,£) = 0, so

0G

—(0,9,§) = —cos 0,

5 (0.10.8) = —cost £
and there exist two smooth functions ¥4 (£) that allow to parameterize anew the two
pieces of {G = 0} N {p = 0} according to

Ny ={z=2:(§) = (p=0,9 =v+(£),8)}-

The following result is a preparation lemma for the normal form computation.

LEMMA 3.7. In a neighbourhood of N_, the vector field X giving system (3.3) is
smoothly conjugated to a vector field Y (that is there exists a smooth diffeomorphism
U s.t. U, X =Y ) such that

p'=—=p(1+O0(pl +|wl)),
(3-8) Y quw =w+0((|pl + |w))?),
& =pO(lp| + |w]),

in suitable coordinates (p,w,§).

This manuscript is for review purposes only.
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ON SINGULARITIES OF MINIMUM TIME CONTROL-AFFINE SYSTEMS 9

Proof. Let us set w =¥ —1_(&) along {G = 0}, and study the system near w = 0.
In these new coordinates,

o = peos(w + ¥_(€)),
W = glp,w +9-(€),€) — sin(w + ¢ (€)) = pGe (&)-hlp,w + ¥ (£),€),
§' = phlp,w+¢-(£),8).
Then
9(p,w +9-(€),6) = al§) + pb(w + ¥ (€),€) + O(p?),
s0 g(0,79_(£),&) = sin(¢—(&)) = a(&). So (3.3) is equivalent to

AME)p(1+O(lpl + [wl)),
=B(&)p — MEw + O((lpl + |w])?),
§ = p(v(€) + O(lp| + |wl)),

with A(§) = cos(¢p—(§)) and S, v smooth functions. The Jacobian matrix of the right
hand side in (3.9) is

/
p
UJ/

(3.9)

A 00
BE) —AE) 0
¥ 0 0

Let us change coordinates further in order to diagonalize this Jacobian. Consider
w=w+g1(&)p and & = £ + g2(§)p, with g1 and g2 to be chosen. One has

0
o = + a%(&)&’p + 160,

so @' = (B(€) +201(OAE))p — AME)@ + O((lp| + |w])?), and by picking g1 = —5/(2))
we obtain what we look for. Indeed, with this change of variables, O((|p| + |w|)*) =
O((|p| + |@|)¥) for all k; moreover

z 992

=&+ 875(5)5',0 +92(8)p" = p(r(€) + g2(E)AME)) + O (ol + |w])?),
and we choose go = —7v/A. In these new variables,
P =MEp+O(lpl + |&])),
@' = =ME@ + O((lpl + [@])?),
& = pO(lp] + ).
A smooth change of time finishes the proof. ]

PROPOSITION 3.8 (€*°-normal form). Set Q = pw; there exist A, B, C smooth
functions on a neighbourhood of {0} x D such that the vector field Y in (3.8) is
smoothly conjugated to

p' = —p(1+QA(Q,5)),
(3.10) Yo duw =w(l+QB(,9)),
£ =0C(Q,%).

We postpone the proof of Proposition 3.8 to the end of the section and proceed to
prove Theorem 3.3.
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LEMMA 3.9. For zg in S%, the contact point zx(z0) and the contact time ts(zo)
with X are well defined. These two mappings are smooth functions of zy on S°.

Proof. Thanks to Proposition 3.8, the globally invariant manifold S*, fibered by
stable manifolds, is straightened to {w = 0, p > 0}. But on {w = 0}, we have the

trivial dynamics
/

P =P,
W' =0,
¢ = 0.

In particular, associating to an initial condition zo = (po,0,&p) on the stable stratum
the contact point with X is simply projecting to (0,0, &), so the mapping 2o — zx(z0)
is smooth on S*¥. Moreover, p(v) = e~¥pp, where v is the new time dt = pdv/(rA(§))
(see the proof of Proposition 3.8). As a result,

I S () v= 0
(o) = | FEAED) T TENE)

which is also smooth on S°. 0

Let t € [0,t¢], and let 2y be close enough to the initial condition Zy of the reference
extremal. If zp does not belong to S*®, the extremal curve z(t,zp) does not meet ¥
and is well defined. If (¢, z9) belongs to ([0,¢s] x S*)\A, either ¢t < tx(z) and z(t, 2o)
is again the value at t of the smooth extremal curve, or t > tx(zp) and our analysis
shows that z(t, z9) is uniquely defined and such that

z(t, z0) = 2(t — tx(20), 22(20))-

It is clear that this construction leads to a flow which is smooth on [0,%] x SY, and
also on ([0,t¢] x S*)\A thanks to Lemma 3.9. To conclude the proof of Theorem 3.3,
it remains to prove that the flow is continuous on Oz, .

Let zp and z; belong to Oz,, with zy € S*, two close times t, ¢; in [0,¢f], and Os
be a small neighbourhood of Z := z5(Zp). The extremal from zj is passing through
z5(20) € Os. We want to control the quantity |z(t1, 21) — z(to, 20)|- Suppose, without
loss of generality, that tg,t; > tx(20). Let € > 0, and denote t5 the contact time with
Os of the extremal starting from zy, resp. tj the exit time from this neighbourhood.
We can choose zp and z; to be close enough, so that |z(ts, z0) — 2(t5, 21)| < €/3; simply
because the flow is continuous when the singular locus is not crossed yet. We will
use the following Lemma which gives a uniform bound on the time interval spent by
extremals in a neighourhood of Z to conclude (the result appears in [1], we give an
alternative proof):

LEMMA 3.10 ([1]). For all 6 > 0 there exists a neighbourhood Os of Z in which
every extremal spends a time smaller than 6.

Proof. We will prove it in a neighbourhood of Z_, the situation being symmetric
around Z4. Let us define Os— = {z | p < 4, |6 — 0_| < 4}, on which z — cos@ -
Ho1(z) +sin 6 - Hypa(z) is smooth and thus bounded. Now set

Ms = sup cosf - Hpi(2) +sin€ - Hpa(2),
2€05—
and remember it is negative on Os_. Then, for any extremal in Os_, p(s) < Msp(s),
which implies
p(s) < p(0)e™se.
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So we bound the time spent in Os_ by

0

Ap, t < /0 p(0)eMss ds = A

As M tends to a negative value when 0 tends to zero, this quantity tends to 0 when §
does, so every extremal spends an arbitrarily small time in that set. The same holds
for the time interval Ap,, t in a similarly defined neighbourhood of z, , say Os . This
settles the case of extremals going through the singular locus. Let z be an extremal
without singularity. The time interval in a neighbourhood Os can be expressed as
follows:

sy
Aoét:Aoéit+/ pdS+A05+t,
S

as z exits Os_ at time s_ and enters Oy at time sy (see Figure 2). To tackle the
central part of this sum, let us go back to system (3.10).

p/ — 7/)(1 + QA(Qag))v
Yy . w/:w(1+B(97§))7
gl = 90(936)7

which, by a time rescaling, is equivalent to

YW =w,

¢ =Q0(,¢),

with A standing for (A — B)/(1+QB), and C for C/(1+QB). Because of the change
of coordinates @ = w + ¢1(§)p, when s = s_ one has w1 := @(s1) =5+ g1(Ex)p(s+).
Let us denote sy the new time, with dsy = ds/(rA\(1 + 2B)). The denominator is
bounded below by a positive constant in Og, so sy — s_ < M(so4 — so—). We also
have soq — s3— = In(@y/@_). So

o o+ 91(§+)P+>
/5 pds < Moln <5+g1(€)p

which tends to 0 whenever § does. This concludes the proof of the lemma. ]

Then, with a good choice of Oy, |z(t5,20) — 2(ts,20)| and |z(t§, z1) — 2(ts, 21)| are
smaller than /3, so that |z(t}, z0) — z(t§, z1)| < |2(t5, 20) — 2(ts, 20)| + |2(ts, 20) —
z(ts, z1)| + |2(ts5, 21) — 2(t§, z1)| < e. Now notice that z(to,z0) = z(to — tj, 2(t}, 20)),
and use the regularity of the system when the singular locus is not crossed to conclude
the proof of Theorem 3.3.

Remark 3.11. In the case Z € ¥_, we can compute the jump on the control at
the switching time ¢ in terms of Poisson brackets:

3.11 7 7 2y/r*() ~ g Hou, H
(3.11) u(ty) —u( —)—TQ—(E)( o1, Hoz).

Proof (of Proposition 3.8). The argument is based on a generalization of the
Poincaré-Dulac theorem. Denote H' the space of homogeneous polynomials of de-

gree [ in R™ with smooth coefficients in ¢ € R*. We recall that for a linear vec-
tor field X that does not depend on ¢ (and has no component in the £ direction),

This manuscript is for review purposes only.
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7

Fic. 2. Extremal entering Os with 0(s—) = 0_ + 6, that is w(s_) = 6.

385 H' = im[X, Jjgn + ker[X, Jjg. A vector field Z is said to be resonant with X if
386 Z € ker[X, ]

387 LEMMA 3.12. Let X(z,€) be a smooth vector field in R™ x R*, X(0,¢) = 0.
388  Denote by X, its linear part. Then, if X1 does not depend on &, there exist g; €
380 H'Nker[Xy,.],i=2,...,1, and a smooth vector field R, with zero l-jet such that, in
390 a meighbourhood of zero, X is smoothly conjugate to

391 Xi+gp+--+a+R, leN.

392 Proof. We will follow [23] and reason by induction on [, then treat the case [ = co.
393 Forl =1, the result is trivial: X = X7+ R; where R; has zero first jet at zero. Suppose
394 by induction that gi,...,g9;—1, and R;_; are as desired, | > 2; R;_; has a zero [ — 1

395 jet (at zero) and can be written as
396 R =[X1,Z]+ g + Ry,
397 where Z € H', g; € ker[X1,.], and R; is a smooth vector field with zero I-jet. Now,

l
308 (X, Z) = [X1, 2]+ Y _[9:, Z) + [Ri1, Z) = (X1, Z] + R,

=2

399 where R] has zero l-jet. Note ¢z the flow of Z, and consider X" := (¢%,),X. One has

dx?
400 — =[X,Z]=[X1,Z]+ Ry,

dt
101 so that Xt = X9 + ¢[Xy, Z] + Ry with j'(R;+)(0) = 0. Since Z is a homogeneous
102 polynomial of degree [, it has zero [ — 1 jet, so X and X* have the same [ — 1 jet,

3 which means that
1 X'=X1+g+ - +g+[X,2.
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Fort=-1,X"'=X1+g+ +g+R;_1,and ¢§1 conjugates the two vector fields,
which ends the proof by induction. The above construction provides a sequence of
formal diffeomorphisms ¢; = ¢21 (Z € H') such that (¢;)« X = X1 +go+---+q +Ry.
Also notice that ¢; and ¢; 1 have the same [-jet. This defines a sequence of coefficients
g1(&) for all I. O

By a generalization of Borel theorem proved by Malgrange in [15], we know that there
exists a smooth function ¢ such that the I-jet of ¢; and ¢ are identical for all I € N.
We can also realize, using the same theorem, the formal series given by the resonant
monomials by a smooth vector field X°°. Thus we have ¢,(X) = X° + R*™, where
R has zero infinite jet. We begin by looking for monomials that are resonant with
the linearized vector field of Y,

0
Yi =—p— —
B TR
(monomials X for which [Y7, X] = 0). The Lie bracket with Y] treats £ as a constant:
the map X — [Y7, X] is linear in . There are three different cases for such monomials
and 5

5 o
Y1 a(€)p'e! 5] = (i = = Da(@)p's! 3

Setting 2 := pw, the monomials we are looking for are

9 k0

0
k
3 G dO s keEN.

a€)p2 - b 5

The lemma allows us to state that the infinite jet of Y can be formally developed on
the resonant monomials, so Y is formally conjugate to

pr=—p(1+> 5, a;(§)),
W w' = w(l + Zizl bl(E)QZ)a
§=p>is ci()'.

Notice that, by putting € in factor in the formal series above, we get a formal field
of the required form (3.10). There exists Y*°, a smooth vector field on O, such that
W =Y >+ R*° where R* is a smooth function with zero infinite jet along D. At this
stage, we have that Y is smoothly equivalent to Y°° + R*. The last step consists in
killing the flat perturbation R*>°. This can be achieved by the path’s method: instead
of looking for a diffeomorphism sending Yy :=Y on Y} := Y > + R*, we search for a
one parameter family (path) of diffeomorphism (g;); such that

(3.12) 9 Yo = Y4,

Y; being a path of vector fields joining Y, and Y;. Consider the linear path Y; =
(1 —t)Yo +tY1, t € [0,1]. Differentiating (3.12) with respect to t we get

a * y %)
(9;Yo) =Y, =Y1 - Yy = R™.

(3.13) o
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A
p

(wo, &0

1T,

S

Fic. 3. Transition map between the two sections.

The family g; defines a family of vector fields Z; by

Zo(a)) = (),

and conversely we obtain the desired path of diffeomorphisms by integrating these
fields. As a consequence, (3.13) can be rewritten

(3.14) Y;, Z,]) = R™.

We just showed that getting rid of the flat perturbation R* boils down to finding a
solution to (3.14). It has been proved in [21] (see Theorem 10), that this equation has
a solution. This ends the proof of Proposition 3.8. a0

4. Regular-singular transition. The existence of a stratification of the flow
in the X_ case raises the question of the transition: how does the flow behave when
one is getting close to the stratum S°*? We answer this question by considering the
Poincaré map between two well chosen sections. Using the normal form given by
Proposition 3.8, it is possible to make a precise statement: for given py and wy, both
positive, consider the two sections Iy C {p = po} and II; C {w = wy}. As Iy is
transverse to {w = 0}, it can be parameterized by (w, ) coordinates. Similarly, ITy is
transverse to {p = 0} and can be parameterized by (p, ) coordinates (see Figure 3).

THEOREM 4.1. Let T : Il — II; be the Poincaré mapping between the two sec-
tions, T'(wo, &) = (p(wo, &0), E(wo, &o)). There exist smooth functions P and X defined
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on a neighbourhood of {(0,0)} x D such that

T (wo,&0) = (P(wo Inwg,wo, &), X (wo Inwo, wo, &o))-

Remark 4.2. The mapping T belongs to the log-exp category [24]. (See [8] for the
role of this category in sub-Riemannian geometry.)

Proof. The system (3.10) is equivalent to

W =w,
(41) o = —p(1+ QA(©,6)),
¢ =0C(9,8).

It has the same trajectories, and thus the same Poincaré mapping between the two
sections. The transition time is given by the first equation: s(wp) = In(wy/wp). (The
singular-regular transition occurs when wy — 0, and the transition time tends to
infinity.) Still noting u = pw, (4.1) implies

(4.2) ¢ =QC(9,¢),

{Q’ — —02A(9,9),
that we want to integrate from an initial condition on Il in time s(wg). We extend
this system by the trivial equation wj, = 0, and denote ¢ its associated flow. Then,
T'(wo,&0) = ¢(In(wf/wo), wo, powo, o) (remember that on IIy, Qo = powp). It is not
the form we are looking for since In(w/wp) is not regular at wy = 0, but we have the
following estimate on the u coordinate of the flow.

LEMMA 4.3. There exists a constant M such that, for small enough wg > 0,
¢ € D, and integration time ¢t < In(wys/wp),

0 < Q(t,wo, powo, &) < Mwy.

Proof. Compare the dynamics of Q in (4.2) with v = —v?, which integrates
according to
Vo
t, =
U( UO) ]. —+ 'Uot

for vg > 0. So

Powo
v(In(ws/wo), powo) = 1+ powo In(wy /wp) ’

hence the estimate as wo In(wy/wp) is small enough for small enough wy > 0. d

Let us make a change of time, and consider the following rescaled system:

wh =0,
(43) Q' = _(QQ/WO)A Qag)v

(
£

For wy > 0, its flow ¢ is well defined and the Poincaré mapping is obtained by
evaluating it in time wq In(wy/wo):

¢ = (Q/wo)C(

T(w(h 50) = SZ(WO IH(Wf/CUQ), wo, PoWo, EO)
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We make a blow-up on {2 = w = 0} to prove that T has the required regularity. Set
f(Q,w, &) = (n,w,&) with n = Q/w: in coordinates (w,7,£), the pulled back system
writes

wy =0,
(4.4) Z:¢n = —?Zﬁ(nwo,f),
¢ =nC(nwo,§).

The vector field Z is actually smooth. The blow-up map f sends the cone —now <
Q < mow onto the rectangle —ny < 1 < 1y, —wo < w < wy. According to the previous
lemma, we only need to evaluate its flow @(t,wo,n0,&0) on a band wy € [—wi,ws],
no € [-M, M], £ € D, to compute @ in time wp In(ws/wp). As @ = (7, &) is smooth
on such a band, we eventually get

T(wo, &) = (H(wo In(wp /wo), wo, po, €0), € (wo In(w /wo ), wo, pos &),

which has the desired regularity. O

5. Application to mechanical systems. In this section, we particularize our
study to mechanical systems associated with a potential. We go further in the specific
case of the potential of the restricted three body problem. Let ) be an open subset
of the plane R?) let g : TQ = Q x R? — R? be a smooth function on the (trivial)
tangent bundle, and consider the following controlled mechanical system on M = T'Q:

(5.1) G(t) + g(a(t), 4(t)) = u(t), wui(t)+uj(t) <1.

A simple rescaling allows to take into account a more general constraint on the control,
|u(t)] < e, for any positive €. Given a smooth potential V : @ — R, an important
particular case of such a mechanical system is obtained for g(g,v) = VV(g), in which
case ¢ is independent of the velocity coordinate v (this corresponds to a system with
kinetic energy g) System (5.1) is control-affine of the form (2.1) studied in the
previous sections with

0

Fy(q,v) = vy

0 0
FO(q?U)_U%_g(Q7U)%a Fl(Qav)

_8U17

PROPOSITION 5.1. Minimum time controls of (5.1) are piecewise smooth with a
finite number of singularities. At such singularities, the control rotates instantaneously
of an angle w (generating so-called "r-singularities” [10]).

Proof. One checks that {Fy, Fo, Fp1, Fyo} have rank four at any point of M, so
assumption (A) holds. As Hip = 0 everywhere, ¥ = X_: contacts of minimum time
extremals with 3 are isolated according to Proposition 3.1, so there are finitely many
of them, and at such points u(t+) = —u(t—) by virtue of (3.11). O

Theorems 3.3 and 4.1 also apply. Every initial condition leading to a m-singularity
has a neighbourhood that can be stratified, with a codimension one stratum leading
to neighbouring m-singularities. The extremal flow is continuous on this neighbour-
hood, and crossing this stratum generates logarithmic (in the sense of Theorem 4.1)
singularities on the flow.

An important application is the minimum time control of the elliptic restricted
three body problem [22]. Let p € (0,1) be the ratio of the two primary masses, and
let e € [0,1) be the eccentricity; the elliptic restricted problem seeks the trajectory
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of a third body whose motion is influenced by the two primary masses, while these
masses are not influenced by the third negligible one. The two primaries are assumed
to be on elliptic orbits of common eccentricity e € [0,1) and common focus equal to
their center of mass set at the origin (see Figure 4). Let us denote ¢* and ¢* the
positions, depending on time, of the two primaries. Let 2 denote the open subset of
the time-position space

2={(t,q) e RxR?|q#¢'(t) and q # ¢*(t)}

outside collisions. On 2 x R?, the dynamics describing the controlled motion of the
third body is

(5.2) 4(t) + VgVie(t q(t)) = u(t),
where the time-dependent potential is

_ - + 1%
lg—q' ] lg—¢*@)

Note that ¢! and ¢% depend on the eccentricity e prescribing the motion of the two
primaries, hence the dependence of the potential both on g and e. A remarkable
situation occurs when e = 0. The two primaries are in circular motion around their
center of mass, and the system can be made autonomous by going into the moving
frame attached to the rotating bodies. In this frame, still denoting ¢ the position
(now related to moving axes), the dynamics is exactly of the form (5.1) with

Vie(t,q)

(g1 + 1, q2) (1 — 14 p,q2)

glav) =1 =w) g+ 2+ a@P2 " Ml — 1+ w2 + @2

—q + 2(_7}27”1)’

and Q = R?\{(—u,0), (1 —,0)}. We refer to [9] for further details on the controlled
circular restricted three body problem. As stated at the beginning of the section,
Proposition 3.1 as well as Theorems 3.3 and 4.1 apply to the minimum time control
of the circular restricted problem. Besides, it turns that Proposition 5.1 remains
true for the more general elliptic restricted problem. The proof is based on a direct
estimation a la Sturm of the time between two singularities, and provides a global
bound on the number of these singularities. Let g : [0,%7] — R? be a minimum time
trajectory of the elliptic restricted three body problem (5.2). Let us denote

6y = min |q(¢) — ¢"(t)], 62 = min |q(t) — ¢*(t)],
[0,tf] [0,tf]

and
0102

5 = .
2T )08 + peg]is

PROPOSITION 5.2. Singularities of minimum time trajectories of the elliptic re-
stricted three body problem are w-singularities. The number of w-singularities for a

minimum time trajectory is bounded above by Ltf/(ﬂéféz)J , where ty is the minimum
time.

In the circular restricted case (e = 0), this proposition provides a global bound on
the number of heteroclinic connections of the system after blow-up and time change
defined in Section 3; each w-singularity is associated with a pair of hyperbolic equilibria
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Fi1c. 4. Elliptic restricted three body problem. The two primary masses, mi and mz, are on
elliptic orbits of common eccentricity and common focus (located at their center of mass).

(Z_,Z4+), and going from one w-singularity to another generates a connection between
7‘+ and 7! Not surprisingly, this bound is expressed in terms of the distance to the
primaries, that is to the singularities of the original dynamics. An interesting open
question is to provide an estimate of the distance to the collisions—and thus a more
explicit bound on the number of 7-singularities—in terms of the boundary conditions
in the position-velocity phase space of the restricted problem. Note also than when
1 =0, we go back to the Kepler problem and d; = d15 is the distance to the collision.
The proof the proposition uses the following lemma.

LEMMA 5.3. Let us consider the minimum-time control of
(5.3) G(t) + VaV(t,q(t)) = u(t),

where V' is a smooth potential defined on a open subset O C R3. Let A(t,q) be a
symmetric matriz of order n whose entries depend continuously on (t,q) € O such
that
At,q) > V2, V(t,q), (t,q) €O.

The following statement holds. Singularities of minimum time trajectories of (5.3)
are m-singularities. If t <ty are two such singularities, if A(t,q(t)) > V2,V (t,q(t))
for some t € [t1,t2], there exists a non-trivial solution of §j(t) + A(t, q(t))y(t) = 0 that
vanishes both at t; and 5/2 < ts.

Proof. Applying Pontrjagin maximum principle to (5.3), one gets the maximized
(time dependent) Hamiltonian

H(t,q,v,pq,Ps) = Pq-v — Du.VV (t,q) + [P0,

and u = p,/|p,| whenever p, is not zero. As the equation on p, is a second order
linear one,
Bo() + V5,V (t.a(t)po(t) = 0,

if p, and p, vanish simultaneously then p, is identically zero: this is impossible since
Py = —Po» would also vanish, leading to p = (pg, p») identically zero, a proscribed case
when minimizing time. So p, # 0 when p, = 0, and the zeros of p, are isolated.
At such a point, the ratio p,/|p,| has opposite left and right limits, resulting in a
m-singularity. Sturm’s comparison Theorem [16] allows to conclude. O
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Proof (of Proposition 5.2). Let

1—p I
Altg) = [ 1T OF T 0
’ 0 1—p + I
lg—¢' @) 7 la—a> @)

A straightforward calculation shows that

da@@@—V@%@@%ﬂﬂu_MMQqam2 (%ﬁwf} .

+u
lg—a' () lg— >
for (t,q) in 2. By the previous lemma, the interval between two singularities is greater
than the time interval between two zeros of the scalar equation

(5.4) Mﬂ+( Lon o MB)szo

() = ¢' @O q(t) — ¢

As 1 1
— 1 —p
+ <
lq(t) —q*(@)> ~ lq(t) — ¢*() 5

a solution of (5.4) cannot have consecutive zeros in an interval of length smaller than

o
+6§’

7T 3/2
= 77514

1—p )2
+ £
EE

by Sturm comparison again. 0
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