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Walking in a Planar Poisson-Delaunay Triangulation: Shortcuts in the Voronoi Path
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Abstract

Let $X_n$ be a planar Poisson point process of intensity $n$. We give a new proof that the expected length of the Voronoi path between $(0,0)$ and $(1,0)$ in the Delaunay triangulation associated with $X_n$ is $\frac{4}{\pi} \approx 1.27$ when $n$ goes to infinity; and we also prove that the variance of this length is $\Theta(1/\sqrt{n})$. We investigate the length of possible shortcuts in this path, and define a shortened Voronoi path whose expected length can be expressed as an integral that is numerically evaluated to $\approx 1.16$. The shortened Voronoi path has the property to be locally defined; and is shorter than the previously known locally defined paths in Delaunay triangulation such as the upper path whose expected length is $\frac{35}{3\pi^2} \approx 1.18$.

1 Introduction

The Delaunay triangulation is one of the most classical objects of computational geometry and searching for paths in a point set using Delaunay edges is useful, e.g. for point location, nearest neighbor search, or routing in networks.\[3\]

If the points are random, several walking strategies have been studied.\[2, 4, 7, 8, 11\] In this paper we consider variations of a particular strategy called the Voronoi path that consists in linking in order all the nearest neighbors of a point moving linearly from $s$ to $t$ where $s$ and $t$ are two points in the plane. We analyze this path when $[st]$ is a fixed segment of unit length and when the point set is a Poisson point process of density $n$, possibly augmented by the two points $s$ and $t$.

The Voronoi path is known to have an expected length $\frac{4}{\pi} \approx 1.27$ when $n \to \infty$.\[1\] In this paper, we provide an alternative proof of this result (Section 3) and prove that this length is quite stable by showing that its variance is small (Section 4).

A path is called locally defined if it is possible to decide if an edge $e$ belongs to the path from $s$ to $t$ knowing only $s$, $t$, $e$, and the neighbors of the endpoints of $e$ (without knowing the rest of the path). Clearly, the Voronoi path is locally defined, since it can be decided if a Delaunay edge $e$ belongs to the Voronoi path by testing if the dual Voronoi edge of $e$ crosses the segment $[st]$. Another locally defined path is the upper path\[7\] whose expected length, $\frac{35}{3\pi^2} \approx 1.182$, is shorter than the Voronoi path. In Section 5 we introduce a variant of the Voronoi path using some locally defined shortcuts. The expected length of this improved path can be expressed as an integral whose numerical evaluation yields an expected length of 1.16, and thus give a shorter locally defined path.

2 Notation, Definitions, and Preliminaries

For a point set $\chi$ in the plane, we define its Delaunay triangulation $\text{Del}(\chi)$ as the set of edges $[pq]$ with $p, q \in \chi$ such that there exists a disk $D$ with $D \cap \chi = \{p, q\}$. One can remark that if such a disk exists, there
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is also an empty disk with $p$ and $q$ on its boundary (shrink the first disk staying inside to reach the relevant configuration).

The Voronoi diagram associated with $\chi$ is the tuple $(R_{\chi})_{\chi \in \chi}$ where $\forall p \in \chi; R_p = \{q \in \mathbb{R}^2/\forall p' \in \chi \parallel p'q \parallel \leq \parallel p'q' \parallel\}$ (with $\parallel \cdot \parallel$ the Euclidean norm). $R_p$ is the Voronoi cell of seed $p$. If $[pq]$ is a Delaunay edge, then the Voronoi cells of $p$ and $q$ are neighbors and $R_p \cap R_q$ is called the dual Voronoi edge.

The Voronoi path $VP_s(t)$ between two points $s$ and $t$ is defined as the path formed by the seeds of the Voronoi cells intersecting the segment $[st]$ (see Figure 1 for an example of Voronoi path). If $s, t \in \chi$ this path links $s$ to $t$, otherwise it links the nearest neighbor of $s$ to the nearest neighbor of $t$.

We use the notation $p_{1..i}$ for the tuple of $i$ points $(p_1, \ldots, p_i)$ and $p_{1..i}$ for same tuples without duplicates, i.e. when $\forall k, l \in [1, i], p_k \neq p_l$.

We denote by $M(p_1, p_2)$ the intersection point between the bisector of two points $p_1$ and $p_2$ and the line $(st)$. The ball centered at $M(p_1, p_2)$ passing through $p_1$ and $p_2$ is denoted $B(p_1, p_2)$ and its radius is denoted $R(p_1, p_2)$. The ball passing through $p_1$, $p_2$, and $p_3$ is denoted $B(p_{1..3})$.

A ball with center $(x, 0)$ and radius $r$ is denoted $B(x, r)$. The area of a domain $D$ is denoted $A(D)$.

In the sequel our point set will be a Poisson point process $X_n$ of intensity $n$ or the same set augmented by two points $X = X_n \cup \{s, t\}$ where $s = (0, 0)$ and $t = (1, 0)$.

For a random variable $Y$, its expected value is denoted $E[Y]$ and its variance is denoted $\Psi[Y]$. The probability of an event $Z$ is denoted $P[Z]$.

We recall the Slivnyak-Mecke formula which allows one to transform a sum on a Poisson point process in an integral. For a function $f$ computing a real value from a set of points distributed according Poisson distribution, we have: [12] Theorem 3.3.5

$$E\left[\sum_{p_1 \neq k \in X_n^k} f(X_n)\right] = E\left[\int f(X_n \cup \{p_{1..k}\}) dp_{1..k}\right]$$

We recall the Blaschke-Petkantschin change of variable which substitutes to the Cartesian coordinates of three points $p_{1..3}$ their circumscribing circle of center $\Omega$ and radius $r$ and the polar angles of the three points $\alpha_{1..3}$ on that circle. For a function $f$ of the three points, we have: [12] Theorem 7.3.1

$$\int_{\mathbb{R}^2} \int_{\mathbb{R}^2} f(p_{1..3}) dp_{1..3} = \int_{[0, 2\pi]^3} \int_0^\infty \int_{\mathbb{R}} f(\Omega, r, \alpha_{1..3}) 2r^3 A(\alpha_{1..3}) d\alpha_0 d\alpha_1 d\alpha_2$$

### 3 Expected Length of the Voronoi Path

The first theorem proves that the length of the Voronoi path in $X$ and $X_n$ are similar when $n$ is big:

**Theorem 1.** Let $X := X_n \cup \{s, t\}$ where $X_n$ is a planar Poisson point process of intensity $n$, $s = (0, 0)$, and $t = (1, 0)$. Let $\ell(VPX_s(t))$ be the length of the Voronoi Path from $s$ to $t$ in $\text{Del}(\chi)$. Then

$$E[\ell(VP_X(s, t))] - E[\ell(VP_{X_n}(s, t))] = O\left(\frac{1}{\sqrt{n}}\right)$$

**Proof.** First, we remark that with very high probability $1 - e^{-n\pi}$, the disk of diameter $[st]$ contains at least one point of $X_n$ and thus no disk centered on $[st]$ can contain both $s$ and $t$.

If no disk contains both $s$ and $t$, $VP_X(s, t)$ and $VP_{X_n}(s, t)$ only differ by few edges around $s$ and around $t$. Actually, when adding $s$ and $t$ to $X_n$ and updating the Voronoi diagram, the Voronoi cell of $s$
and $t$ are created and the parts of segment $[st]$ inside these new cells induce changes between $VP_X(s, t)$ and $VP_{X_n}(s, t)$. Namely, if we denote by $q_1, q_2, \ldots, q_{k-1}, q_k$ the vertices of $VP_{X_n}(s, t)$, then $VP_X(s, t)$ is $s, q_i, q_{i+1}, \ldots, q_j-1, q_j, t$ for some values $i$ and $j$ such that $1 \leq i \leq j \leq k$. We remark that all $q_i$, for $1 \leq l \leq i$, are neighbors of $s$ in Del$(X)$ since, by definition of the paths, there is a disk $D_l$ centered on a point in $[st]$ with $q_l$ on its boundary, $s$ inside and no points of $X_n$ nor $t$ inside. This disk witnesses that $[sq_l]$ is a Delaunay edge in Del$(X)$. Thus, to go from $VP_{X_n}(s, t)$ to $VP_X(s, t)$ we have to add one Delaunay edge incident to $s$: $[sq_i]$ and to remove few edges between neighbors of $s$ in Del$(X)$. The length variation at the beginning of the path can be bounded using triangular inequality by:

$$\|q_1q_2\| + \|q_2q_3\| + \ldots + \|q_{i-1}q_i\| + \|sq_i\| \leq \|sq_1\| + 2\|sq_2\| + 2\|sq_3\| + \ldots + 2\|sq_{i-1}\| + 2\|sq_i\|$$

whose expectation is $O\left(\frac{1}{\sqrt{n}}\right)$ [7, Prop. 2.2]. The same applies to the end of the path around $t$.

In the rare case with an empty disk of diameter $[st]$ almost the same reasoning applies except that the two parts of $VP_{X_n}(s, t)$ to be removed may overlap. The length of the removed part is still bounded from above by $O\left(\frac{1}{\sqrt{n}}\right)$. Now the added part is just edge $st$ of length one, but since it arises only with probability $e^{-n \pi/4} = o\left(\frac{1}{\sqrt{n}}\right)$ the result still holds.

**Theorem 2.** Under the same hypotheses as Theorem [7] we have

$$\mathbb{E}[\ell(VP_{X_n}(s, t))] = \frac{4}{\pi}.$$

**Proof.** The length of the Voronoi path is expressed as a sum on all pairs of points using indicator functions:

$$\ell(VP_{X_n}(s, t)) = \frac{1}{2} \sum_{p_1, p_2 \in X_n^2} \mathbb{I}_{[p_1p_2] \in VP_{X_n}(s, t)} \|p_2p_1\|$$

$$= \frac{1}{2} \sum_{p_1, p_2 \in X_n^2} \mathbb{I}_{[p_1p_2] \in [st]} \mathbb{I}_{[B(p_1, p_2) \cap X_n = \emptyset]} \|p_2p_1\|.$$

Using the Slivnyak-Mecke formula, we transform this sum in an integral:

$$\mathbb{E}[\ell(VP_{X_n}(s, t))] = n^2 \int_{(R^2)^2} \mathbb{I}_{[M(p_1, p_2) \in [st]]} \mathbb{P}[B(p_1, p_2) \cap X_n = \emptyset] \|p_2p_1\|dp_1dp_2.$$
This integral will be computed by substitution. Let $\Phi$ be the function

$$
\Phi : \mathbb{R} \times \mathbb{R}_{\geq 0} \times [0, 2\pi)^2 \to \mathbb{R}^2 \times \mathbb{R}^2 \\
(x, r, \alpha_1, \alpha_2) \mapsto (p_1, p_2),
$$

where for $i=1,2$ we let $p_i = (x, 0) + r (\cos \alpha_i, \sin \alpha_i)$. As long as $p_1$ and $p_2$ do not have the same abscissa, which occurs with probability 1, the predecessor of $(p_1, p_2)$ by $\Phi$ is uniquely defined, with $x$ is the abscissa of $M(p_1, p_2)$ and $r$ is the distance between this point and $p_1$. So $\Phi$ is a $C^1$-diffeomorphism up to a null set. Its Jacobian is

$$
\det(J_\Phi) = \begin{vmatrix}
1 & \cos \alpha_1 & -r \sin \alpha_1 & 0 \\
0 & \sin \alpha_1 & r \cos \alpha_1 & 0 \\
1 & \cos \alpha_2 & 0 & -r \sin \alpha_2 \\
0 & \sin \alpha_2 & 0 & r \cos \alpha_2
\end{vmatrix} = r^2 (\cos \alpha_2 - \cos \alpha_1).
$$

Since $\|p_1 p_2\| = 2r |\sin \frac{\alpha_1 - \alpha_2}{2}|$ and $\mathbb{P} [B(0, r) \cap X_n = \emptyset] = e^{-n\pi r^2}$, we get

$$
\mathbb{E} [\ell(VP_{X_n}(s, t))] = n^2 \int_{-\infty}^{\infty} \int_{0}^{\infty} \frac{1}{e^{r^2}} \sin^2 \frac{\alpha_1 - \alpha_2}{2} d\alpha_1 d\alpha_2 dr dx = n^2 \int_{-\infty}^{\infty} \frac{1}{2\pi x^2} \cdot 4 \int_{0}^{\pi} \sin \frac{\alpha_1 - \alpha_2}{2} (\cos \alpha_2 - \cos \alpha_1) d\alpha_1 d\alpha_2 = \frac{4}{\pi},
$$

using the fact that $|\sin \frac{\alpha_1 - \alpha_2}{2}| \cdot |\cos \alpha_2 - \cos \alpha_1|$ is invariant by substituting $(\alpha_2, \alpha_1)$ or $(2\pi - \alpha_1, 2\pi - \alpha_2)$ to $(\alpha_1, \alpha_2)$. \hfill \Box

4 Variance of Stretch Factor of the Voronoi Path

**Theorem 3.** Under the same hypotheses as Theorem 1, the variance verifies

$$
\mathbb{V} [\ell(VP_{X_n})] = \Theta(n^{-\frac{3}{2}}).
$$

**Proof.** The variance is given by:

$$
\mathbb{V} [\ell(VP_{X_n})] = \mathbb{E} [\ell(VP_{X_n})^2] - \mathbb{E} [\ell(VP_{X_n})]^2.
$$
We define $\ell_{VP}(p_{1.2}) = \mathbb{1}_{[B(p_1,p_4) \cap X_n = \varnothing]} \mathbb{1}_{[M(p_1,p_2) \in [st]]} \|p_1 p_2\|$ and develop $\ell(VP_{X_n})^2$ as a sum:

$$
\ell(VP_{X_n})^2 = \left(\frac{1}{2} \sum_{p_1 \neq 2 \in X_n^2} \ell_{VP}(p_{1.2})\right)^2
= \frac{1}{4} \left(2 \sum_{p_1 \neq 2 \in X_n^2} \ell_{VP}(p_{1.2})^2\right)
+ \frac{1}{4} \left(4 \sum_{p_1 \neq 2 \in X_n^3} \ell_{VP}(p_{1.2}) \ell_{VP}(p_{2.3})\right)
+ \frac{1}{4} \left(4 \sum_{p_1 \neq 2 \in X_n^4} \ell_{VP}(p_{1.2}) \ell_{VP}(p_{3.4})\right).
$$

The expected value of the three terms of Equation (2) will be computed separately using the same technique as for Theorem 2. The last term gives, with $X' = X_n \cup \{p_{1.4}\}$:

$$
\mathbb{E} \left[ \frac{1}{4} \sum_{p_1 \neq 4 \in X_n^4} \ell_{VP_{X_n}}(p_{1.2}) \ell_{VP_{X_n}}(p_{3.4}) \right]
\leq \frac{n^4}{4} \int_{(R^2)^4} \mathbb{E} \left[ \ell_{VP_{X_n}}(p_{1.2}) \ell_{VP_{X_n}}(p_{3.4}) \right] \, dp_{1.4}. 
$$

With the same substitution as previously, done twice, we get:

$$
\mathbb{E} \left[ \frac{1}{4} \sum_{p_1 \neq 4 \in X_n^4} \ell_{VP_{X_n}}(p_{1.2}) \ell_{VP_{X_n}}(p_{3.4}) \right]
\leq \frac{n^4}{4} \int_{[0,1]^2} \int_{\mathbb{R}^2} \int_{[0,2\pi]^4} e^{-n \mathcal{A}(B(x,r) \cup B(x',r'))} 2r |\sin \frac{\alpha_1 - \alpha_2}{2}| 2r' |\sin \frac{\alpha_3 - \alpha_4}{2}| 
\quad \times r^2 |\cos \alpha_2 - \cos \alpha_1 r'^2| \cos \alpha_4 - \cos \alpha_3 |d\alpha_{1.4}drdr'dx'dx'.
$$

By rewriting the exponential as:

$$
e^{-n \mathcal{A}(B(x,r) \cup B(x',r'))} = e^{-n \pi (r^2 + r'^2)} + \left( e^{-n \mathcal{A}(B(x,r) \cup B(x',r'))} - e^{-n \pi (r^2 + r'^2)} \right)
$$

and applying Fubini’s theorem, we get:

$$
\mathbb{E} \left[ \frac{1}{4} \sum_{p_1 \neq 4 \in X_n^4} \ell_{VP_{X_n}}(p_{1.2}) \ell_{VP_{X_n}}(p_{3.4}) \right] \leq \mathbb{E} [\ell(VP_{X_n})]^2 + r_n,
$$
where

\[ r_n = \frac{n^4}{\pi} \int_{[0,1]^2} \int_{[0,2\pi]^4} \left( e^{-nA(B(x,r)\cup B(x',r'))} - e^{-n\pi(r^2+r'^2)} \right) 2r' \left| \sin \frac{\alpha_1 - \alpha_2}{2} \right| r'^2 \cos \alpha_2 - \cos \alpha_1 |r^2| \cos \alpha_4 - \cos \alpha_3 |\alpha_1| \, dr \, dr' \, dx \, dx'. \]

Breaking the symmetry between \( r \) and \( r' \), we get

\[ r_n = \frac{n^4}{\pi} \int_{[0,1]^2} \int_{[0,2\pi]^4} \left( e^{-nA(B(x,r)\cup B(x',r'))} - e^{-n\pi(r^2+r'^2)} \right) r'^3 \, dr \, dr' \, dx \, dx' \times (8\pi)^2. \]

Since we now have \( r' \leq r \), we get

\[ \left( e^{-nA(B(x,r)\cup B(x',r'))} - e^{-n\pi(r^2+r'^2)} \right) \leq e^{-n\pi r^2}. \]

Noticing that the integral on \( \alpha_{1,4} \) is the square of the one in Equation (1), \( r_n \) can be bounded:

\[ r_n \leq 2(8\pi)^2 n^4 \int_{[0,1]^2} \int_{[0,2\pi]^4} \left[ \int_0^r e^{-n\pi r^2} \mathbb{1}_{B(x,r) \cap B(x',r')} \right] \, dr' \, dr \, dx \, dx' \]

\[ \leq 128\pi^2 n^4 \int_{[0,1]^2} \int_{[0,2\pi]^4} \left[ \int_0^{x+r} \int_0^{x+r} e^{-n\pi(r^2+r'^2)} \, dr' \, dx' \right] \, dr \]

\[ \leq 128\pi^2 n^4 \cdot 4 \frac{105}{4 \pi^3 + n^2} = O(n^{-\frac{3}{2}}). \]

The first term of Equation (2) can be computed exactly and proves the lower bound on the variance (since all three terms are trivially positives):

\[ \mathbb{E} \left[ \sum_{p_1 \neq p_2 \in X_n^2} \ell_{V_1, p_{1,2}} (p_{1,2})^2 \right] \]

\[ = n^2 \int_{[0,1]^2} \mathbb{E} \left[ \mathbb{I}_{B(p_1, p_2) \cap X_n = \emptyset} \mathbb{I}_{|M(p_1, p_2) \in [st]|} ||p_1 p_2||^2 \right] \, dp_1 \, dp_2 \]

\[ = n^2 \int_0^1 \int_0^{2\pi} e^{-n\pi r^2} 4r^2 \sin^2 \frac{\alpha_1 - \alpha_2}{2} \cos \alpha_1 - \cos \alpha_2 |\alpha_1 - \alpha_2|^2 \, dr \, dx \]

\[ = 4n^2 \int_0^1 dx \int_0^{2\pi} e^{-n\pi r^2} \, dr \int_0^{2\pi} \sin^2 \frac{\alpha_1 - \alpha_2}{2} \cos \alpha_1 - \cos \alpha_2 |\alpha_1 - \alpha_2| \, d\alpha_1 \, d\alpha_2 \]

\[ = 4n^2 \cdot \frac{3}{4\pi n^2} \frac{10}{3} = \Theta(n^{-\frac{3}{2}}). \]
Figure 2: Shortcuts in Voronoi path of Figure 1. The shortcutting edge of triangular shortcuts are in red, the purple edge correspond to a quadrangular shortcut.

The second term of Equation (2) gives:

\[
E \left[ \sum_{p_1 \neq s \in X_n^3} \ell_{VP_{X_n}}(p_{1..2}) \ell_{VP_{X_n}}(p_{2..3}) \right]
\leq n^3 \int_{(R^2)^3} E \left[ \mathbb{1}_{[B(p_1,p_2) \cap X_n = \emptyset]} \mathbb{1}_{[B(p_2,p_3) \cap X_n = \emptyset]} \mathbb{1}_{[M(p_1,p_2 \in [t])]} \mathbb{1}_{[M(p_2,p_3 \in [t])]} \|p_1p_2\| \|p_2p_3\| \right] dp_1 dp_2 dp_3
\leq 2n^3 \int_{(R^2)^3} e^{-n\pi R(p_1,p_2)^2} \mathbb{1}_{\|p_2p_3\| \leq \|p_1p_2\|} \mathbb{1}_{[M(p_1,p_2 \in [t])]} \|p_1p_2\| \|p_2p_3\| dp_1 dp_2 dp_3
\leq 2n^3 \int_{(R^2)^3} e^{-n\pi R(p_1,p_2)^2} \mathbb{1}_{[p_3 \in B(M(p_1,p_2),3R(p_1,p_2))]} \mathbb{1}_{[M(p_1,p_2 \in [t])]} 2R(p_1,p_2)^2 dp_1 dp_2
= 8n^3 \int_{(R^2)^2} e^{-n\pi R(p_1,p_2)^2} 9\pi R(p_1,p_2)^2 \mathbb{1}_{[M(p_1,p_2 \in [t])]} R(p_1,p_2)^2 dp_1 dp_2
= 72\pi n^3 \int_0^1 dx \int_0^\infty e^{-n\pi r^2} r^2 e^{-r^2} dr \int_{[0,2\pi]^2} |\cos \alpha_2 - \cos \alpha_1| d\alpha_2 d\alpha_1
\leq 72\pi n^3 \cdot \frac{15}{16n\pi^2} \cdot 8 = O(n^{-\frac{1}{2}}).
\]

Combining the three terms of Equation (2) yields the upper bound on the variance.

5 Improving the Voronoi Path

We call shortcut of \(VP_X\) a triangle \((p_1,p_2,p_3)\) such that \([p_1p_2]\) and \([p_2p_3]\) are in the Voronoi Path, and \((p_1,p_2,p_3)\) is a triangle in Del(χ) (see red edges in Figure 2).

Notice that there may exist other shortcuts replacing more than two edges in the Voronoi path (e.g., the purple edge in Figure 2) but the probability of existence decrease with the length of the replaced chain. In this paper we limit our interest to the triangular shortcuts.

Let \(\ell_{SC}(p_1,p_2,p_3)\) be defined as the length saved by taking the shortcut \((p_1,p_2,p_3)\), i.e \(\ell_{SC}(p_1,p_2,p_3) = \|p_1p_2\| + \|p_2p_3\| - \|p_1p_3\|\).

As shown in Figure 2 some shortcuts are incompatible, but the set of shortcuts can be divided in two subsets: the shortcuts above the Voronoi path and the shortcuts below the Voronoi path. It is easy to observe
that the shortcuts in the same subset are compatible. By symmetry, the expected length of the shortcuts above the Voronoi path is equal to the one of shortcuts below the Voronoi path and is equal to half the total length of all shortcuts. Let \( \text{gain}_{X_n} \) denote this expected saving in the Voronoi path for a Poisson point process \( X_n \) considering only the shortcuts above the Voronoi path. We have:

\[
E[\text{gain}_{X_n}] = E \left[ \frac{1}{2} \sum_{p_1 \neq 3 \in X_n^3} 1_{[p_1, 3 \in \text{Del}(X_n)]} 1_{[p_1, 2 \in \text{VP}_{X_n}]} 1_{[p_2, 3 \in \text{VP}_{X_n}]} \cdot 1_{[x_{p_1} < x_{p_2} < x_{p_3}]} 1_{[(p_1, p_2, p_3) \text{ ccw}]} \ell SC(p_{1..3}) \right],
\]

where ccw is a shorthand for counterclockwise. We use the Slivnyak-Mecke formula:

\[
E[\text{gain}_{X_n}] = \frac{n^3}{2} \int_{(R^2)^3} E \left[ 1_{[p_1, 3 \in \text{Del}(X_n \cup \{p_1, p_3\})]} 1_{[p_1, 2 \in \text{VP}_{X_n \cup \{p_1\}}]} 1_{[p_2, 3 \in \text{VP}_{X_n \cup \{p_1\}}]} \cdot 1_{[x_{p_1} < x_{p_2} < x_{p_3}]} 1_{[(p_1, p_2, p_3) \text{ ccw}]} \ell SC(p_{1..3}) \right] dp_{1..3} = \frac{n^3}{2} \int_{(R^2)^3} P \left[ (B(p_{1..3}) \cup B(p_1, p_2) \cup B(p_2, p_3)) \cap X_n = \emptyset \right] \cdot 1_{[M(p_1, p_2) \in [st]]} 1_{[M(p_2, p_3) \in [st]]} 1_{[p_1 \notin B(p_2, p_3)]} 1_{[p_3 \notin B(p_1, p_2)]} 1_{[x_{p_1} < x_{p_2} < x_{p_3}]} 1_{[(p_1, p_2, p_3) \text{ ccw}]} \ell SC(p_{1..3}) dp_{1..3}.
\]

The assumption \( x_{p_1} < x_{p_2} < x_{p_3} \) ensure that each triangle is counted only once. Amongst the shortcuts, we consider only the shortcuts with \( y_\Omega > 0 > y_{p_2} \) (with \( \Omega \) the center of \( B(p_{1..3}) \)) and \( p_1, p_2, p_3 \) counterclockwise then \( p_1 \notin B(p_2, p_3) \) and \( p_3 \notin B(p_1, p_2) \). Since we neglect some shortcuts, in the sequel, we only have a lower bound on \( \text{gain}_{X_n} \):

\[
E[\text{gain}_{X_n}] \geq n^3 \int_{(R^2)^3} e^{-n \mathcal{A}(B(p_{1..3}) \cup B(p_1, p_2) \cup B(p_2, p_3))} 1_{[M(p_1, p_2) \in [st]]} 1_{[M(p_2, p_3) \in [st]]} 1_{[y_{p_2} < 0]} 1_{[y_\Omega > 0]} 1_{[x_{p_1} < x_{p_2} < x_{p_3}]} 1_{[(p_1, p_2, p_3) \text{ ccw}]} \ell SC(p_{1..3}) dp_{1..3} = E_1.
\]

The end of this section is devoted to the computation of the above integral. Unfortunately, we do not succeed to compute it symbolically. We will reorganize the factors, substitute variables and make some symbolic integration to obtain some trigonometric integral that we will compute numerically.
Let \( r \) be the radius of \( B(p_{1,3}) \),
\[
S = \frac{n}{r} A(B(p_{1,3}) \cup B(p_{1,2}) \cup B(p_{2,3}))
\]
be the area of the union of the three balls normalized by \( r^2 \), and \( h = \frac{n}{r} \) the normalized distance from \( \Omega \) to line \((st)\). Since \( \Omega \) is assumed above line \((st)\) and \( p_2 \) below it, \( h \in [0,1] \). We define an integration domain for the angles \( \alpha_i \):
\[
I_h = \left\{ (\alpha_1, \alpha_2, \alpha_3) \in \mathbb{R}^3 \left| \begin{array}{l}
2\pi - \alpha_2 < \alpha_1 < \alpha_2 \\
\pi + \arcsin h < \alpha_2 < 2\pi - \arcsin h \\
\alpha_2 - 2\pi < \alpha_3 < 2\pi - \alpha_2 
\end{array} \right. \right\}.
\]
\( E_1 \) becomes:
\[
E_1 = n^3 \int_{(\mathbb{R})^3} e^{-nr^2 S} \mathbb{1}_{(M(p_{1,2}) \in [st])} \mathbb{1}_{(M(p_{2,3}) \in [st])} \mathbb{1}_{(0 < n_0 < r)} \mathbb{1}_{\alpha_3 \in I_h} \ell S \mathcal{C}(p_{1,3}) \, dp_{1,3}.
\]
Basic trigonometry gives: \( x_M(p_{1,2}) = x_\Omega - \frac{n_0}{\tan(\frac{\alpha_1 + \alpha_2}{2})} \) and \( x_M(p_{2,3}) = x_\Omega - \frac{n_0}{\tan(\frac{\alpha_1 + \alpha_3}{2})} \).
Defining \( J_{\alpha_1,\alpha_2,\alpha_3} = \left\{ \begin{array}{ll}
\frac{n_0}{\tan(\frac{\alpha_1 + \alpha_2}{2})}, & 1 + \frac{n_0}{\tan(\frac{\alpha_1 + \alpha_2}{2})} \\
\emptyset, & \text{otherwise}
\end{array} \right. \)
we have \( \mathbb{1}_{(M(p_{1,2}) \in [st])} \mathbb{1}_{(M(p_{2,3}) \in [st])} = \mathbb{1}_{x_{\Omega} \in J_{\alpha_1,\alpha_2,\alpha_3}} \). We are now ready to substitute the variables using the Blaschke-Petkantschin formula. We get:
\[
E_1 = n^3 \int_{[0,2\pi]^3} \int_0^\infty \int_0^\infty e^{-nr^2 S} \mathbb{1}_{(x_\Omega \in J_{\alpha_1,\alpha_2,\alpha_3})} \mathbb{1}_{[0 < n_0 < r]} \mathbb{1}_{\alpha_3 \in I_h} 2r \left( |\sin \frac{\alpha_1 - \alpha_2}{2}| + |\sin \frac{\alpha_2 - \alpha_3}{2}| - |\sin \frac{\alpha_1 - \alpha_3}{2}| \right) 2r^3 A(\alpha_3) \, dy \, dx \, dr \, d\alpha_1, \alpha_3,
\]
\[
= 2n^3 \int_{[0,2\pi]^3} \int_0^\infty \int_0^r \left( \int_{J_{y,\alpha_1,\alpha_3}} dx \right) e^{-nr^2 S} \mathbb{1}_{\alpha_1,\alpha_2,\alpha_3} \mathbb{1}_{\alpha_3 \in I_h} g(\alpha_1, \alpha_3) r^4 \, dy \, dr \, d\alpha_1, \alpha_3,
\]
where \( g(\alpha_1, \alpha_3) = 2A(\alpha_1, \alpha_3) \left( |\sin \frac{\alpha_1 - \alpha_2}{2}| + |\sin \frac{\alpha_2 - \alpha_3}{2}| - |\sin \frac{\alpha_1 - \alpha_3}{2}| \right) \).
\[
E_1 \geq 2n^3 \int_{[0,2\pi]^3} \int_0^1 \int_0^\infty (1 - rh' g'(\alpha_1, \alpha_3)) e^{-nr^2 S} \mathbb{1}_{\alpha_1,\alpha_2,\alpha_3} \mathbb{1}_{\alpha_3 \in I_h} g(\alpha_1, \alpha_3) \, dr \, d\alpha_1, \alpha_3,
\]
where \( g'(\alpha_1, \alpha_3) = \frac{1}{\tan(\frac{\alpha_1 + \alpha_3}{2})} - \frac{1}{\tan(\frac{\alpha_1 + \alpha_2}{2})} \). The length of \( J_{y,\alpha_1,\alpha_3} \) is \( 1 - rh' g'(\alpha_1, \alpha_3) \) when the interval is nonempty; otherwise, \( 1 - rh' g'(\alpha_1, \alpha_3) \) is negative and still bounds the interval’s length from below.
Since \( n^3 \int_0^\infty e^{-nr^2 S} \mathbb{1}_{\alpha_1,\alpha_2,\alpha_3} \, r^6 \, dr = O \left( n^{-\frac{3}{2}} \right) \) the contribution of the term \( rhg' \) to \( E_1 \) is negligible and
we get

\[ E_1 \geq 2n^3 \int_{\alpha} e^{-nr^2} S(h, \alpha, \alpha, \alpha) r^5 dr \int_{[\alpha, \beta]} \sum_{\alpha, \beta, \gamma} \frac{1}{n^2} \left[ S(h, \alpha, \alpha, \alpha) \right] d\alpha \beta \gamma + O \left( n^{-\frac{1}{2}} \right) \]

\[ = 2n^3 \int_{\alpha} e^{-nr^2} S(h, \alpha, \alpha, \alpha) r^5 dr \int_{[\alpha, \beta]} \sum_{\alpha, \beta, \gamma} \frac{1}{n^2} S(h, \alpha, \alpha, \alpha) d\alpha \beta \gamma + O \left( n^{-\frac{1}{2}} \right) \]

\[ = 2n^3 \int_{\alpha} e^{-nr^2} S(h, \alpha, \alpha, \alpha) r^5 dr \int_{[\alpha, \beta]} \sum_{\alpha, \beta, \gamma} \frac{1}{n^2} S(h, \alpha, \alpha, \alpha) d\alpha \beta \gamma + O \left( n^{-\frac{1}{2}} \right). \]

(3)

**Determination of** \( S(h, \alpha_1, \alpha_2, \alpha_3) \)

\[ S(h, \alpha_1, \alpha_2, \alpha_3) = A(B(u_{1,3}) \cup B(u_1, u_2) \cup B(u_2, u_3)) \]

with \( u_i = (\cos \alpha_i, \sin \alpha_i). \)

\[ S(h, \alpha_1, \alpha_2, \alpha_3) = A(B(u_{1,3})) + A(B(u_1, u_2)) + A(B(u_2, u_3)) \]

\[ - A(B(u_{1,3}) \cap B(u_1, u_2)) - A(B(u_{1,3}) \cap B(u_2, u_3)) \]

\[ - A(B(u_1, u_2) \cap B(u_2, u_3)) + A(B(u_{1,3}) \cap B(u_1, u_2) \cap B(u_2, u_3)) \]

We will look at the different terms of this sum. First we remark that when \( \alpha_{1,3} \in I_h, \) the two last terms disappear since \( B(u_1, u_2) \cap B(u_2, u_3) \subset B(u_{1,3}) \) (the apexes of \( B(u_1, u_2) \cap B(u_2, u_3) \) are \( p_2 \) and its symmetric with respect to the line \( y = -h). \)

The first term is just \( \pi \) the area of the unit circle.

The second and third terms are \( \pi r_{12}^2 \) and \( \pi r_{23}^2 \) with \( r_{12} = R(u_1, u_2) \) and \( r_{23} = R(u_2, u_3). \)

The fourth term is

\[ A(B(u_{1,3}) \cap B(u_1, u_2)) = \frac{1}{2} r_{12}^2 (\theta_{12} - |\sin \theta_{12}|) + \frac{1}{2} (\phi_{12} - |\sin \phi_{12}|), \]

with \( \phi_{12} = \phi_{12} \Omega p_2 \) and \( \theta_{12} = \phi_{12} M(p_1, p_2) p_1 \) the angles under which \( p_1 p_2 \) is viewed from \( \Omega \) and \( M(p_1, p_2). \)

The fifth term is similar to the fourth one.
Above undefined quantities can be expressed in terms of \( h \) and \( \alpha_{1, 3} \). Since the angle of \( \Omega M(u_1, u_2) \) is
\[
\frac{\pi}{2} - \frac{\alpha_1 + \alpha_2}{2} \quad \text{and} \quad y_M(u_1, u_2) = -h \tan \frac{\pi + \alpha_1 + \alpha_2}{2},
\]
we have \( x_M(u_1, u_2) = -h \tan \frac{\pi + \alpha_1 + \alpha_2}{2} \). We deduce \( r_{12}^2 = (\sin \alpha_2 + h)^2 + (\cos \alpha_2 + h \tan \frac{\pi + \alpha_1}{2})^2 \).
Similarly \( r_{23}^2 = (\sin \alpha_2 + h)^2 + (\cos \alpha_2 + h \tan \frac{\pi + \alpha_3 + \alpha_2}{2})^2 \).

The angles \( \phi \) are easy to compute: \( \phi_{12} = \alpha_2 - \alpha_1 \) and \( \phi_{23} = \alpha_3 - \alpha_2 + 2\pi \).

The angle \( \theta_{12} \) verifies
\[
\cos \theta_{12} = \frac{\|M(u_1, u_2)\|_2}{r_{12}} = \sqrt{1 - \left(\frac{\sin \alpha_1 - \alpha_2}{r_{12}}\right)^2},
\]
\[
\cos \frac{\theta_{12}}{2} \geq 0 \text{ iff } 0 \leq 2h + \sin \alpha_1 + \sin \alpha_2,
\]
thus
\[
\theta_{12} = 2 \arccos \left(\sqrt{1 - \left(\frac{\sin \alpha_1 - \alpha_2}{r_{12}}\right)^2} \cdot \text{sign}(2h + \sin \alpha_1 + \sin \alpha_2)\right).
\]
By a very similar reasoning we get
\[
\theta_{23} = 2 \arccos \left(\sqrt{1 - \left(\frac{\sin \alpha_2 - \alpha_3}{r_{23}}\right)^2} \cdot \text{sign}(2h + \sin \alpha_2 + \sin \alpha_3)\right).
\]

**Value of the gain**

Using the above expression for \( S(h, \alpha_{1, 3}) \), the integral of Equation (3) has been numerically approximated using Maple giving \( \mathbb{E}[\text{gain}_{X_n}] \approx 0.108 \). So the expectation of the length of the new path is 1.165. Notice that expression in Equation (3) is the well defined integral of a positive function independent of any parameters, thus it is clearly a positive constant. Maple file with these computations is available with the preprint of this paper.

**6 Concluding remarks**

As a concluding remark, we mention several possibilities of paths from \( s \) to \( t \) that can be defined in a Delaunay triangulation: the shortest path, the compass route (vertex following \( v \) is the one minimizing the angle with \( vt \)), upper path (edges \( vw \) of triangles \( uvw \) with \( u \) below line \( (st) \) and \( v \) and \( w \) above), the closest neighbor path (vertex following \( v \) is the neighbor of \( v \) minimizing the distance to \( t \)), the Voronoi path (VP), the Voronoi path with all possible shortcuts taken greedily, and the Voronoi path with the \( \text{ccw} \) shortcuts (as in Section 5).

Some of these paths are locally defined, i.e., the fact that \( vw \) belongs to the path can be decided knowing only \( s, t \) and some neighborhood of \( vw \). Some are incremental, i.e., the vertex following \( v \) can be decided knowing that \( v \) is on the path, \( s, t \), and some neighborhood of \( v \).

Using CGAL[6], we compute the length of these paths for random set of points. The length and the number of edges reported have been obtained averaging over 1000 experiments with point density \( 10^6 \).
<table>
<thead>
<tr>
<th>Path</th>
<th>Experimental Length</th>
<th>Number of edges</th>
<th>Path properties</th>
<th>Theoretical bound</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shortest path</td>
<td>1.041</td>
<td>927</td>
<td></td>
<td>$\in [1 + 10^{-4}, 1.182]$</td>
<td>[7]</td>
</tr>
<tr>
<td>Compass route</td>
<td>1.068</td>
<td>956</td>
<td>incremental</td>
<td>$\Theta(\sqrt{n})$ edges</td>
<td>[8]</td>
</tr>
<tr>
<td>Voronoi Path</td>
<td>1.130</td>
<td>995</td>
<td>incremental</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voronoi Path greedy shortcuts</td>
<td>1.164</td>
<td>1081</td>
<td>incremental, locally defined</td>
<td>using numerical integration</td>
<td></td>
</tr>
<tr>
<td>Voronoi Path ccw shortcuts</td>
<td>1.167</td>
<td>873</td>
<td>incremental</td>
<td>$\Theta(\sqrt{n})$ edges</td>
<td>[8]</td>
</tr>
<tr>
<td>Closest neighbor walk</td>
<td>1.177</td>
<td>1072</td>
<td>incremental</td>
<td>$\frac{3\pi}{2} \simeq 1.182$</td>
<td>[7]</td>
</tr>
<tr>
<td>Upper path</td>
<td>1.274</td>
<td>1273</td>
<td>incremental, locally defined</td>
<td>$\frac{35}{2\pi} \simeq 1.237$</td>
<td>[1]</td>
</tr>
</tbody>
</table>

In a companion paper [5], we prove that the expected length of the Voronoi path between two points at unit distance increases with the dimension from about $\frac{3}{2}$ in 3D to $\Theta\left(\sqrt{\frac{2d}{\pi}}\right)$ when $d \to \infty$. Analyzing the shortcuts in higher dimension with the tools in the current paper seems out of reach.
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