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Abstract

In this paper we introduce multiresolution analysis
(MRA) algorithmsintended to be used in scientific visualiza-
tion, and based on a non-nested set of approxi mating spaces.
The need for non nested spaces arises from the fact that the
required scaling functionsdo not fulfill any refinement equa-
tion. Therefore we introduce in the first part the concept of
approximated refinement equation, that allows to general-
ize the filter bank and exact reconstruction algorithms. The
second part shows howthisconcept enablesto definea MRA
scheme for piecewise constant data defined on an arbitrary
planar or spherical triangular mesh. The abilityto deal with
arbitrary triangular meshes, without subdivision connectiv-
ity, can be achieved only through the use of non nested ap-
proximating spaces, asintroduced in the first part.

1. Introduction

Hierarchical decomposition of datasets based on wavel et
theory isagrowing subject of research in computer graphics
and scientific visualization. Wavelet theory is based on the
knowledge of a sequence of functional spaces in which the
data is successively approximated. Unfortunately, this se-
guence has to be nested. This explains why wavelet theory
can't be applied to the multiresolution analysis of datasets
defined on irregular meshes, since such meshes cannot be
reach by a subdivision process starting on a coarser mesh.
Recently ([1]) we have introduced a theoretical framework
that enablesto deal with anon-nested sequence of functional
spaces. The link between successive non-nested spaces is
given throughthe definition of intermediate spaces. We will
show how thisframework can be applied to the multiresolu-
tionanalysisof datasets defined onirregular surface meshes.
We will combine our results with a well-known hierarchi-
cal structure- the hierarchical Delaunay triangulation- in
order to obtain successive approximations of the original
dataset on simplified meshes. We will show several ex-
amples that demonstrate the stability of our decomposi-

tion/reconstructionalgorithms, as well as the validity of our
choice for the wavelet functions. We will explain how we
can use the wavel et coefficients in order to optimize the hi-
erarchical decomposition of the dataset.

2. Multiresolution Analysis with non-nested
approximating spaces

We assume that the reader is familiar with the basic
concepts of multiresolution analysis. An introduction on
this topic can be found in [6]. In this section, a gen-
era framework for constructing multiresolution analysis
schemes based on a non nested sequence of approximating
spaces is given. All functional spaces throughout the paper
are supposed to have finite dimensions.

Suppose you are given a sequence of functional spaces V,
that satisfies the following condition:

V. isisomorph to a subspace of V), 41 . (@D}

This condition means that the sequence of approxi-
mating spaces is "growing”: it may be rewritten as

Approximated refinement equation

Let (¢}) denote the scaling functions (i.e. (¢}) is a basis
of V},). If the usual nested condition V,, C V,,+1 would be
satisfied, the link between two successive levels of resolu-
tion would be provided by a so-called refinement equation,
which expresses each scaling function ¢} as alinear com-
bination of the finer scaling functions (7). In our set-
ting, condition (1) implies that there exists functions (57 )
which form a basis of a space V,, isomorph to V,,, and in-
cluded in V,,+1. And the link between level n and n + 1
is now provided through atwo step process. First apply the
isomorphism, i.e. replace the scaling functions (¢} ) by the
intermediate functions (¢} ), and then apply the refinement
equation which expresses ¢ as alinear combination of the
finer scaling functions (¢ +1):
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We refer to (2) as the approximated refinement equation A
crucial point of our method isthe choice of the intermediate
scaling functions (¢ ). This choice will be precised later.

Wavelet functions and filter bank

Once the intermediate functions, and thus the intermediate
spaces V/,, are chosen, we choose the detail space W, as
a complementary of the intermediate space V,, in the finer
space Vj, 41!

Vn+1 = Vn@Wn

The wavelet functions (¢} ) are basis functionsof the space
W, Thusthere exist coefficients (g} ) such that

W=D aeitt
and coefficients (a7}, (b7;) such that
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Let A B, P, denote the matrices with coefficients
(a%), (b%), (p%), (qlﬂj). Given an approximation
farr = > el in V44, the next coarser ap-
proximation f,, = >, x7'¢? andthedetailsg, = >, vy 47
are computed by

(@) =A™ () = BT, ©)

The inverse transformation is given by

(%! = P(e}) + Q) - (4)

The analysis and reconstruction formulas (3) and (4) arethe
same as if the nested condition V;, C V.41 would be sat-
isfied, but they are related now to an approximation in two

steps:
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Choice of the analysisand synthesis matrices
The complete choice for the analysis and synthesis matrices
dependson the application, and thuswill be made inthe next
section. Nevertheless, some conditions that these matrices
haveto fullfill in order to ensure best-approximation and or-

thogonality properties can be precised now.

Let (G, denote the Gram-schmidt matrix of thebasis¢? (i.e.
the matrix whose elements are < ¢, 7 >). If we want
fn, the approximation at resolution n, to be the best - ap-
proximationof f, 41, thenitiseasy to show that theanalysis
matrix A must satisfy the following condition:

A=GrH< e T >). (5)

Once A is computed from (5), the matrix B can be chosen
orthogonal to A, and orthonormal, with respect to the scalar
product in the dual scaling functionbasis of V,,41:

AGL BT =0, (6)
BG BT =1. (7

P and (@ are then computed from A and B in order to ensure
the exact reconstruction property:

(PQ)=<g)_l~ ©

Together, conditions (5), (6), (7), and (8) ensure that the ap-
proximation at resolutionn f,, isthe best L, approximation
of both f,,+1 and the intermediate approximation f,, .

3. Application to piecewise constant data sets
onirregular triangulations

In this section, the theoretical results of section 2 are ap-
plied to the multiresolution analysis of piecewise constant
data sets on irregular planar or spherical triangular meshes.

Previousworks on wavel et methods for data sets defined on
triangular meshes are restricted to regular meshes obtained
by recursively splitingin 4 triangles each triangleof acoarse
base mesh ([5], [4], [3]) (seefig. 1). Thisrecursive process
is associated to a simple hierarchy, that has the structure of
aforest of quadtrees. For such meshes, itispossibleto con-
struct a nested sequence of approximation spaces.

—

Figure 1. 4-to-1 split

When dealing with irregular triangulations, it is not possi-
bleto associate a simple tree structure to the data set. Other



possible hierarchies may be constructed by applying edge
contraction, trianglecontraction or vertex removal operation
on the triangular mesh. These hierarchies cannot be repre-
sented by tree structures, and no sequence of nested approx-
imation spaces can be associated. We have chosen to use
vertex removal operations(seefig. 2), and more specificaly
we have applied previous works from Kirkpatrick ([2]) to
build a so-called hierarchical Delaunay structure. Thisis
explained in subsection 3.1.
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Figure 2. Point removal

Oncethe hierarchy has been computed, we have applied the
results of section 2 locally to each star-shaped polygon cre-
ated by the vertex removal operations, in order to compute
new face values on the new triangles, as well as detail val-
uesthat measure the distance error between the original data
set and the new simplified one (asillustratedin fig. 3). This
will be explained in subsection 3.2.
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Figure 3. Computation of new face values and
detail coefficients
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Eventually we show in subsection 3.3 how thelocal analysis
and synthesis described in 3.2 combine with the hierarchy
introduced in 3.1 in order to yield global analysis and syn-
thesisalgorithmsfor piecewise constant data sets defined on
irregular planar or spherical triangular meshes.

3.1. Hierarchical Delaunay Triangulation

Starting from a surface triangulation, the construction of
ahierarchical Delaunay structure, as introduced in 1983 by
Kirkpatrick ([2]), can be sketched as follows:

While (# selected vertices > 0)

o select amaximal set of independent (non-adjacent) ver-
tices

o remove each of the selected vertex and their adjacent
edges = creation of blocs,

¢ retriangulatetheblocsaccordingtoaDelaunay criteria,
¢ update the links between the levels.

Althoughit wasintroduced for planar triangulations, this al-
gorithm can be applied to spherical triangulationsaswell. It
can beimplemented with several datastructures. Depending
on the data structure, the links can join either faces, vertices
or blocs between different levels. Figure 4 shows an exam-
ple of such ahierarchy. The original and simplified triangu-
lationsare shown on theleft. Empty circles point to vertices
that are removed to reach the next level. The middle part
shows the corresponding hierarchies over the faces. Black
circles denote triangles, and links join triangles that have
non-empty intersections. Rounded-rectangles group trian-
gles belonging to the same bloc. The right part of figure 4
shows these blocs, and the links between intersecting blocs.
Each bloc has twotriangul ations: trianglesbefore the vertex
removal (drawn solid) are called child triangles of the bloc,
and triangles after the vertex removal (in dashed) are called
parent triangles.

: : Level 0
e
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Figure 4. Hierarchical Delaunay triangulation

3.2. Local analysis and synthesis

The hierarchy constructiondescribed inthe previoussub-
section is based on the retriangulation of star-shaped poly-
gons on the surface mesh. In this subsection, we apply the



results of section 2, localy to these star-shaped polygons.
This leads to a local analysis and synthesis scheme of the
data set.

Let p and ¢ be respectively the number of triangles be-
fore and after the vertex removal. Euler formula implies
p=gq+2. Let (T/)i=, , denotethe triangles before the
vertex removal, and (77 );=1...q the triangles after the ver-
tex removal (the superscript f stands for "fine” and ¢ for
"coarse’). Since we are dealing with piecewise constant
data sets, let V/ denotes the space of piecewise constant
functions on the triangles Tif and V¢ on the triangles 77,
then:

dm(V/ ) =¢<dm(V) =p=q+2.

Thebasisfunction ! in 1/ equals 1 onthetriangle 7/ and
0 elsewhere (analogoudly for the basis functionsin v ¢):

30{ = XTlf
P = XT¢ -

The Gram-schmidt matrices Gf and G° in V7 and V¢ are
the following diagonal matrices:

G/ = diag(area(T!)?)

G* = diag(area(T7)?)

Therefore, equation (5) leads to the followinglocal analysis

matrix A:
L (area(TfﬂT]f))

area(Ty)

The computation of the analysis matrix B is done by first
fixing a sub-matrix of B to be the identity, second solv-
ing the homogeneous linear system (6), and third perform-
ing a Gram-schmidt orthonormalizati on process on therows
the solution, with respect to the scalar product of matrix
(G)~L. The Gram-schmidt orthonormalization process en-
suresthat the orthonormality condition (7) isfullfilled by the
matrix B.

Figure 5. illustrates the application of the analysis scheme
on one example: the top part showsthe input functionto the
left (in the finer space V'), the intermediate approximation
inthe middle (in theintermediate space V<), and the coarser
approximation to the right (in the coarser space /¢). The
bottom part of figure 5 shows the two wavelet components
(in the detail space 1W°¢).

Figure 5. Local analysis and synthesis: finer,
intermediate and coarser approximations on
top; wavelet components on bottom.

3.3. Global analysis and synthesis

The global analysis of a piecewise constant data set de-
fined onanirregular planar or spherical triangulationresults
from the application of the local analysis formulas (1) and
(2), withtheanalysismatrices describedin subsection 3.2, in
each bloc of the hierarchical Delaunay structure introduced
insubsection 3.1, starting from thefinest level, and going up
to the coarsest level.

After the whole analysis, each removed vertex has been as-
signed two wavelet coefficients. Partial reconstructions of
the data set, using only wavelet coefficients of high magni-
tude can then be performed. This can be done by selecting
a sub-hierarchy of the hierarchical Delaunay structure that
contains these wavel et coefficients, and applying the recon-
structionformula(4) ineach bloc of thissub-hierarchy, start-
ing from the finest level, and going up to the coarsest level.
Of course, theinsertion of all wavelet coefficients yieldsex-
actly the original data set.

Figure 6 shows an example on a spherical data set with
1.3M faces. The data set is defined on a regular triangula-
tion (4-to-1 split with 8 levels of subdivision starting on a
icosahedron). The data value on each face derives from the
ETOPO5 ! data set (which consists of 2160 x 4320 samples
on auniform grid). Figure 6 shows a partial reconstruction
using the highest wavel et coefficients, with 150000 triangu-
lar faces (out of 1.3M). The selection of the highest wavelet
coefficients clearly results in the insertion of more vertices
where the data set has sharp variations, and less vertices
elsewhere, thereby validating our choicefor theanalysisand
synthesis matrices.
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Figure 6. Partial reconstructions with 150000
faces (out of 1.3M)
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