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Abstract

Contextual bandit algorithms are essential for solving many real-world interactive machine learning problems. Despite multiple recent successes on statistically optimal and computationally efficient methods, the practical behavior of these algorithms is still poorly understood. We leverage the availability of large numbers of supervised learning datasets to empirically evaluate contextual bandit algorithms, focusing on practical methods that learn by relying on optimization oracles from supervised learning. We find that a recent method (Foster et al. 2018) using optimism under uncertainty works the best overall. A surprisingly close second is a simple greedy baseline that only explores implicitly through the diversity of contexts, followed by a variant of Online Cover (Agarwal et al. 2014) which tends to be more conservative but robust to problem specification by design. Along the way, we also evaluate various components of contextual bandit algorithm design such as loss estimators. Overall, this is a thorough study and review of contextual bandit methodology.
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1. Introduction

At a practical level, how should contextual bandit learning and exploration be done?

In the contextual bandit problem, a learner repeatedly observes a context, chooses an action, and observes a loss for the chosen action only. Many real-world interactive machine learning tasks are well-suited to this setting: a movie recommendation system selects a movie for a given user and receives feedback (click or no click) only for that movie; a choice of medical treatment may be prescribed to a patient with an outcome observed for (only) the chosen treatment. The limited feedback (known as bandit feedback) received by the learner highlights the importance of exploration, which needs to be addressed by contextual bandit algorithms.

The focal point of contextual bandit (henceforth CB) learning research is efficient exploration algorithms (Abbasi-Yadkori et al. 2011; Agarwal et al. 2012, 2014; Agrawal and Goyal, 2013; Dudik et al., 2011a; Langford and Zhang, 2008; Russo et al., 2018). However, many of these algorithms remain far from practical, and even when considering more practical variants, their empirical behavior is poorly understood, typically with limited eval-
ual evaluation on just a handful of scenarios. In particular, strategies based on upper confidence bounds (Abbasi-Yadkori et al., 2011; Li et al., 2010) or Thompson sampling (Agrawal and Goyal, 2013; Russo et al., 2018) are often intractable for sparse, high-dimensional datasets, and make strong assumptions on the model representation. The method of Agarwal et al. (2014) alleviates some of these difficulties while being statistically optimal under weak assumptions, but the analyzed version is still far from practical, and the worst-case guarantees may lead to overly conservative exploration that can be inefficient in practice.

The main objective of our work is an evaluation of practical methods that are relevant to practitioners. We focus on algorithms that rely on optimization oracles from supervised learning such as cost-sensitive classification or regression oracles, which provides computational efficiency and support for generic representations. We further rely on online learning implementations of the oracles, which are desirable in practice due to the sequential nature of contextual bandits. While confidence-based strategies and Thompson sampling are not directly adapted to this setting, we achieve it with online Bootstrap approximations for Thompson sampling (Agarwal et al., 2014; Eckles and Kaptein, 2014; Osband and Van Roy, 2015), and with the confidence-based method of Foster et al. (2018) based on regression oracles, which contains LinUCB as a special case. Additionally, we consider practical design choices such as loss encodings (e.g., if values have a range of 1, should we encode the costs of best and worst outcomes as 0/1 or -1/0?), and for methods that learn by reduction to off-policy learning, we study different reduction techniques beyond the simple inverse propensity scoring approach. All of our experiments are based on the online learning system Vowpal Wabbit\footnote{https://vowpalwabbit.org} which has already been successfully used in production systems (Agarwal et al., 2016).

The interactive aspect of CB problems makes them notoriously difficult to evaluate in real-world settings beyond a handful of tasks. Instead, we leverage the wide availability of supervised learning datasets with different cost structures on their predictions, and obtain contextual bandit instances by simulating bandit feedback, treating labels as actions and hiding the loss of all actions but the chosen one. This setup captures the generality of the i.i.d. contextual bandit setting, while avoiding some difficult aspects of real-world settings that are not supported by most existing algorithms and are difficult to evaluate, such as non-stationarity. We consider a large collection of over 500 datasets with varying characteristics and various cost structures, including multiclass, multilabel and more general cost-sensitive datasets with real-valued costs. To our knowledge, this is the first evaluation of contextual bandit algorithms on such a large and diverse corpus of datasets.

Our evaluation considers online implementations of Bootstrap Thompson sampling (Agarwal et al., 2014; Eckles and Kaptein, 2014; Osband and Van Roy, 2015), the Cover approach of Agarwal et al. (2014), $\epsilon$-greedy (Langford and Zhang, 2008), RegCB (Foster et al., 2018, which includes LinUCB as a special case), and a basic greedy method similar to the one studied in Bastani et al. (2021); Kannan et al. (2018). As the first conclusion of our study, we find that the recent RegCB method (Foster et al., 2018) performs the best overall across a number of experimental conditions. Remarkably, we discover that a close second in our set of methods is the simple greedy baseline, often outperforming most exploration algorithms. Both these methods have drawbacks in theory; greedy can fail arbitrarily poorly in prob-
Figure 1: Comparison between three competitive approaches: RegCB (confidence based), Cover-NU (variant of Online Cover) and Greedy. The plots show relative loss compared to supervised learning (lower is better) on all datasets with 5 actions or more. Red points indicate datasets with a statistically significant difference in loss between two methods. A greedy approach can outperform exploration methods in many cases; yet both Greedy and RegCB may fail to explore efficiently on some other datasets where Cover-NU dominates.

1.1 Organization of the paper

The paper is organized as follows:

- Section 2 provides relevant background on i.i.d. contextual bandits, optimization oracles, and mechanisms for reduction to off-policy learning, and introduces our experimental setup.
- Section 3 describes the main algorithms we consider in our evaluation, as well as the modifications that we found effective in practice.
- Section 4 presents the results and insights from our experimental evaluation.
- Finally, we conclude in Section 5 with a discussion of our findings and a collection of guidelines and recommendations for practitioners that come out of our empirical study, as well as open questions for theoreticians.
2. Contextual Bandit Setup

In this section, we present the learning setup considered in this work, recalling the stochastic contextual bandit setting, the notion of optimization oracles, various techniques used by contextual bandit algorithms for leveraging these oracles, and finally our experimental setup.

2.1 Learning Setting

The stochastic (i.i.d.) contextual bandit learning problem can be described as follows. At each time step $t$, the environment produces a pair $(x_t, \ell_t) \sim D$ independently from the past, where $x_t \in \mathcal{X}$ is a context vector and $\ell_t = (\ell_t(1), \ldots, \ell_t(K)) \in \mathbb{R}^K$ is a loss vector, with $K$ the number of possible actions, and the data distribution is denoted $D$. After observing the context $x_t$, the learner chooses an action $a_t$, and only observes the loss $\ell_t(a_t)$ corresponding to the chosen action. The goal of the learner is to trade-off exploration and exploitation in order to incur a small cumulative regret $R_T := \sum_{t=1}^T \ell_t(a_t) - \sum_{t=1}^T \ell_t(\pi^*(x_t))$, with respect to the optimal policy $\pi^* \in \arg\min_{\pi \in \Pi} \mathbb{E}(x, \ell) \sim D \left[ \ell(\pi(x)) \right]$, where $\Pi$ denotes a (large, possibly infinite) set of policies $\pi : \mathcal{X} \rightarrow \{1, \ldots, K\}$ which we would like to do well against. It is often important for the learner to use randomized strategies, for instance in order to later evaluate or optimize new policies, hence we let $p_t(a_t) \in [0, 1]$ denote the probability that the agent chooses action $a_t$ at time $t$, so that $a_t \sim p_t$.

2.2 Optimization Oracles

In this paper, we focus on CB algorithms which rely on access to an optimization oracle for solving optimization problems similar to those that arise in supervised learning, leading to methods that are suitable for general policy classes $\Pi$. The main example is the cost-sensitive classification (CSC) oracle (Agarwal et al., 2014; Dudik et al., 2011a; Langford and Zhang, 2008), which given a collection $\{(x_t, c_t)\}_{t=1,\ldots,T} \subset \mathcal{X} \times \mathbb{R}^K$ computes

$$\arg\min_{\pi \in \Pi} \sum_{t=1}^T c_t(\pi(x_t)).$$

(1)

The cost vectors $c_t = (c_t(1), \ldots, c_t(K)) \in \mathbb{R}^K$ are often constructed using counterfactual estimates of the true (unobserved) losses, as we describe in the next section.

Another approach is to use regression oracles, which find $f : \mathcal{X} \times \{1, \ldots, K\} \rightarrow \mathbb{R}$ from a class of regressor functions $\mathcal{F}$ to predict a cost $y_t$, given a context $x_t$ and action $a_t$ (see, e.g., Agarwal et al., 2012; Foster et al., 2018). In this paper, we consider the following regression oracle with importance weights $\omega_t > 0$, which given a collection $\{(x_t, a_t, y_t, \omega_t)\}_{t=1,\ldots,T}$ computes

$$\arg\min_{f \in \mathcal{F}} \sum_{t=1}^T \omega_t(f(x_t, a_t) - y_t)^2.$$

(2)

While the theory typically requires exact solutions to (1) or (2), this is often impractical due to the difficulty of the underlying optimization problem (especially for CSC, which
yields a non-convex and non-smooth problem), and more importantly because the size of the problems to be solved keeps increasing after each iteration. In this work, we consider instead the use of online optimization oracles for solving problems (1) or (2), which incrementally update a given policy or regression function after each new observation, using for instance an online gradient method. Such an online learning approach is natural in the CB setting, and is common in interactive production systems (e.g., Agarwal et al. 2016; He et al., 2014; McMahan et al., 2013). More details on the implementation of these online oracles are given in Appendix A.

2.3 Loss Estimates and Reductions

A common approach to solving problems with bandit (partial) feedback is to compute an estimate of the full feedback using the observed loss and then apply methods for the full-information setting to these estimated values. With enough randomization in the choices of actions, these can provide good counterfactual estimates for other actions, and in turn, for new policies. In the case of CBs, this allows an algorithm to find a “good” policy based on off-policy exploration data previously collected by the algorithm, for instance through various forms of off-policy learning (see, e.g., Dudik et al., 2011b).

Given loss estimates \( \hat{\ell}_t(a) \) of \( \ell_t(a) \) for all actions \( a \) (including unobserved ones) and for \( t = 1, \ldots, T \), one may directly write such an off-policy learning problem as optimizing a CSC objective of the form (1) over policies, where \( x_t \) are the observed contexts and the cost vectors are defined by \( c_t = (\hat{\ell}_t(1), \ldots, \hat{\ell}_t(K)) \in \mathbb{R}^K \). A CB algorithm that relies on policies trained in this manner may be said to operate by reduction to off-policy learning. A canonical example of this is the \( \epsilon \)-Greedy algorithm (Langford and Zhang, 2008). More generally, CB algorithms may use these loss estimates to create more complex cost vectors \( c_t \) which could include additional bonuses for certain actions (e.g., Agarwal et al., 2014; Dudik et al., 2011a), a process which we refer to as reduction to cost-sensitive classification, since this does not directly correspond to off-policy learning.

We now describe the three different mechanisms considered in this paper for loss estimation and reduction to off-policy learning. The first two compute vectors \( \hat{\ell}_t \in \mathbb{R}^K \) of loss estimates; these may then be fed directly to a CSC oracle for off-policy learning, or used as part of more general reductions to CSC. The third approach relies directly on a regression oracle for reducing to off-policy learning. In what follows, we consider observed interaction records \( (x_t, a_t, \ell_t(a_t), p_t(a_t)) \).

**IPS (inverse propensity-scoring).** Perhaps the simplest approach is the following IPS estimator:

\[
\hat{\ell}_t(a) := \frac{\ell_t(a_t)}{p_t(a_t)} 1\{a = a_t\}. \tag{3}
\]

For any action \( a \) with \( p_t(a) > 0 \), this estimator is unbiased, i.e., \( \mathbb{E}_{a_t \sim p_t}[\hat{\ell}_t(a)] = \ell_t(a) \), but can have high variance when \( p_t(a_t) \) is small. The estimator leads to a straightforward CSC example \( (x_t, \hat{\ell}_t) \). Using such examples in (1) provides a way to perform off-policy (or counterfactual) evaluation and optimization, which in turn allows a CB algorithm to identify good policies for exploration. In order to obtain good unbiased estimates, one needs to control the variance of the estimates, e.g., by enforcing a minimum exploration probability \( p_t(a) \geq \epsilon > 0 \) on all actions.
DR (doubly robust). In order to reduce the variance of IPS, the doubly robust estimator (Dudik et al., 2011b) uses a separate, possibly biased, estimator of the loss $\ell(x,a)$:

$$\hat{\ell}(a) := \frac{\ell_t(a_t) - \hat{\ell}(x_t,a_t)}{p_t(a_t)} 1\{a = a_t\} + \hat{\ell}(x_t,a).$$

(4)

When $\hat{\ell}(x_t,a_t)$ is a good estimate of $\ell_t(a_t)$, the small numerator in the first term helps reduce the variance induced by a small denominator, while the second term ensures that the estimator is unbiased on the support of $p_t$. Typically, $\hat{\ell}(x,a)$ is learned by regression on all past observed losses, e.g.,

$$\hat{\ell} := \arg\min_{f \in F} \sum_{t' \leq t} (f(x_{t'},a_{t'}) - \ell_{t'}(a_{t'}))^2.$$  

(5)

The reduction to cost-sensitive classification is similar to IPS, by feeding cost vectors $c_t = \hat{\ell}_t$ to the CSC oracle.

IWR (importance-weighted regression). We consider a third method that directly reduces to the importance-weighted regression oracle (2), which we refer to as IWR, and is suitable for algorithms which rely on off-policy learning.\footnote{Note that IWR is not directly applicable to methods that explicitly reduce to CSC oracles with well-chosen cost vectors, such as Agarwal et al. (2014); Dudik et al. (2011a).} This approach finds a regressor

$$\hat{f} := \arg\min_{f \in F} \sum_{t=1}^{T} \frac{1}{p_t(a_t)}(f(x_t,a_t) - \ell_t(a_t))^2.$$  

(6)

and considers the policy $\hat{\pi}(x) = \arg\min_a \hat{f}(x,a)$. Such an estimator has been used, e.g., in the context of off-policy learning for recommendations (Schnabel et al., 2016) and is available in the Vowpal Wabbit library. Note that if $p_t$ has full support, then the objective is an unbiased estimate of the full regression objective on all actions,

$$\sum_{t=1}^{T} \sum_{a=1}^{K} (f(x_t,a) - \ell_t(a))^2.$$  

In contrast, if the learner only explores a single action (so that $p_t(a_t) = 1$ for all $t$), the obtained regressor $\hat{f}$ is the same as the loss estimator $\hat{\ell}$ in (5). In this case, if we consider a linear class of regressors of the form $f(x,a) = \theta_a^T x$ with $x \in \mathbb{R}^d$, then the IWR reduction computes least-squares estimates $\hat{\theta}_a$ from the data observed when action $a$ was chosen. When actions are selected according to the greedy policy $a_t = \arg\min_a \hat{\theta}_a^T x_t$, this setup corresponds to the greedy algorithm considered, e.g., by Bastani et al. (2021).

Note that while CSC is typically intractable and requires approximations in order to work in practice, importance-weighted regression does not suffer from these issues. In addition, while the computational cost for an approximate CSC online update scales with the number of actions $K$, IWR only requires an update for a single action, making the approach more attractive computationally. Another benefit of IWR in an online setting is that it can leverage importance weight aware online updates (Karampatziakis and Langford, 2011), which makes it easier to handle large inverse propensity scores.
2.4 Experimental Setup

Our experiments are conducted by simulating the contextual bandit setting using multiclass or cost-sensitive classification datasets, and use the online learning system Vowpal Wabbit (VW).

**Simulated contextual bandit setting.** The experiments in this paper are based on leveraging supervised cost-sensitive classification datasets for simulating CB learning. In particular, we treat a CSC example \((x_t, c_t) \in \mathcal{X} \times \mathbb{R}^K\) as a CB example, with \(x_t\) given as the context to a CB algorithm, and we only reveal the loss for the chosen action \(a_t\). For a multiclass example with label \(y_t \in \{1, \ldots, K\}\), we set \(c_t(a) := 1\{a \neq y_t\}\); for multilabel examples with label set \(Y_t \subseteq \{1, \ldots, K\}\), we set \(c_t(a) := 1\{a \notin Y_t\}\); the cost-sensitive datasets we consider have \(c_t \in [0, 1]^K\). We consider more general loss encodings defined with an additive offset on the cost by:

\[
\ell_t^c(a) = c + c_t(a),
\]

for some \(c \in \mathbb{R}\). Although some techniques attempt to remove a dependence on such encoding choices through appropriately designed counterfactual loss estimators (Dudik et al., 2011b; Swaminathan and Joachims, 2015), these may be imperfect in practice, and particularly in an online scenario. The behavior observed for different choices of \(c\) allows us to get a sense of the robustness of the algorithms to the scale of observed losses, which might be unknown. Separately, different values of \(c\) can lead to lower variance for loss estimation in different scenarios: \(c = 0\) might be preferred if \(c_t(a)\) is often 0, while \(c = -1\) is preferred when \(c_t(a)\) is often 1. In order to have a meaningful comparison between different algorithms, loss encodings, as well as supervised multiclass classification, our evaluation metrics consider the original costs \(c_t\), and view the loss encodings as a hyperparameter or design choice.

**Online learning in VW.** Online learning is an important tool for having machine learning systems that quickly and efficiently adapt to observed data (Agarwal et al., 2016; He et al., 2014; McMahan et al., 2013). We run our CB algorithms in an online fashion using Vowpal Wabbit: instead of exact solutions of the optimization oracles from Section 2.2, we consider online variants of the CSC and regression oracles, which incrementally update the policies or regressors with online gradient steps or variants thereof. More details on their implementations are provided in Appendix A. Note that in VW, online CSC itself reduces to multiple online regression problems in VW (one per action), so that we are left with only online regression steps. In order to provide more adaptivity to the wide range of datasets considered and to better handle importance weights in IWR, our online regression updates use adaptive (Duchi et al., 2011), normalized (Ross et al., 2013) and importance-weight-aware (Karampatziakis and Langford, 2011) gradient updates, with a single tunable step-size parameter.

**Parameterization.** We consider linearly parameterized policies taking the form \(\pi(x) = \arg\min_a \theta^a_\alpha \cdot x\), or in the case of the IWR reduction, regressors \(f(x, a) = \theta^a_{\alpha} \cdot x\). For the DR loss estimator, we use a similar linear parameterization \(\hat{\ell}(x, a) = \phi_a^\top x\). Some datasets in our evaluation have an action-dependent structure, with different feature vectors \(x_a\) for different actions \(a\); in this case we use parameterizations of the form \(f(x, a) = \theta^a \cdot x_a\), and...
\( \hat{\ell}(x,a) = \phi^T x_a \), where the parameters \( \theta \) and \( \phi \) are shared across all actions. We note that the algorithms we consider do not rely on these specific forms, and easily extend to more complex, problem-dependent representations, in particular any linear parameterization \( f(x,a) = \theta^T \Phi(x,a) \) with any choice of feature map \( \Phi(x,a) \), which includes the above-mentioned settings but can be more general.

3. Algorithms

In this section, we present the main algorithms we study in this paper, along with simple modifications that achieve improved exploration efficiency. All methods are based on the generic scheme in Algorithm 1. The function \texttt{explore} computes the exploration distribution \( p_t \) over actions, and \texttt{learn} updates the algorithm’s policies \( \pi \) or regressors \( f \). These policies or regressors are seen as global variables, and their parameters are updated using the following routines, which implement in particular the oracles and loss estimators described in Section 2 (more details on their actual implementation are provided in Appendix A):

- \texttt{csc_update}(\pi, (x,c)) \): performs an online CSC update to the policy \( \pi \) using the CSC example \((x,c) \in X \times \mathbb{R}^K\).
- \texttt{reg_update}(f, (x,a,y,\omega)) \): performs an online (importance-weighted) regression update to the regressor \( f \) on the example \((x,a,y,\omega) \). When the importance weight \( \omega \) is not provided we assume a default value \( \omega = 1 \).
- \texttt{estimator}(x_t,a_t,\ell_t(a_t),p_t) \): computes a vector of loss estimates \( \hat{\ell}_t \in \mathbb{R}^K \) using either IPS (3) or DR (4) from the interaction record \((x_t,a_t,\ell_t(a_t),p_t) \). In the case of DR, this routine also performs an online regression update to a global loss estimator \( \hat{\ell} \) before computing the DR loss estimates, which takes the form \texttt{reg_update}(\hat{\ell},(x_t,a_t,\ell_t(a_t))) \).
- \texttt{opl_update}(\pi, (x_t,a_t,\ell_t(a_t),p_t)) \): performs an online off-policy learning update using either IPS, DR or IWR using an interaction record \((x_t,a_t,\ell_t(a_t),p_t) \). For IPS and DR this consists of a call to the corresponding \texttt{estimator} routine to obtain the loss estimates \( \hat{\ell}_t \), followed by a call to \texttt{csc_update}(\pi, (x_t,\hat{\ell}_t)) \). For IWR, this is simply a call to \texttt{reg_update}(f, (x_t,a_t,\ell_t(a_t),1/p_t)) \), where \( f \) is the underlying regressor that defines the policy as \( \pi(x) = \arg\min_a f(x,a) \).

Some of the algorithms we consider reduce directly to off-policy learning and hence only need to rely on the \texttt{opl_update} routine, for a particular choice of loss estimator among IPS, DR or IWR. Others rely on more ad hoc calls to underlying optimization oracles, in particular Cover and RegCB, and hence use the other routines as well.

Our C++ implementations of each algorithm are available in the Vowpal Wabbit online learning library.

3.1 \( \epsilon \)-greedy and greedy

We consider an importance-weighted variant of the epoch-greedy approach of Langford and Zhang (2008), given in Algorithm 2. The method acts greedily with probability \( 1 - \epsilon \), and otherwise explores uniformly on all actions. Learning is achieved by reduction to off-policy optimization, through any of the three reductions presented in Section 2.3.
Algorithm 1 Generic contextual bandit algorithm

for $t = 1, \ldots$ do
    Observe context $x_t$, compute $p_t := \text{explore}(x_t)$;
    Choose action $a_t \sim p_t$, observe loss $\ell_t(a_t)$;
    learn$(x_t, a_t, \ell_t(a_t), p_t)$;
end for

Algorithm 2 $\epsilon$-greedy

Inputs: exploration rate $\epsilon > 0$ (or $\epsilon = 0$ for Greedy), off-policy learning oracle $\text{opl\_update}$ (IPS/DR/IWR for $\epsilon$-Greedy, IWR for Greedy).

Global state: policy $\pi$.

\text{explore}$(x_t)$:
    \text{return } p_t(a) = \epsilon/K + (1 - \epsilon) \mathbb{1}\{\pi(x_t) = a\};
\text{learn}$(x_t, a_t, \ell_t(a_t), p_t)$:
    $\text{opl\_update}(\pi, (x_t, a_t, \ell_t(a_t), p_t(a_t)))$;

We also experimented with a variant we call active $\epsilon$-greedy, that uses notions from disagreement-based active learning (Hanneke, 2014; Hsu, 2010) in order to reduce uniform exploration to only actions that could plausibly be taken by the optimal policy. While this variant often improves on the basic $\epsilon$-greedy method, we found that it is often outperformed empirically by other exploration algorithms, and thus defer its presentation to Appendix D, along with a theoretical analysis, for reference.

Greedy. When taking $\epsilon = 0$ in the $\epsilon$-greedy approach, with the IWR reduction, we are left with a fully greedy approach that always selects the action given by the current policy. This gives us an online variant of the greedy algorithm of Bastani et al. (2021), which regresses on observed losses and acts by selecting the action with minimum predicted loss. Although this greedy strategy does not have an explicit mechanism for exploration in its choice of actions, the inherent diversity in the distribution of contexts may provide sufficient exploration for good performance and provable regret guarantees (Bastani et al., 2021; Kannan et al., 2018). In particular, under appropriate assumptions including a diversity assumption on the contexts, one can show that all actions have a non-zero probability of being selected at each step, providing a form of “natural” exploration from which one can establish regret guarantees. Empirically, we find that Greedy can perform very well in practice on many datasets (see Section 4). If multiple actions get the same score according to the current regressor, we break ties randomly.

3.2 Bag (Online Bootstrap Thompson Sampling)

We now consider a variant of Thompson sampling which is usable in practice with optimization oracles. Thompson sampling provides a generic approach to exploration problems,

---

3. We note that while IPS and DR could also be used here, the resulting algorithms are less natural since loss estimates have large bias when $p_t$ is only supported on the greedy action, making them poor candidates for off-policy learning. We also found these variants to be outperformed by IWR in our experiments.
Algorithm 3 Bag / Online BTS

**Inputs:** number of policies \( N \), off-policy learning oracle \( \text{opl} \_\text{update} \) (IPS/DR/IWR).

**Global state:** policies \( \pi^1, \ldots, \pi^N \).

**explore**\((x_t)\):

\[
\text{return } p_t(a) \propto |\{i : \pi^i(x_t) = a\}|;^4
\]

**learn**\((x_t, a_t, \ell_t(a_t), p_t)\):

for \( i = 1, \ldots, N \) do

\[
\tau^i \sim \text{Poisson}(1);
\]

for \( s = 1, \ldots, \tau^i \) do

\[
\text{opl} \_\text{update}(\pi^i, (x_t, a_t, \ell_t(a_t), p_t(a_t)));
\]

end for

end for

which maintains a belief on the data generating model in the form of a posterior distribution given the observed data, and explores by selecting actions according to a model sampled from this posterior (see, e.g., Agrawal and Goyal, 2013; Chapelle and Li, 2011; Russo et al., 2018; Thompson, 1933). While the generality of this strategy makes it attractive, maintaining this posterior distribution can be intractable for complex policy classes, and may require strong modeling assumptions. In order to overcome such difficulties and to support the optimization oracles considered in this paper, we rely on an approximation of Thompson sampling known as online Bootstrap Thompson sampling (BTS, Eckles and Kaptein, 2014, 2019; Osband and Van Roy, 2015), or bagging (Agarwal et al., 2014). This approach, shown in Algorithm 3, maintains a collection of \( N \) policies \( \pi^1, \ldots, \pi^N \) meant to approximate the posterior distribution over policies via the online Bootstrap (Agarwal et al., 2014; Eckles and Kaptein, 2014; Osband and Van Roy, 2015; Oza and Russell, 2001; Qin et al., 2013), and explores in a Thompson sampling fashion, by computing the probability over policies of each action in a bagging style (hence the name Bag).

Each policy is trained on a different online Bootstrap sample of the observed data, in the form of interaction records. The online Bootstrap performs a random number \( \tau \) of online updates to each policy instead of one. We use a Poisson distribution with parameter 1 for \( \tau \), which ensures that in expectation, each policy is trained on \( t \) examples after \( t \) steps. In contrast to Eckles and Kaptein (2014); Osband and Van Roy (2015), which play the arm given by one of the \( N \) policies chosen at random, we compute the full action distribution \( p_t \) resulting from such a sampling, and leverage this for loss estimation, allowing learning by reduction to off-policy optimization as in Agarwal et al. (2014). As in the \( \epsilon \)-greedy algorithm, Bag directly relies on off-policy learning and thus all three reductions are admissible.

**Bag-Greedy.** We also consider a simple optimization that we call Bag-greedy, for which the first policy \( \pi^1 \) is trained on the true data sample (like Greedy), that is, with \( \tau \) always equal to one, instead of a bootstrap sample with random choices of \( \tau \). We found this

---

4. When policies are parametrized using regressors as in our implementation, we let \( \pi^i(x) \) be uniform over all actions tied for the lowest cost, and the final distribution is uniform across all actions tied for best according to one of the policies in the bag. The added randomization gives useful variance reduction in our experiments.
Algorithm 4 Cover

**Inputs:** number of policies $N$, exploration parameters $\epsilon_t = \min(1/K, 1/\sqrt{Kt})$ and $\psi > 0$, loss estimator estimator (IPS or DR).

**Global state:** policies $\pi^1, \ldots, \pi^N$.

**explore**$(x_t)$:

$p_t(a) \propto |\{i : \pi^i(x_t) = a\}|$

\[ \text{return } \epsilon_t + (1 - \epsilon_t)p_t; \quad \{\text{for cover}\} \]

\[ \text{return } p_t; \quad \{\text{for cover-nu}\} \]

**learn**$(x_t, a_t, \ell_t(a_t), p_t)$:

$\hat{\ell}_t := \text{estimator}(x_t, a_t, \ell_t(a_t), p_t(a_t))$;

$csc\_update(\pi^1, (x_t, \hat{\ell}_t))$;

\[ \text{for } i = 2, \ldots, N \text{ do} \]

$q_i(a) \propto |\{j \leq i - 1 : \pi^j(x_t) = a\}|$

\[ \hat{c}(a) := \hat{\ell}_t(a) - \frac{\psi \epsilon_t}{\epsilon_t + (1 - \epsilon_t)q_i(a)}; \]

$csc\_update(\pi^i, (x_t, \hat{c}))$;

\[ \text{end for} \]

approach to often improve on Bag, particularly when the number of policies $N$ is small. We note that future work could consider other modifications of Bag which lead to an increasingly Greedy-like behavior controlled by an exploration parameter $\epsilon$. For instance, putting a $1 - \epsilon$ weight in $p_t$ on the action chosen either by $\pi^1$, or by the majority of policies, and only $\epsilon$ weight on the actions chosen by the other policies.

### 3.3 Cover

This method, given in Algorithm 4, is based on Online Cover, an online approximation of the “ILOVETOCONBANDITS” algorithm of Agarwal et al. (2014). The approach maintains a collection of $N$ policies, $\pi^1, \ldots, \pi^N$, meant to approximate a covering distribution over policies that are good for both exploration and exploitation. The first policy $\pi^1$ is trained on observed data using the oracle as in previous algorithms, while subsequent policies are trained using modified cost-sensitive examples which encourage diversity in the predicted actions compared to the previous policies. Since this method relies on CSC updates with well-chosen cost vectors, it does support general off-policy learning oracles, in particular IWR updates. We note that we have tried simple variants of Cover based on the more computationally efficient IWR updates, but have not succeeded at obtaining one such variant that is competitive with DR in experiments.

Our implementation differs from the Online Cover algorithm of Agarwal et al. (2014, Algorithm 5) in how the diversity term in the definition of $\hat{c}(a)$ is handled (the second term). When creating cost-sensitive examples for a given policy $\pi^i$, this term rewards an action $a$ that is not well-covered by previous policies (i.e., small $q_i(a)$), by subtracting from the cost a term that decreases with $q_i(a)$. While Online Cover considers a fixed $\epsilon_t = \epsilon$, we let $\epsilon_t$ decay with $t$, and introduce a parameter $\psi$ to control the overall reward term, which bears more similarity with the analyzed algorithm. In particular, the magnitude of the reward is $\psi$ whenever action $a$ is not covered by previous policies (i.e., $q_i(a) = 0$), but decays with
Algorithm 5 RegCB

**Inputs:** exploration parameters $C_0 > 0$ and $\Delta_{t,C_0}$ as in (11).

**Global state:** regressor $f$.

**explore**($x_t$):

\[
\begin{align*}
l_t(a) &:= \text{lcb}(f, x_t, a, \Delta_{t,C_0}); \\
u_t(a) &:= \text{ucb}(f, x_t, a, \Delta_{t,C_0}); \\
p_t(a) &\propto 1\{a \in \arg\min\ a' l_t(a')\}; \\
p_t(a) &\propto 1\{l_t(a) \leq \min\ a' u_t(a')\};
\end{align*}
\]

\{RegCB-opt variant\}
\{RegCB-elim variant\}

**return** $p_t$;

**learn**($x_t, a_t, \ell_t(a_t), p_t$):

**reg_update**($f, (x_t, a_t, \ell_t(a_t))$);

$\psi \epsilon_t$ whenever $q_t(a) > 0$, so that the level of induced diversity can decrease over time as we gain confidence that good policies are covered.

**Cover-NU.** While Cover requires some uniform exploration across all actions, our experiments suggest that this can make exploration highly inefficient, thus we introduce a variant, Cover-NU, with no uniform exploration outside the set of actions selected by covering policies.

### 3.4 RegCB

We consider online approximations of the two algorithms introduced by Foster et al. (2018) based on regression oracles, shown in Algorithm 5. Both algorithms estimate confidence intervals of the loss for each action given the current context $x_t$, denoted $[l_t(a), u_t(a)]$ in Algorithm 5. The optimistic variant then selects the action with smallest lower bound estimate, similar to LinUCB, while the elimination variant explores uniformly on actions that may plausibly be the best.

**Confidence bounds with regression oracles.** The confidence intervals are obtained by considering worst-case predictions over a confidence set of regressors with small excess squared loss. Concretely, the RegCB algorithm studied by Foster et al. (2018), which uses offline regression oracles rather than online oracles, defines the confidence bounds as follows:

\[
l_t(a) = \min_{f \in F_t} f(x_t, a), \quad \text{and} \quad u_t(a) = \max_{f \in F_t} f(x_t, a).
\]

Here, $F_t$ is a subset of regressors that is “good” for loss estimation, in the sense that it achieves a small regression loss on observed data, $\hat{R}_{t-1}(f) := \frac{1}{t-1} \sum_{s=1}^{t-1} (f(x_t, a_t) - \ell_t(a_t))^2$, compared to the best regressor in the full regressor class $F$:

\[
F_t := \{ f \in F : \hat{R}_{t-1}(f) - \min_{f \in F} \hat{R}_{t-1}(f) \leq \Delta_t \},
\]

where $\Delta_t$ is a quantity decreasing with $t$ obtained from the theoretical analysis.

A key insight in (Foster et al., 2018) is that the lower and upper confidence estimates given in (8) can be approximately computed using a small number of calls to a regression oracle. If we consider the lower bound $l_t(a)$ (the upper bound calculations are analogous),
and if we assume that losses are in a known range \([c_{\min}, c_{\max}]\), these oracle calls are based on the observed dataset along with one additional weighted example \((x_t, a, y_t, \omega)\) with \(y_t = c_{\min} - 1\) (for the upper bound, \(y_t = c_{\max} + 1\) is used instead), that is

\[
f_{t,a,\omega}^l := \arg \min_{f \in \mathcal{F}} (t - 1)\hat{R}_{t-1}(f) + \omega(f(x_t, a) - y_t)^2;
\]

(9)

where \(\omega\) is an importance weight that is chosen as large as possible while ensuring that \(f_{t,a,\omega}^l \in \mathcal{F}_t\), that is, \(\hat{R}_{t-1}(f_{t,a,\omega}^l) - \min_{f} \hat{R}_{t-1}(f) \leq \Delta_t\). Then it can be shown that \(l_t(a) \approx f_{t,a,\omega}^l(x_t, a)\), with an accuracy that improves exponentially with the number of oracle calls (corresponding to the number of binary search iterations over the choice of \(\omega\)).

**Online approximation of confidence bounds.** In order to compute confidence bounds in our online setup, we approximate the above procedure using an importance-weight sensitivity analysis of online regression, similar to the approach described in (Krishnamurthy et al., 2019, Section 7.1) in the context of active learning. The key idea is that one may approximate \(f_{t,a,\omega}^l\) in (9) by performing an importance-weighted online regression update with example \((x_t, a, y_t, \omega)\) to the regressor trained on the previous observed examples, which is denoted \(f\) in Algorithm 5. Since such an update to \(f\)'s parameter using online gradient descent is typically proportional to \(\omega\), we may then consider the approximation

\[
f_{t,a,\omega}^l(x_t, a) \approx f(x_t, a) + s^l_{a}\omega,\]

(10)

where \(s^l_{a}\) is the *sensitivity* of \(f(x_t, a)\) to the update \((x_t, a, y_t, \omega)\), given by the derivative of the output of the updated regressor w.r.t. \(\omega\) (which is negative here assuming \(f(x_t, a) \geq c_{\min}\)). It remains to find a maximal value of \(\omega\), denoted \(\omega^*\), such that the resulting updated regressor is still “close” to \(f\) in the sense of excess squared loss. In order to find a reasonable method for finding such \(\omega^*\), it is helpful to reason again in terms of offline oracles. Denoting \(f_t = \arg \min \hat{R}_{t-1}(f)\), we would like to consider

\[
\omega^* = \max\{\omega \text{ s.t. } \hat{R}_{t-1}(f_{t,a,\omega}^l) - \hat{R}_{t-1}(f_t) \leq \Delta_t\},
\]

where \(f_{t,a,\omega}^l\) is given in (9). Krishnamurthy et al. (2019) show the following upper bound:

\[
(t - 1)(\hat{R}_{t-1}(f_{t,a,\omega}^l) - \hat{R}_{t-1}(f_t)) \leq \omega(f_t(x_t, a) - y_t)^2 - \omega(f_{t,a,\omega}^l(x_t, a) - y_t)^2.
\]

We may then choose \(\omega^*\) by maximizing this upper bound, using the approximation (10) instead of \(f_{t,a,\omega}^l(x_t, a)\) and the online estimate \(f\) from Algorithm 5 instead of \(f_t\). This leads to the following implementation of \(\text{1cb}\) in Algorithm 5:

\[
l_t(a) := f(x_t, a) + s^l_{a}\omega^*
\]

with \(\omega^* := \max\{\omega \text{ s.t. } \omega(f(x_t, a) - y_t)^2 - \omega(f(x_t, a) + s^l_{a}\omega - y_t)^2 \leq (t - 1)\Delta_t\},
\]

where the optimization over \(\omega\) can be done with a simple binary search procedure in the range \([0, (f(x_t, a) - y_t)/(s^l_{a})]\), since one can verify that the objective is increasing in this range. In practice, we replace the theoretical value \((t - 1)\Delta_t\) by \(\Delta_{t,C_0}\) given by

\[
\Delta_{t,C_0} = C_0 \log(Kt),
\]

(11)

where \(C_0\) is a parameter controlling the width of the confidence bounds. Note that unlike other methods, this algorithm requires knowledge of the loss range \([c_{\min}, c_{\max}]\) (which defines the artificial labels \(y^l\) and \(y^u\) used in \(\text{1cb/ucb}\)).
4. Evaluation

In this section, we present our evaluation of the contextual bandit algorithms described in Section 3. The evaluation code is available at https://github.com/albietz/cb_bakeoff. All methods presented in this section are available in Vowpal Wabbit.\(^5\)

**Evaluation setup.** Our evaluation consists in simulating a CB setting from cost-sensitive classification datasets, as described in Section 2.4. We consider a collection of 516 multiclass classification datasets from the openml.org platform, including among others, medical, gene expression, text, sensory or synthetic data, as well as 5 multilabel datasets\(^6\) and 3 cost-sensitive datasets, namely a cost-sensitive version of the RCV1 multilabel dataset used in (Krishnamurthy et al., 2019), where the cost of a news topic is equal to the tree distance to a correct topic, as well as the two learning to rank datasets used in (Foster et al., 2018). More details on these datasets are given in Appendix B. Because of the online setup, we consider one or more fixed, shuffled orderings of each dataset. The datasets widely vary in noise levels, and number of actions, features, examples etc., allowing us to model varying difficulties in CB problems.

We evaluate the algorithms described in Section 3. We ran each method on every dataset with different choices of algorithm-specific hyperparameters, learning rates, reductions, and loss encodings. Details are given in Appendix C.1. Unless otherwise specified, we consider fixed choices which are chosen to optimize performance on a subset of multiclass datasets with a voting mechanism and are highlighted in Table 9 of Appendix C, except for the learning rate, which is always optimized.

The performance of method \(\mathcal{A}\) on a dataset of size \(n\) is measured by the progressive validation loss (Blum et al., 1999):

\[
P_{V\mathcal{A}} = \frac{1}{n} \sum_{t=1}^{n} c_t(a_t),
\]

where \(a_t\) is the action chosen by the algorithm on the \(t\)-th example, and \(c_t\) the true cost vector. This metric allows us to capture the explore-exploit trade-off, while providing a measure of generalization that is independent of the choice of loss encodings, and comparable with online supervised learning. We also consider a normalized loss variant given by \(\frac{P_{V\mathcal{A}} - P_{O\mathcal{A}}}{P_{O\mathcal{A}}}\), where OAA denotes an online (supervised) cost-sensitive one against all classifier. This helps highlight the difficulty of exploration for some datasets in our plots.

In order to compare two methods on a given dataset with binary costs (multiclass or multilabel), we consider a notion of **statistically significant win or loss.** We use the following (heuristic) definition of significance based on an approximate Z-test: if \(p_a\) and \(p_b\) denote the PV loss of \(a\) and \(b\) on a given dataset of size \(n\), then \(a\) wins over \(b\) if

\[
1 - \Phi \left( \frac{p_a - p_b}{\sqrt{\frac{p_a(1-p_a)}{n} + \frac{p_b(1-p_b)}{n}}} \right) < 0.05,
\]

---

5. For reproducibility purposes, the precise version of VW used to run these experiments is available at https://github.com/albietz/vowpal_wabbit/tree/bakeoff.

Table 1: Entry (row, column) shows the statistically significant win-loss difference of row against column. Encoding fixed to -1/0 (top) or 0/1 (bottom). (left) held-out datasets only (322 in total); fixed hyperparameters, only the learning rate is optimized; (right) all datasets (521 in total); all choices of hyperparameters are optimized on each dataset (different methods have different hyperparameter settings from 1 to 18, see Table 9 in Appendix C).

<table>
<thead>
<tr>
<th></th>
<th>G</th>
<th>RO</th>
<th>C-nu</th>
<th>B-g</th>
<th>ϵG</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>-9</td>
<td>11</td>
<td>48</td>
<td>53</td>
</tr>
<tr>
<td>RO</td>
<td>9</td>
<td>-</td>
<td>28</td>
<td>50</td>
<td>69</td>
</tr>
<tr>
<td>C-nu</td>
<td>-11</td>
<td>-28</td>
<td>-21</td>
<td>18</td>
<td>-</td>
</tr>
<tr>
<td>B-g</td>
<td>-48</td>
<td>-50</td>
<td>-21</td>
<td>-</td>
<td>18</td>
</tr>
<tr>
<td>ϵG</td>
<td>-53</td>
<td>-69</td>
<td>-54</td>
<td>-18</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>G</th>
<th>RO</th>
<th>C-nu</th>
<th>B-g</th>
<th>ϵG</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>-32</td>
<td>-88</td>
<td>-21</td>
<td>59</td>
</tr>
<tr>
<td>RO</td>
<td>32</td>
<td>-</td>
<td>-33</td>
<td>12</td>
<td>87</td>
</tr>
<tr>
<td>C-nu</td>
<td>88</td>
<td>33</td>
<td>-</td>
<td>60</td>
<td>140</td>
</tr>
<tr>
<td>B-g</td>
<td>21</td>
<td>-12</td>
<td>-60</td>
<td>-</td>
<td>86</td>
</tr>
<tr>
<td>ϵG</td>
<td>-59</td>
<td>-87</td>
<td>-140</td>
<td>-86</td>
<td>-</td>
</tr>
</tbody>
</table>

-1/0 encoding

<table>
<thead>
<tr>
<th></th>
<th>G</th>
<th>RO</th>
<th>C-nu</th>
<th>B-g</th>
<th>ϵG</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>-62</td>
<td>-17</td>
<td>38</td>
<td>51</td>
</tr>
<tr>
<td>RO</td>
<td>62</td>
<td>-</td>
<td>-44</td>
<td>100</td>
<td>117</td>
</tr>
<tr>
<td>C-nu</td>
<td>17</td>
<td>-44</td>
<td>-48</td>
<td>48</td>
<td>74</td>
</tr>
<tr>
<td>B-g</td>
<td>-38</td>
<td>-100</td>
<td>-48</td>
<td>-</td>
<td>15</td>
</tr>
<tr>
<td>ϵG</td>
<td>-51</td>
<td>-117</td>
<td>-74</td>
<td>-15</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>G</th>
<th>RO</th>
<th>C-nu</th>
<th>B-g</th>
<th>ϵG</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>-121</td>
<td>-145</td>
<td>-69</td>
<td>6</td>
</tr>
<tr>
<td>RO</td>
<td>121</td>
<td>-</td>
<td>-10</td>
<td>68</td>
<td>122</td>
</tr>
<tr>
<td>C-nu</td>
<td>145</td>
<td>10</td>
<td>-</td>
<td>69</td>
<td>141</td>
</tr>
<tr>
<td>B-g</td>
<td>69</td>
<td>-68</td>
<td>-69</td>
<td>-</td>
<td>78</td>
</tr>
<tr>
<td>ϵG</td>
<td>-6</td>
<td>-122</td>
<td>-141</td>
<td>-78</td>
<td>-</td>
</tr>
</tbody>
</table>

0/1 encoding

where Φ is the Gauss error function. We also define the significant win-loss difference of one algorithm against another to be the difference between the number of significant wins and significant losses. We have found these metrics to provide more insight into the behavior of different methods, compared to strategies based on aggregation of loss measures across all datasets. Indeed, we often found the relative performance of two methods to vary significantly across datasets, making aggregate metrics less informative.

Results in this section focus on Greedy (G), RegCB-optimistic (RO), Cover-NU (C-nu), Bag/BTS-greedy (B-g) and ϵ-greedy (ϵG), deferring other variants to Appendix C, as their performance is typically comparable to or dominated by these methods. We combine results on multiclass and multilabel datasets, but show them separately in Appendix C.

Efficient exploration methods. Our experiments suggest that the best performing method is the RegCB approach (Foster et al., 2018), as shown in Table 1 (left), where the significant wins of RO against all other methods exceed significant losses, which yields the best performance overall. This is particularly prominent with 0/1 encodings. With -1/0 encodings, which are generally preferred on our corpus as discussed below, the simple greedy approach comes a close second, outperforming other methods on a large number of datasets, despite the lack of an explicit exploration mechanism. A possible reason for this success is the diversity that is inherently present in the distribution of contexts across actions, which has been shown to yield no-regret guarantees under various assumptions (Bastani et al., 2021; Kannan et al., 2018). The noise induced by the dynamics of online learning and random tie-breaking may also be a source of more exploration. RO and Greedy also show strong performance on the 8 UCI datasets and the learning-to-rank datasets from Foster...
Table 2: Progressive validation loss for cost-sensitive datasets with real-valued costs in \([0, 1]\). Hyperparameters are fixed as in Table 10. We show mean and standard error based on 10 different random reshufflings. For RCV1, costs are based on tree distance to correct topics. For MSLR and Yahoo, costs encode 5 regularly spaced discrete relevance scores (0: perfectly relevant, 1: irrelevant), and we include results for a loss encoding offset \(c = -1\) in Eq. (7).

<table>
<thead>
<tr>
<th></th>
<th>G</th>
<th>RO</th>
<th>C-nu</th>
<th>B-g</th>
<th>(\epsilon G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCV1</td>
<td>0.215 ± 0.010</td>
<td>0.225 ± 0.008</td>
<td><strong>0.215 ± 0.006</strong></td>
<td>0.251 ± 0.005</td>
<td>0.230 ± 0.009</td>
</tr>
<tr>
<td>MSLR</td>
<td>0.798 ± 0.0023</td>
<td><strong>0.794 ± 0.0007</strong></td>
<td>0.798 ± 0.0012</td>
<td>0.799 ± 0.0013</td>
<td>0.807 ± 0.0020</td>
</tr>
<tr>
<td>MSLR, (c = -1)</td>
<td>0.791 ± 0.0012</td>
<td><strong>0.790 ± 0.0009</strong></td>
<td>0.792 ± 0.0007</td>
<td>0.791 ± 0.0008</td>
<td>0.806 ± 0.0018</td>
</tr>
<tr>
<td>Yahoo</td>
<td>0.593 ± 0.0004</td>
<td><strong>0.592 ± 0.0005</strong></td>
<td>0.594 ± 0.0004</td>
<td>0.596 ± 0.0006</td>
<td>0.598 ± 0.0005</td>
</tr>
<tr>
<td>Yahoo, (c = -1)</td>
<td>0.589 ± 0.0005</td>
<td><strong>0.588 ± 0.0004</strong></td>
<td>0.589 ± 0.0004</td>
<td>0.590 ± 0.0005</td>
<td>0.594 ± 0.0006</td>
</tr>
</tbody>
</table>

et al. (2018), as shown in Tables 2 and 13. Nevertheless, both Greedy and RegCB have known failure modes which the Cover approach is robust to by design. While the basic approach with uniform exploration is too conservative, we found our Cover-NU variant to be quite competitive overall. The randomization in its choice of actions yields exploration logs which may be additionally used for offline evaluation, in contrast to Greedy and RegCB-opt, which choose actions deterministically. A more granular comparison of these methods is given in Figure 2, which highlight the failure of Greedy and RegCB against Cover-NU on some datasets which may be more difficult perhaps due to a failure of modeling assumptions. Bag also outperforms other methods on some datasets, however it is outperformed on most datasets, possibly because of the additional variance induced by the bootstrap sampling. Table 1 (right) optimizes over hyperparameters for each dataset, which captures the best potential of each method. Cover NU does the best here, but also has the most hyperparameters, indicating that a more adaptive variant could be desirable. RegCB stays competitive, while Greedy pales possibly due to fewer hyperparameters.

**Variability with dataset characteristics.** Table 5 shows win-loss statistics for subsets of the datasets with constraints on different characteristics, such as number of actions, dimensionality, size, and performance in the supervised setting. The values for these splits were chosen in order to have a reasonably balanced number of datasets in each table.

We find that RegCB-opt is the preferred method in most situations, while Greedy and Cover-NU can also provide good performance in different settings. When only considering larger datasets, RegCB-opt dominates all other methods, with Greedy a close second, while Cover-NU seems to explore less efficiently. This could be related to the better adaptivity...
properties of RegCB to favorable noise conditions, which can achieve improved (even logarithmic) regret (Foster et al., 2018), in contrast to Cover-NU, for which a slower rate (of $O(\sqrt{n})$) may be unavoidable since it is baked into the algorithm of Agarwal et al. (2014) by design, and is reflected in the diversity terms of the costs $\hat{c}$ in our online variant given in Algorithm 4. In contrast, when $n$ is small, RegCB-opt and Greedy may struggle to find good policies (in fact, their analysis typically requires a number of “warm-start” iterations with uniform exploration), while Cover-NU seems to explore more efficiently from the beginning, and behaves well with large action spaces or high-dimensional features. Finally, Table 5(d,e) shows that Greedy can be the best choice when the dataset is “easy”, in the sense that a supervised learning method achieves small loss. Achieving good performance on such easy datasets is related to the open problem of Agarwal et al. (2017), and variants of methods designed to be agnostic to the data distribution—such as Cover(-NU) and $\epsilon$-Greedy (Agarwal et al., 2014; Langford and Zhang, 2008)—seem to be the weakest on these datasets.

**Reductions.** Among the reduction mechanisms introduced in Section 2.3, IWR has desirable properties such as tractability (the other reductions rely on a CSC objective, which requires approximations due to non-convexity), and a computational cost that is independent of the total number of actions, only requiring updates for the chosen action. In addition to Greedy, which can be seen as using a form of IWR, we found IWR to work very well for Bag and $\epsilon$-Greedy, as shown in Table 3 (see also Table 9 in Appendix C, which shows that
Table 3: Impact of reductions for Bag (left) and ϵ-greedy (right), with hyperparameters optimized and encoding fixed to -1/0. Each (row, column) entry shows the statistically significant win-loss difference of row against column. IWR outperforms the other reductions for both methods, which are the only two methods that directly reduce to off-policy learning, and thus where such a comparison applies.

<table>
<thead>
<tr>
<th>↓ vs →</th>
<th>ips</th>
<th>dr</th>
<th>iwr</th>
</tr>
</thead>
<tbody>
<tr>
<td>ips</td>
<td>-</td>
<td>-42</td>
<td>-55</td>
</tr>
<tr>
<td>dr</td>
<td>42</td>
<td>-</td>
<td>-25</td>
</tr>
<tr>
<td>iwr</td>
<td>55</td>
<td>25</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4: Impact of encoding on different algorithms, with hyperparameters optimized. Each entry indicates the number of statistically significant wins/losses of -1/0 against 0/1. -1/0 is the better overall choice of encoding, but 0/1 can be preferable on larger datasets (the bottom row considers the 64 datasets in our corpus with more than 10,000 examples).

<table>
<thead>
<tr>
<th>datasets</th>
<th>G</th>
<th>RO</th>
<th>C-nu</th>
<th>B-g</th>
<th>ϵG</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>132 / 42</td>
<td>58 / 46</td>
<td>71 / 46</td>
<td>73 / 27</td>
<td>94 / 27</td>
</tr>
<tr>
<td>≥ 10,000</td>
<td>19 / 12</td>
<td>10 / 18</td>
<td>14 / 20</td>
<td>15 / 11</td>
<td>14 / 5</td>
</tr>
</tbody>
</table>

IWR is also preferred when considering fixed hyperparameters for these methods). This may be attributed to the difficulty of the CSC problem compared to regression, as well as importance weight aware online updates, which can be helpful for small ϵ. Together with its computational benefits, our results suggest that IWR is often a compelling alternative to CSC reductions based on IPS or DR. In particular, when the number of actions is prohibitively large for using Cover-NU or RegCB, Bag with IWR may be a good default choice of exploration algorithm. While Cover-NU does not directly support the IWR reduction, making them work together well would be a promising future direction.

**Encodings.** Table 4 indicates that the -1/0 encoding is preferred to 0/1 on many of the datasets, and for all methods. We now give one possible explanation. As discussed in Section 2.4, the -1/0 encoding yields low variance loss estimates when the cost is often close to 1. For datasets with binary costs, since the learner may often be wrong in early iterations, a cost of 1 is a good initial bias for learning. With enough data, however, the learner should reach better accuracies and observe losses closer to 0, in which case the 0/1 encoding should lead to lower variance estimates, yielding better performance as observed in Table 4. We tried shifting the loss range in the RCV1 dataset with real-valued costs from [0, 1] to [-1, 0], but saw no improvements compared to the results in Table 2. Indeed, a cost of 1 may not be a good initial guess in this case, in contrast to the binary cost setting. On the MSLR and Yahoo learning-to-rank datasets, we do see some improvement from shifting costs to the range [-1, 0], perhaps because in this case the costs are discrete values, and the cost of 1 corresponds to the document label “irrelevant”, which appears frequently in these datasets.
Counterfactual evaluation. After running an exploration algorithm, a desirable goal for practitioners is to evaluate new policies offline, given access to interaction logs from exploration data. While various exploration algorithms rely on such counterfactual evaluation through a reduction, the need for efficient exploration might restrict the ability to evaluate arbitrary policies offline, since the algorithm may only need to estimate “good” policies in the sense of small regret with respect to the optimal policy. To illustrate this, in Figure 3, we consider the evaluation of the uniform random stochastic policy, given by $\pi_{\text{unif}}(a|x) = 1/K$ for all actions $a = 1, \ldots, K$, using a simple inverse propensity scoring (IPS) approach. While such a task is somewhat extreme and of limited practical interest in itself, we use it mainly as a proxy for the ability to evaluate any arbitrary policy (in particular, it should be possible to evaluate any policy if we can evaluate the uniform random policy). On a multiclass dataset, the expected loss of such a policy is simply $1 - 1/K$, while its IPS estimate is given by

$$\hat{L}_{\text{IPS}} = 1 - \frac{1}{n} \sum_{t=1}^{n} \frac{1 - \ell_t(a_t)}{Kp_t(a_t)},$$

where the loss is given by $\ell_t(a_t) = 1\{a_t \neq y_t\}$ when the correct multiclass label is $y_t$. Note that this quantity is well-defined since the denominator is always non-zero when $a_t$ is sampled from $p_t$, but the estimator is biased when data is collected by a method without some amount of uniform exploration (i.e., when $p_t$ does not have full support). This bias is particularly evident in Figure 3b where epsilon-greedy shows very good counterfactual evaluation performance while the other algorithms induce biased counterfactual evaluation due to lack of full support. The plots in Figure 3 show the distribution of squared errors $(\hat{L}_{\text{IPS}} - (1 - 1/K))^2$ across multiclass datasets. We consider IPS on the rewards $1 - \ell_t(a_t)$ here as it is more adapted to the -1/0 encodings used to collect exploration logs, but we also show IPS on losses in Figure 6 of Appendix C.2. Figure 3 shows that the more efficient
exploration methods (Greedy, RegCB-optimistic, and Cover-NU) give poor estimates for this policy, probably because their exploration logs provide biased estimates and are quite focused on few actions that may be taken by good policies, while the uniform exploration in ε-Greedy (and Cover-U, see Figure 6) yields better estimates, particularly on larger datasets. The elimination version of RegCB provides slightly better logs compared to the optimistic version (see Figure 6), and Bag may also be preferred in this context. Overall, these results show that there may be a trade-off between efficient exploration and the ability to perform good counterfactual evaluation, and that uniform exploration may be needed if one would like to perform accurate offline experiments for a broad range of questions.

5. Discussion and Takeaways

In this paper, we presented an evaluation of practical contextual bandit algorithms on a large collection of supervised learning datasets with simulated bandit feedback. We find that a worst-case theoretical robustness forces several common methods to often over-explore, damaging their empirical performance, and strategies that limit (RegCB and Cover-NU) or simply forgo (Greedy) explicit exploration dominate the field. For practitioners, our study also provides a reference for practical implementations, while stressing the importance of loss estimation and other design choices such as how to encode observed feedback.

Guidelines for practitioners. We now summarize some practical guidelines that come out of our empirical study:

- Methods relying on modeling assumptions on the data distribution such as RegCB are often preferred in practice, and even Greedy can work well (see, e.g., Table 1). They tend to dominate more robust approaches such as Cover-NU even more prominently on larger datasets, or on datasets where prediction is easy, e.g., due to low noise (see Table 5). While it may be difficult to assess such favorable conditions of the data in advance, practitioners may use specific domain knowledge to design better feature representations for prediction, which may in turn improve exploration for these methods.

- Uniform exploration hurts empirical performance in most cases (see, e.g., the poor performance of ε-greedy and Cover-u in Table 11 of Appendix C). Nevertheless, it may be necessary on the hardest datasets, and may be crucial if one needs to perform off-policy counterfactual evaluation (see Figures 3 and 6).

- Loss estimation is an essential component in many CB algorithms for good practical performance, and DR should be preferred over IPS. For methods based on reduction to off-policy learning, such as ε-Greedy and Bagging, the IWR reduction is typically best, in addition to providing computational benefits (see Table 3).

- From our early experiments, we found randomization on tied choices of actions to always be useful. For instance, it avoids odd behavior which may arise from deterministic, implementation-specific biases (e.g., always favoring one specific action over the others).
The choice of cost encodings makes a big difference in practice and should be carefully considered when designing a contextual bandit system, even when loss estimation techniques such as DR are used. For binary outcomes, -1/0 is a good default choice of encoding in the common situation where the observed loss is often 1 (see Table 4).

Modeling choices and encodings sometimes provide pessimistic initial estimates that can hurt initial exploration on some problems, particularly for Greedy and RegCB-optimistic. Random tie-breaking as well as using a shared additive baseline can help mitigate this issue (see Section C.3).

The hyperparameters highlighted in Appendix C.1 obtained on our datasets may be good default choices in practice. Nevertheless, these may need to be balanced in order to address other conflicting requirements in real-world settings, such as non-stationarity or the ability to run offline experiments.

Open questions for theoreticians. Our study raises some questions of interest for theoretical research on contextual bandits. The good performance of greedy methods calls for a better understanding of greedy methods, building upon the work of Bastani et al. (2021); Kannan et al. (2018), as well as methods that are more robust to more difficult datasets while adapting to such favorable scenarios, such as when the context distribution has enough diversity. A related question is that of adaptivity to easy datasets for which the optimal policy has small loss, an open problem pointed out by Agarwal et al. (2017) in the form of “first-order” regret bounds. While methods satisfying such regret bounds have now been developed theoretically (Allen-Zhu et al., 2018), these methods are currently not computationally efficient, and obtaining efficient methods based on optimization oracles remains an important open problem. We also note that while our experiments are based on online optimization oracles, most analyzed versions of the algorithms rely on solving the full optimization problems; it would be interesting to better understand the behavior of online variants, and to characterize the implicit exploration effect for the greedy method.

Limitations of the study. Our study is primarily concerned with prediction performance, while real world applications often additionally consider the value of counterfactual evaluation for offline policy evaluation.

A key limitation of our study is that it is concerned with stationary datasets. Many real-world contextual bandit applications involve nonstationary datasources. This limitation is simply due to the nature of readily available public datasets. The lack of public CB datasets as well as challenges in counterfactual evaluation of CB algorithms make a more realistic study challenging, but we hope that an emergence of platforms (Agarwal et al., 2016; Jamieson et al., 2015) to easily deploy CB algorithms will enable studies with real CB datasets in the future. Furthermore, our setup does not cover some other difficulties which may often arise in practical CB systems, such as delayed/batched rewards, varying action sets, or heuristics for selecting subsets of actions in cases where the total number of actions is prohibitively large; an extension of our empirical study to such settings could also prove beneficial for practitioners.
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Table 5: *Statistically significant* win-loss difference with hyperparameters fixed as in Table 10, encodings fixed to -1/0, on all held-out datasets or subsets with different characteristics: (a) number of actions \( K \); (b) number of features \( d \); (c) number of examples \( n \); (d) PV loss of the one-against-all (OAA) method. The corresponding table for all held-out datasets is shown in Table 1 (top left).

<table>
<thead>
<tr>
<th>↓ vs →</th>
<th>G</th>
<th>RO</th>
<th>C-nu</th>
<th>B-g</th>
<th>ϵG</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>-7</td>
<td>-4</td>
<td>20</td>
<td>18</td>
</tr>
<tr>
<td>RO</td>
<td>7</td>
<td>-</td>
<td>8</td>
<td>25</td>
<td>27</td>
</tr>
<tr>
<td>C-nu</td>
<td>4</td>
<td>-8</td>
<td>-23</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>B-g</td>
<td>-20</td>
<td>-25</td>
<td>-23</td>
<td>-4</td>
<td></td>
</tr>
<tr>
<td>ϵG</td>
<td>-18</td>
<td>-27</td>
<td>-24</td>
<td>4</td>
<td>-</td>
</tr>
</tbody>
</table>

(a) \( K \geq 3 \) (left, 83 datasets), \( K \geq 10 \) (right, 31 datasets)

<table>
<thead>
<tr>
<th>↓ vs →</th>
<th>G</th>
<th>RO</th>
<th>C-nu</th>
<th>B-g</th>
<th>ϵG</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>-5</td>
<td>-1</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>RO</td>
<td>5</td>
<td>-</td>
<td>8</td>
<td>26</td>
<td>21</td>
</tr>
<tr>
<td>C-nu</td>
<td>1</td>
<td>-8</td>
<td>-20</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>B-g</td>
<td>-20</td>
<td>-26</td>
<td>-20</td>
<td>-7</td>
<td></td>
</tr>
<tr>
<td>ϵG</td>
<td>-10</td>
<td>-21</td>
<td>-17</td>
<td>7</td>
<td>-</td>
</tr>
</tbody>
</table>

(b) \( d \geq 100 \) (left, 76 datasets), \( d \geq 10000 \) (right, 41 datasets)

<table>
<thead>
<tr>
<th>↓ vs →</th>
<th>G</th>
<th>RO</th>
<th>C-nu</th>
<th>B-g</th>
<th>ϵG</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>-5</td>
<td>24</td>
<td>37</td>
<td>52</td>
</tr>
<tr>
<td>RO</td>
<td>5</td>
<td>-</td>
<td>34</td>
<td>41</td>
<td>60</td>
</tr>
<tr>
<td>C-nu</td>
<td>-24</td>
<td>-34</td>
<td>-8</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>B-g</td>
<td>-37</td>
<td>-41</td>
<td>-8</td>
<td>-18</td>
<td></td>
</tr>
<tr>
<td>ϵG</td>
<td>-52</td>
<td>-60</td>
<td>-34</td>
<td>-18</td>
<td>-</td>
</tr>
</tbody>
</table>

(c) \( n \geq 1000 \) (left, 113 datasets), \( n \geq 10000 \) (right, 43 datasets)

<table>
<thead>
<tr>
<th>↓ vs →</th>
<th>G</th>
<th>RO</th>
<th>C-nu</th>
<th>B-g</th>
<th>ϵG</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>-1</td>
<td>24</td>
<td>40</td>
<td>35</td>
</tr>
<tr>
<td>RO</td>
<td>-1</td>
<td>-</td>
<td>25</td>
<td>36</td>
<td>42</td>
</tr>
<tr>
<td>C-nu</td>
<td>-24</td>
<td>-25</td>
<td>-8</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>B-g</td>
<td>-40</td>
<td>-36</td>
<td>-3</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>ϵG</td>
<td>-35</td>
<td>-42</td>
<td>-23</td>
<td>-3</td>
<td>-</td>
</tr>
</tbody>
</table>

(d) \( PV_{OAA} \leq 0.2 \) (left, 133 datasets), \( PV_{OAA} \leq 0.05 \) (right, 28 datasets)

<table>
<thead>
<tr>
<th>↓ vs →</th>
<th>G</th>
<th>RO</th>
<th>C-nu</th>
<th>B-g</th>
<th>ϵG</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>RO</td>
<td>-2</td>
<td>-</td>
<td>8</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>C-nu</td>
<td>-8</td>
<td>-8</td>
<td>-1</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>B-g</td>
<td>-5</td>
<td>-4</td>
<td>-</td>
<td>-</td>
<td>11</td>
</tr>
<tr>
<td>ϵG</td>
<td>-12</td>
<td>-12</td>
<td>-12</td>
<td>-11</td>
<td>-</td>
</tr>
</tbody>
</table>

(e) \( n \geq 10000 \) and \( PV_{OAA} \leq 0.1 \) (13 datasets)
Appendix A. Algorithm Details

This section provides more details on the implementations of online oracles used in our algorithms, as described in Sections 2 and 3.

**Online regression.** Since our work considers linear models, we assume that regressors are of the form:

$$f(x,a) = f_\theta(x,a) = \theta^\top \Phi(x,a).$$

The basic form of online regression updates is a standard online gradient descent update on the squared loss, given below:

**Algorithm 6** Online regression update

**Input:** step-size $\eta$.

**reg_update**($f_\theta, (x,a,y,\omega)$):

$$\theta := \theta - \eta \omega (\theta^\top \Phi(x,a) - y) \Phi(x,a)$$

In practice, our experiments in VW use more adaptive versions of online gradient descent that make the choice of step-size more robust to variabilities in the features $\Phi(x,a)$, which may be quite different in different datasets in our collection. More precisely, the learning rate $\eta$ is replaced by a diagonal adaptive preconditioning matrix that also provides some invariance to the scale of features, a method known as normalized adaptive gradient (NAG, Ross et al., 2013) that extends AdaGrad (Duchi et al., 2011). Furthermore, in order to better handle the importance weighted examples in online updates, VW uses the approach of Karampatziakis and Langford (2011), which provides more consistent updates w.r.t. the importance weights using integration of a continuous-time ODE.

**Cost-sensitive classification.** For the online CSC oracle, we use a reduction to regression, by feeding $K$ online regression examples to the online regression oracle, one for each action, with the corresponding cost. This is shown in Algorithm 7. In order to make explicit the fact that a policy $\pi$ is implemented using a regressor $f$, we denote the policy by $\pi_f$, and show the corresponding implementation of the policy.

**Algorithm 7** CSC implementation and online update

**Input:** number of actions $K$.

**call**($\pi_f, x$): (implementation of the call $\pi_f(x)$)

**return** $\arg\min_a f(x,a)$;

**csc_update**($\pi_f, (x,c)$):

**for** $a = 1, \ldots, K$ **do**

**reg_update**($f, (x,a,c(a))$);

**end for**

**Loss estimators (IPS and DR).** The IPS and DR loss estimators, which implement the estimator routine in Section 3, are shown in Algorithm 8. For convenience, the loss estimator $\hat{\ell}$, which is considered a global variable meant to be trained on all observed samples $(x_t, a_t, \ell_t(a_t))$, is updated in the call to **dr_estimator**, which we assume is only called once at each iteration $t$. 
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Algorithm 8 IPS and DR Loss estimators

Global state: loss regressor for DR \( \hat{\ell} \).

\textbf{ips\_estimator}(x_t, a_t, y_t, p_t):
\[
\hat{\ell}_t(a) := \frac{y_t}{p_t} \mathbb{1}\{a = a_t\};
\]
\textbf{return} \( \hat{\ell}_t \);

\textbf{dr\_estimator}(x_t, a_t, y_t, p_t):
\[
\text{reg\_update}(\hat{\ell}, (x_t, a_t, y_t));
\hat{\ell}_t(a) := \frac{y_t - \hat{\ell}(x_t, a_t)}{p_t} \mathbb{1}\{a = a_t\} + \hat{\ell}(x_t, a);
\]
\textbf{return} \( \hat{\ell}_t \);

Off-policy learning updates. Finally, the online off-policy learning updates, which implement the \textbf{opl\_update} routine in Section 3, are given below in Algorithm 9. For IWR, we write the policy as \( \pi_f(x) = \arg\min_a f(x, a) \), where \( f \) denotes the underlying regressor.

Algorithm 9 Off-policy learning updates

\textbf{ips\_opl\_update}(\pi, (x_t, a_t, y_t, p_t)):
\[
\hat{\ell}_t := \text{ips\_estimator}(x_t, a_t, y_t, p_t);
\text{csc\_oracle}(\pi, (x_t, \hat{\ell}_t));
\]

\textbf{dr\_opl\_update}(\pi, (x_t, a_t, y_t, p_t)):
\[
\hat{\ell}_t := \text{dr\_estimator}(x_t, a_t, y_t, p_t);
\text{csc\_oracle}(\pi, (x_t, \hat{\ell}_t));
\]

\textbf{iwr\_opl\_update}(\pi_f, (x_t, a_t, y_t, p_t)):
\[
\text{reg\_oracle}(f, (x_t, a_t, y_t, 1/p_t));
\]

Appendix B. Datasets

This section gives some details on the cost-sensitive classification datasets considered in our study.

Multiclass classification datasets. We consider 516 multiclass datasets\(^7\) from the \texttt{openml} platform, including among others, medical, gene expression, text, sensory or synthetic data. Table 6 provides some statistics about these datasets. These also include the 8 classification datasets considered in (Foster et al., 2018) from the UCI database. The full list of datasets is given below.

Multilabel classification datasets. We consider 5 multilabel datasets from the LibSVM website\(^8\) listed in Table 7.

---

\(^7\) We note that previous versions of this paper considered 525 such datasets, but we later discovered that 9 of them (ids 8, 189, 197, 209, 223, 227, 287, 294, 298) were regression datasets poorly converted to multiclass, and decided to discard them.

\(^8\) \url{https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/multilabel.html}
Table 6: Statistics on number of multiclass datasets by number of examples, actions and unique features, as well as by progressive validation 0-1 loss for the supervised one-against-all online classifier, in our collection of 516 multiclass datasets.

<table>
<thead>
<tr>
<th>actions</th>
<th>examples</th>
<th>features</th>
<th>PV</th>
<th>OAA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\leq 10^2$</td>
<td>$\leq 50$</td>
<td>0.01</td>
<td>10</td>
</tr>
<tr>
<td>3-9</td>
<td>$10^3$-$10^4$</td>
<td>51-100</td>
<td>0.01,0.1</td>
<td>87</td>
</tr>
<tr>
<td>10+</td>
<td>$&gt;10^5$</td>
<td>101-1000</td>
<td>0.1,0.2</td>
<td>102</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000+</td>
<td>0.2,0.5</td>
<td>271</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&gt; 0.5</td>
<td>46</td>
</tr>
</tbody>
</table>

Table 7: List of multilabel datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># examples</th>
<th># features</th>
<th># actions</th>
<th>PV</th>
<th>OAA</th>
</tr>
</thead>
<tbody>
<tr>
<td>mediamill</td>
<td>30,993</td>
<td>120</td>
<td>101</td>
<td>0.1664</td>
<td></td>
</tr>
<tr>
<td>rcv1</td>
<td>23,149</td>
<td>47,236</td>
<td>103</td>
<td>0.0446</td>
<td></td>
</tr>
<tr>
<td>scene</td>
<td>1,211</td>
<td>294</td>
<td>6</td>
<td>0.0066</td>
<td></td>
</tr>
<tr>
<td>tmc</td>
<td>21,519</td>
<td>30,438</td>
<td>22</td>
<td>0.1661</td>
<td></td>
</tr>
<tr>
<td>yeast</td>
<td>1,500</td>
<td>103</td>
<td>14</td>
<td>0.2553</td>
<td></td>
</tr>
</tbody>
</table>

Cost-sensitive classification datasets. For more general real-valued costs in $[0,1]$, we use a modification of the multilabel RCV1 dataset introduced in (Krishnamurthy et al., 2019). Each example consists of a news article labeled with the topics it belongs to, in a collection of 103 topics. Instead of fixing the cost to 1 for incorrect topics, the cost is defined as the tree distance to the set of correct topics in a topic hierarchy.

We also include the learning-to-rank datasets considered in (Foster et al., 2018), where we limit the number of documents (actions) per query, and consider all the training folds. We convert relevance scores to losses in $\{0,0.25,0.5,0.75,1\}$, with 0 indicating a perfectly relevant document, and 1 an irrelevant one. The datasets considered are the Microsoft Learning to Rank dataset, variant MSLR-30K at https://www.microsoft.com/en-us/research/project/mslr/, and the Yahoo! Learning to Rank Challenge V2.0, variant C14B at https://webscope.sandbox.yahoo.com/catalog.php?datatype=c. Details are shown in Table 8. We note that for these datasets we consider action-dependent features, with a fixed parameter vector for all documents.

Table 8: Learning to rank datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># examples</th>
<th># features</th>
<th>max # documents</th>
<th>PV</th>
<th>OAA</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSLR-30K</td>
<td>31,531</td>
<td>136</td>
<td>10</td>
<td>0.7892</td>
<td></td>
</tr>
<tr>
<td>Yahoo</td>
<td>36,251</td>
<td>415</td>
<td>6</td>
<td>0.5876</td>
<td></td>
</tr>
</tbody>
</table>

List of multiclass datasets. The datasets we used can be accessed at https://www.openml.org/d/<id>, with id in the following list:
Appendix C. Evaluation Details

C.1 Algorithms and Hyperparameters

We ran each method on every dataset with the following hyperparameters:

- algorithm-specific hyperparameters, shown in Table 9.

- 9 choices of learning rates, on a logarithmic grid from 0.001 to 10 (see Section 2.4).

- 3 choices of reductions: IPS, DR and IWR (see Section 2.3). Note that these mainly apply to methods that reduce to off-policy optimization (i.e., ε-Greedy and Bag/BTS), and to some extent, methods that reduce to cost-sensitive classification (i.e., cover and active ε-greedy, though the IWR reduction is heuristic in this case). Both RegCB variants directly reduce to regression.
Table 9: Choices of hyperparameters and reduction for each method. Fixed choices of hyperparameters for -1/0 encodings are in **bold**. These were obtained for each method with an instant-runoff voting mechanism on 200 of the multiclass datasets with -1/0 encoding, where each dataset ranks hyperparameter choices according to the difference between significant wins and losses against all other choices (the vote of each dataset is divided by the number of tied choices ranked first). Table 10 shows optimized choices of hyperparameters for different encoding settings used in our study.

<table>
<thead>
<tr>
<th>Name</th>
<th>Method</th>
<th>Hyperparameters</th>
<th>Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>Greedy</td>
<td>-</td>
<td>IWR</td>
</tr>
<tr>
<td>R/RO</td>
<td>RegCB-elim/RegCB-opt</td>
<td>$C_0 \in 10^{-(1,2,3)}$</td>
<td>-</td>
</tr>
<tr>
<td>C-nu</td>
<td>Cover-NU</td>
<td>$N \in {4,8,16}$, $\psi \in {0.01,0.1,1}$</td>
<td>IPS/DR</td>
</tr>
<tr>
<td>C-u</td>
<td>Cover</td>
<td>$N \in {4,8,16}$, $\psi \in {0.01,0.1,1}$</td>
<td>IPS/DR</td>
</tr>
<tr>
<td>B/B-g</td>
<td>Bag/Bag-greedy</td>
<td>$N \in {4,8,16}$</td>
<td>IPS/DR/IWR</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>$\epsilon$-greedy</td>
<td>$\epsilon \in {0.02,0.05,0.1}$</td>
<td>IPS/DR/IWR</td>
</tr>
<tr>
<td>A</td>
<td>active $\epsilon$-greedy</td>
<td>$\epsilon \in {0.02,1}$, $C_0 \in 10^{-(2,4,6)}$</td>
<td>IPS/DR/IWR</td>
</tr>
</tbody>
</table>

Table 10: Optimized choices of hyperparameters for different encoding settings, obtained using the voting mechanism described in Table 9: -1/0 (same as bold choices in Table 9, used in Tables 1(top left), 2ce, 5, 11a, 12a, 13a and in the figures); 0/1 (used in Tables 1(bottom left), 2abd, 11b, 12b, 13b, 14).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>-1/0</th>
<th>0/1</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>R/RO</td>
<td>$C_0 = 10^{-3}$</td>
<td>$C_0 = 10^{-3}$</td>
</tr>
<tr>
<td>C-nu</td>
<td>$N = 4$, $\psi = 0.1$, DR</td>
<td>$N = 4$, $\psi = 0.01$, DR</td>
</tr>
<tr>
<td>C-u</td>
<td>$N = 4$, $\psi = 0.1$, IPS</td>
<td>$N = 4$, $\psi = 0.1$, DR</td>
</tr>
<tr>
<td>B</td>
<td>$N = 4$, IWR</td>
<td>$N = 16$, IWR</td>
</tr>
<tr>
<td>B-g</td>
<td>$N = 4$, IWR</td>
<td>$N = 8$, IWR</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>$\epsilon = 0.02$, IWR</td>
<td>$\epsilon = 0.02$, IWR</td>
</tr>
<tr>
<td>A</td>
<td>$\epsilon = 0.02$, $C_0 = 10^{-6}$, IWR</td>
<td>$\epsilon = 0.02$, $C_0 = 10^{-6}$, IWR</td>
</tr>
</tbody>
</table>

- 3 choices of loss encodings: 0/1, -1/0 and 9/10 (see Eq. (7)). 0/1 and -1/0 encodings are typically a design choice, while the experiments with 9/10 are aimed at assessing some robustness to loss range.

### C.2 Additional Evaluation Results

This sections provides additional experimental results, and more detailed win/loss statistics for tables in the main paper, showing both significant wins and significant losses, rather than just their difference.
Table 11: Statistically significant wins / losses of all methods on the 317 held-out multiclass classification datasets. Hyperparameters are fixed as given in Table 10.

Extended tables. Tables 11 and 12 are extended versions of Table 1, showing both significant wins and losses, more methods, and separate statistics for multiclass and multilabel datasets. In particular, we can see that both variants of RegCB become even more competitive against all other methods when using 0/1 encodings. Table 14 extends Table 2(a) with additional methods. Table 15 is a more detailed win/loss version of Table 3, and additionally shows statistics for 0/1 encodings.

We also show separate statistics in Table 13 for the 8 datasets from the UCI repository considered in (Foster et al., 2018), which highlight that Greedy can outperform RegCB on some of these datasets, and that the optimistic variant of RegCB is often superior to the elimination variant. We note that our experimental setup is quite different from Foster et al. (2018), who consider batch learning on a doubling epoch schedule, which might explain some of the differences in the results.

Varying $\epsilon_0$ in RegCB-opt and active $\epsilon$-greedy. Figure 4 shows a comparison between RegCB-opt and Greedy or Cover-NU on our corpus, for different values of $\epsilon_0$, which controls the level of exploration through the width of confidence bounds. Figure 5 shows the improvements that the active $\epsilon$-greedy algorithm can achieve compared to $\epsilon$-greedy, under different settings.

Counterfactual evaluation. Figure 6 extends Figure 3 to include all algorithms, and additionally shows results of using IPS estimates directly on the losses $\hat{\ell}(a_t)$ instead of rewards $1 - \ell_t(a_t)$, which tend to be significantly worse.

C.3 Shared baseline parameterization

We also experimented with the use of an action-independent additive baseline term in our loss estimators, which can help learn better estimates with fewer samples in some situations. In this case the regressors take the form $f(x, a) = \theta_0 + \theta_a^\top x$ (IWR) or $\hat{\ell}(x, a) = \phi_0 + \phi_a^\top x$ (DR). In order to learn the baseline term more quickly, we propose to use a separate online update...
Table 12: Statistically significant wins / losses of all methods on the 5 multilabel classification datasets. Hyperparameters are fixed as given in Table 10.

<table>
<thead>
<tr>
<th>↓ vs →</th>
<th>G</th>
<th>R</th>
<th>RO</th>
<th>C-nu</th>
<th>B</th>
<th>B-g</th>
<th>cG</th>
<th>C-u</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>2 / 2</td>
<td>1 / 0</td>
<td>3 / 1</td>
<td>2 / 2</td>
<td>3 / 2</td>
<td>2 / 2</td>
<td>4 / 1</td>
<td>2 / 1</td>
</tr>
<tr>
<td>R</td>
<td>2 / 2</td>
<td>-</td>
<td>2 / 2</td>
<td>2 / 0</td>
<td>3 / 0</td>
<td>3 / 0</td>
<td>3 / 2</td>
<td>5 / 0</td>
<td>3 / 2</td>
</tr>
<tr>
<td>RO</td>
<td>0 / 1</td>
<td>2 / 2</td>
<td>-</td>
<td>2 / 2</td>
<td>2 / 2</td>
<td>3 / 1</td>
<td>2 / 1</td>
<td>4 / 1</td>
<td>2 / 1</td>
</tr>
<tr>
<td>C-nu</td>
<td>1 / 3</td>
<td>0 / 2</td>
<td>2 / 2</td>
<td>-</td>
<td>3 / 1</td>
<td>3 / 1</td>
<td>3 / 2</td>
<td>5 / 0</td>
<td>3 / 2</td>
</tr>
<tr>
<td>B</td>
<td>2 / 2</td>
<td>0 / 3</td>
<td>2 / 2</td>
<td>1 / 3</td>
<td>-</td>
<td>1 / 3</td>
<td>3 / 2</td>
<td>5 / 0</td>
<td>3 / 2</td>
</tr>
<tr>
<td>B-g</td>
<td>2 / 3</td>
<td>0 / 3</td>
<td>1 / 3</td>
<td>1 / 3</td>
<td>1 / 1</td>
<td>-</td>
<td>2 / 3</td>
<td>4 / 1</td>
<td>2 / 3</td>
</tr>
<tr>
<td>cG</td>
<td>1 / 2</td>
<td>2 / 3</td>
<td>1 / 2</td>
<td>2 / 3</td>
<td>2 / 3</td>
<td>3 / 2</td>
<td>-</td>
<td>4 / 1</td>
<td>1 / 0</td>
</tr>
<tr>
<td>C-u</td>
<td>1 / 4</td>
<td>0 / 5</td>
<td>1 / 4</td>
<td>0 / 5</td>
<td>0 / 5</td>
<td>1 / 4</td>
<td>1 / 4</td>
<td>-</td>
<td>1 / 4</td>
</tr>
<tr>
<td>A</td>
<td>1 / 2</td>
<td>2 / 3</td>
<td>1 / 2</td>
<td>2 / 3</td>
<td>2 / 3</td>
<td>3 / 2</td>
<td>0 / 1</td>
<td>4 / 1</td>
<td>-</td>
</tr>
</tbody>
</table>

(a) -1/0 encoding

<table>
<thead>
<tr>
<th>↓ vs →</th>
<th>G</th>
<th>R</th>
<th>RO</th>
<th>C-nu</th>
<th>B</th>
<th>B-g</th>
<th>cG</th>
<th>C-u</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>3 / 1</td>
<td>2 / 2</td>
<td>1 / 3</td>
<td>4 / 0</td>
<td>4 / 1</td>
<td>4 / 0</td>
<td>5 / 0</td>
<td>3 / 0</td>
</tr>
<tr>
<td>R</td>
<td>1 / 3</td>
<td>-</td>
<td>0 / 3</td>
<td>1 / 4</td>
<td>2 / 2</td>
<td>2 / 2</td>
<td>3 / 2</td>
<td>4 / 1</td>
<td>2 / 2</td>
</tr>
<tr>
<td>RO</td>
<td>2 / 2</td>
<td>3 / 0</td>
<td>-</td>
<td>1 / 2</td>
<td>5 / 0</td>
<td>4 / 0</td>
<td>3 / 1</td>
<td>5 / 0</td>
<td>3 / 1</td>
</tr>
<tr>
<td>C-nu</td>
<td>3 / 1</td>
<td>4 / 1</td>
<td>2 / 1</td>
<td>-</td>
<td>4 / 1</td>
<td>3 / 1</td>
<td>4 / 0</td>
<td>4 / 1</td>
<td>4 / 1</td>
</tr>
<tr>
<td>B</td>
<td>0 / 4</td>
<td>2 / 2</td>
<td>0 / 5</td>
<td>1 / 4</td>
<td>-</td>
<td>0 / 2</td>
<td>1 / 2</td>
<td>2 / 1</td>
<td>1 / 3</td>
</tr>
<tr>
<td>B-g</td>
<td>1 / 4</td>
<td>3 / 2</td>
<td>0 / 4</td>
<td>1 / 3</td>
<td>2 / 0</td>
<td>-</td>
<td>2 / 2</td>
<td>4 / 1</td>
<td>1 / 3</td>
</tr>
<tr>
<td>cG</td>
<td>0 / 4</td>
<td>2 / 2</td>
<td>1 / 3</td>
<td>0 / 4</td>
<td>2 / 1</td>
<td>2 / 2</td>
<td>-</td>
<td>4 / 1</td>
<td>0 / 1</td>
</tr>
<tr>
<td>C-u</td>
<td>0 / 5</td>
<td>1 / 4</td>
<td>0 / 5</td>
<td>1 / 4</td>
<td>1 / 2</td>
<td>1 / 4</td>
<td>1 / 4</td>
<td>-</td>
<td>0 / 5</td>
</tr>
<tr>
<td>A</td>
<td>0 / 3</td>
<td>2 / 2</td>
<td>1 / 3</td>
<td>1 / 4</td>
<td>3 / 1</td>
<td>3 / 1</td>
<td>1 / 0</td>
<td>5 / 0</td>
<td>-</td>
</tr>
</tbody>
</table>

(b) 0/1 encoding

for the parameters $\theta_0$ or $\phi_0$ to regress on observed losses, followed by an online update on the residual for the action-dependent part. We scale the step-size of these baseline updates by the largest observed magnitude of the loss, in order to adapt to the observed loss range for normalized updates (Ross et al., 2013).

Such an additive baseline can be helpful to quickly adapt to a constant loss estimate thanks to the separate online update. This appears particularly useful with the -1/0 encoding, for which the initialization at 0 may give pessimistic loss estimates which can be damaging in particular for the greedy method, that often gets some initial exploration from an optimistic cost encoding. This can be seen in Figure 7(top). Table 16 shows that optimizing over the use of baseline on each dataset can improve the performance of Greedy and RegCB-opt when compared to other methods such as Cover-NU.

In an online learning setting, baseline can also help to quickly reach an unknown target range of loss estimates. This is demonstrated in Figure 7(bottom), where the addition of baseline is shown to help various methods with 9/10 encodings on a large number of datasets. We do not evaluate RegCB for 9/10 encodings as it needs a priori known upper and lower bounds on costs.
Table 13: Statistically significant wins / losses of all methods on the 8 classification datasets from the UCI repository considered in (Foster et al., 2018). Hyperparameters are fixed as given in Table 10.

<table>
<thead>
<tr>
<th>↓ vs →</th>
<th>G</th>
<th>R</th>
<th>RO</th>
<th>C-nu</th>
<th>B</th>
<th>B-g</th>
<th>cG</th>
<th>C-u</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>4 / 0</td>
<td>2 / 1</td>
<td>5 / 2</td>
<td>5 / 0</td>
<td>4 / 1</td>
<td>6 / 0</td>
<td>6 / 0</td>
<td>5 / 0</td>
</tr>
<tr>
<td>R</td>
<td>0 / 4</td>
<td>-</td>
<td>0 / 1</td>
<td>3 / 1</td>
<td>4 / 1</td>
<td>3 / 1</td>
<td>4 / 2</td>
<td>6 / 0</td>
<td>2 / 2</td>
</tr>
<tr>
<td>RO</td>
<td>1 / 2</td>
<td>1 / 0</td>
<td>-</td>
<td>4 / 1</td>
<td>5 / 0</td>
<td>5 / 0</td>
<td>5 / 0</td>
<td>6 / 0</td>
<td>3 / 0</td>
</tr>
<tr>
<td>C-nu</td>
<td>2 / 5</td>
<td>1 / 3</td>
<td>1 / 4</td>
<td>-</td>
<td>3 / 1</td>
<td>2 / 2</td>
<td>3 / 2</td>
<td>7 / 0</td>
<td>2 / 3</td>
</tr>
<tr>
<td>B</td>
<td>0 / 5</td>
<td>1 / 4</td>
<td>0 / 5</td>
<td>1 / 3</td>
<td>-</td>
<td>0 / 2</td>
<td>3 / 2</td>
<td>6 / 0</td>
<td>2 / 2</td>
</tr>
<tr>
<td>B-g</td>
<td>1 / 4</td>
<td>1 / 3</td>
<td>0 / 5</td>
<td>2 / 2</td>
<td>2 / 0</td>
<td>-</td>
<td>4 / 1</td>
<td>6 / 0</td>
<td>2 / 2</td>
</tr>
<tr>
<td>cG</td>
<td>0 / 6</td>
<td>2 / 4</td>
<td>0 / 5</td>
<td>2 / 3</td>
<td>2 / 3</td>
<td>1 / 4</td>
<td>-</td>
<td>6 / 0</td>
<td>0 / 2</td>
</tr>
<tr>
<td>C-u</td>
<td>0 / 6</td>
<td>0 / 6</td>
<td>0 / 6</td>
<td>0 / 7</td>
<td>0 / 6</td>
<td>0 / 6</td>
<td>0 / 6</td>
<td>-</td>
<td>0 / 6</td>
</tr>
<tr>
<td>A</td>
<td>0 / 5</td>
<td>2 / 2</td>
<td>0 / 3</td>
<td>3 / 2</td>
<td>2 / 2</td>
<td>2 / 2</td>
<td>2 / 0</td>
<td>6 / 0</td>
<td>-</td>
</tr>
</tbody>
</table>

(a) -1/0 encoding

<table>
<thead>
<tr>
<th>↓ vs →</th>
<th>G</th>
<th>R</th>
<th>RO</th>
<th>C-nu</th>
<th>B</th>
<th>B-g</th>
<th>cG</th>
<th>C-u</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>1 / 5</td>
<td>0 / 5</td>
<td>2 / 2</td>
<td>3 / 2</td>
<td>3 / 1</td>
<td>7 / 0</td>
<td>2 / 1</td>
<td>-</td>
</tr>
<tr>
<td>R</td>
<td>5 / 1</td>
<td>-</td>
<td>0 / 1</td>
<td>5 / 0</td>
<td>6 / 0</td>
<td>6 / 0</td>
<td>6 / 0</td>
<td>8 / 0</td>
<td>5 / 0</td>
</tr>
<tr>
<td>RO</td>
<td>5 / 0</td>
<td>1 / 0</td>
<td>-</td>
<td>5 / 0</td>
<td>6 / 0</td>
<td>6 / 0</td>
<td>7 / 0</td>
<td>7 / 0</td>
<td>6 / 0</td>
</tr>
<tr>
<td>C-nu</td>
<td>2 / 2</td>
<td>0 / 5</td>
<td>0 / 5</td>
<td>-</td>
<td>2 / 1</td>
<td>3 / 0</td>
<td>2 / 1</td>
<td>7 / 0</td>
<td>1 / 1</td>
</tr>
<tr>
<td>B</td>
<td>2 / 3</td>
<td>0 / 6</td>
<td>0 / 6</td>
<td>1 / 2</td>
<td>-</td>
<td>3 / 0</td>
<td>1 / 3</td>
<td>7 / 0</td>
<td>0 / 3</td>
</tr>
<tr>
<td>B-g</td>
<td>1 / 3</td>
<td>0 / 6</td>
<td>0 / 6</td>
<td>0 / 3</td>
<td>0 / 3</td>
<td>-</td>
<td>1 / 3</td>
<td>7 / 0</td>
<td>0 / 3</td>
</tr>
<tr>
<td>cG</td>
<td>1 / 3</td>
<td>0 / 6</td>
<td>0 / 7</td>
<td>1 / 2</td>
<td>3 / 1</td>
<td>3 / 1</td>
<td>-</td>
<td>7 / 0</td>
<td>0 / 1</td>
</tr>
<tr>
<td>C-u</td>
<td>0 / 7</td>
<td>0 / 8</td>
<td>0 / 7</td>
<td>0 / 7</td>
<td>0 / 7</td>
<td>0 / 7</td>
<td>-</td>
<td>0 / 7</td>
<td>-</td>
</tr>
<tr>
<td>A</td>
<td>1 / 2</td>
<td>0 / 5</td>
<td>0 / 6</td>
<td>1 / 1</td>
<td>3 / 0</td>
<td>3 / 0</td>
<td>1 / 0</td>
<td>7 / 0</td>
<td>-</td>
</tr>
</tbody>
</table>

(b) 0/1 encoding

Table 14: Progressive validation loss for RCV1 with real-valued costs. Same as Table 2(a), but with all methods. Hyperparameters are fixed as given in Table 10. The learning rate is optimized once on the original dataset, and we show mean and standard error based on 10 different random reshufflings of the dataset.

<table>
<thead>
<tr>
<th></th>
<th>G</th>
<th>R</th>
<th>RO</th>
<th>C-nu</th>
<th>C-u</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>0.215 ± 0.010</td>
<td>0.408 ± 0.003</td>
<td>0.225 ± 0.008</td>
<td>0.215 ± 0.006</td>
<td>0.570 ± 0.023</td>
</tr>
<tr>
<td>B</td>
<td>0.256 ± 0.006</td>
<td>0.251 ± 0.005</td>
<td>0.230 ± 0.009</td>
<td>0.230 ± 0.010</td>
<td></td>
</tr>
</tbody>
</table>
Table 15: Impact of reductions for Bag (left) and $\epsilon$-greedy (right), with hyperparameters optimized and encoding fixed to -1/0 or 0/1. Extended version of Table 3. Each (row, column) entry shows the statistically significant wins and losses of row against column.

(a) -1/0 encoding

<table>
<thead>
<tr>
<th>↓ vs →</th>
<th>ips</th>
<th>dr</th>
<th>iwr</th>
</tr>
</thead>
<tbody>
<tr>
<td>ips</td>
<td>-</td>
<td>29 / 71</td>
<td>25 / 80</td>
</tr>
<tr>
<td>dr</td>
<td>71 / 29</td>
<td>-</td>
<td>30 / 55</td>
</tr>
<tr>
<td>iwr</td>
<td>80 / 25</td>
<td>55 / 30</td>
<td>-</td>
</tr>
</tbody>
</table>

(b) 0/1 encoding

<table>
<thead>
<tr>
<th>↓ vs →</th>
<th>ips</th>
<th>dr</th>
<th>iwr</th>
</tr>
</thead>
<tbody>
<tr>
<td>ips</td>
<td>-</td>
<td>46 / 231</td>
<td>17 / 236</td>
</tr>
<tr>
<td>dr</td>
<td>231 / 46</td>
<td>-</td>
<td>33 / 95</td>
</tr>
<tr>
<td>iwr</td>
<td>236 / 17</td>
<td>95 / 33</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 4: Comparison of RegCB-opt with Greedy (top) and Cover-NU (bottom) for different values of $C_0$. Hyperparameters for Greedy and Cover-NU fixed as in Table 9. Encoding fixed to -1/0. The plots consider normalized loss on held-out datasets, with red points indicating significant wins.
Figure 5: Improvements to $\epsilon$-greedy from our active learning strategy. Encoding fixed to $-1/0$. The IWR implementation described in Section D.1 still manages to often outperform $\epsilon$-greedy, despite only providing an approximation to Algorithm 10.
Figure 6: Errors of IPS counterfactual estimates for the uniform random policy using exploration logs collected by various algorithms on multiclass datasets (extended version of Figure 3). The boxes show quartiles (with the median shown as a blue line) of the distribution of squared errors across all multiclass datasets or only those with at least 10,000 examples. The logs are obtained by running each algorithm with -1/0 encodings, fixed hyperparameters from Table 9, and the best learning rate on each dataset according to progressive validation loss. The top plots consider IPS with reward estimates (as in Figure 3), while the bottom plots consider IPS on the loss.
Figure 7: (top) Impact of baseline on different algorithms with encoding fixed to -1/0; for Greedy and RegCB-opt, it can significantly help against pessimistic initial costs in some datasets. Hyperparameters fixed as in Table 9. (bottom) Baseline improves robustness to the range of losses. The plots consider normalized loss on held-out datasets, with red points indicating significant wins.
Table 16: Statistically significant wins / losses of all methods on held-out datasets, with -1/0 encoding and fixed hyperparameters, except for baseline, which is optimized on each dataset together with the learning rate. The fixed hyperparameters are shown in the table below, and were selected with the same voting approach described in Table 9. This optimization benefits Greedy and RegCB-opt in particular.

<table>
<thead>
<tr>
<th>↓ vs →</th>
<th>G</th>
<th>R</th>
<th>RO</th>
<th>C-nu</th>
<th>B</th>
<th>B-g</th>
<th>G</th>
<th>C-u</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
<td>28 / 13</td>
<td>11 / 16</td>
<td>58 / 14</td>
<td>87 / 13</td>
<td>68 / 16</td>
<td>75 / 0</td>
<td>171 / 1</td>
<td>48 / 4</td>
</tr>
<tr>
<td>R</td>
<td>13 / 28</td>
<td>-</td>
<td>8 / 32</td>
<td>41 / 21</td>
<td>68 / 15</td>
<td>51 / 20</td>
<td>64 / 10</td>
<td>163 / 7</td>
<td>42 / 15</td>
</tr>
<tr>
<td>RO</td>
<td>16 / 11</td>
<td>32 / 8</td>
<td>-</td>
<td>63 / 11</td>
<td>89 / 10</td>
<td>66 / 10</td>
<td>82 / 2</td>
<td>180 / 1</td>
<td>61 / 3</td>
</tr>
<tr>
<td>C-nu</td>
<td>14 / 58</td>
<td>21 / 41</td>
<td>11 / 63</td>
<td>-</td>
<td>56 / 30</td>
<td>32 / 40</td>
<td>57 / 23</td>
<td>158 / 6</td>
<td>40 / 33</td>
</tr>
<tr>
<td>B</td>
<td>13 / 87</td>
<td>15 / 68</td>
<td>10 / 89</td>
<td>30 / 56</td>
<td>-</td>
<td>10 / 32</td>
<td>53 / 34</td>
<td>128 / 7</td>
<td>29 / 57</td>
</tr>
<tr>
<td>B-g</td>
<td>16 / 68</td>
<td>20 / 51</td>
<td>10 / 66</td>
<td>40 / 32</td>
<td>32 / 10</td>
<td>-</td>
<td>56 / 17</td>
<td>140 / 2</td>
<td>37 / 36</td>
</tr>
<tr>
<td>ϵG</td>
<td>0 / 75</td>
<td>10 / 64</td>
<td>2 / 82</td>
<td>23 / 57</td>
<td>34 / 53</td>
<td>17 / 56</td>
<td>-</td>
<td>126 / 10</td>
<td>3 / 42</td>
</tr>
<tr>
<td>C-u</td>
<td>1 / 171</td>
<td>7 / 163</td>
<td>1 / 180</td>
<td>6 / 158</td>
<td>7 / 128</td>
<td>2 / 140</td>
<td>10 / 126</td>
<td>-</td>
<td>5 / 159</td>
</tr>
<tr>
<td>A</td>
<td>4 / 48</td>
<td>15 / 42</td>
<td>3 / 61</td>
<td>33 / 40</td>
<td>57 / 29</td>
<td>36 / 37</td>
<td>42 / 3</td>
<td>159 / 5</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Hyperparameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>-</td>
</tr>
<tr>
<td>R/RO</td>
<td>$C_0 = 10^{-3}$</td>
</tr>
<tr>
<td>C-nu</td>
<td>$N = 16, \psi = 0.1$, DR</td>
</tr>
<tr>
<td>C-u</td>
<td>$N = 4, \psi = 0.1$, IPS</td>
</tr>
<tr>
<td>B</td>
<td>$N = 4$, IWR</td>
</tr>
<tr>
<td>B-g</td>
<td>$N = 4$, IWR</td>
</tr>
<tr>
<td>ϵG</td>
<td>$\epsilon = 0.02$, IWR</td>
</tr>
<tr>
<td>A</td>
<td>$\epsilon = 0.02, C_0 = 10^{-6}$, IWR</td>
</tr>
</tbody>
</table>
Algorithm 10 Active $\epsilon$-greedy

$\pi_1; \epsilon; C_0 > 0.$

explore($x_t)$:

$A_t = \{a: \text{loss\_diff}(\pi_t, x_t, a) \leq \Delta_t C_0\};$

$p_t(a) = \frac{K}{K} \mathbf{1}\{a \in A_t\} + \left(1 - \mathbf{1}\{|A_t|\} \frac{K}{K} \right) \mathbf{1}\{\pi_t(x_t) = a\};$

return $p_t$;

learn($x_t, a_t, \ell_t(a_t), p_t)$:

$\hat{\ell}_t = \text{estimator}(x_t, a_t, \ell_t(a_t), p_t(a_t));$

$\hat{c}_t(a) = \begin{cases} \hat{\ell}_t(a), & \text{if } p_t(a) > 0 \\ 1, & \text{otherwise.} \end{cases}$

$\pi_{t+1} = \text{csc\_oracle}(\pi_t, x_t, \hat{c}_t);$

Appendix D. Active $\epsilon$-greedy: Practical Algorithm and Analysis

This section presents our active $\epsilon$-greedy method, a variant of $\epsilon$-greedy that reduces the amount of uniform exploration using techniques from active learning. Section D.1 introduces the practical algorithm, while Section D.2 provides a theoretical analysis of the method, showing that it achieves a regret of $O(T^{1/3})$ under specific favorable settings, compared to $O(T^{2/3})$ for vanilla $\epsilon$-greedy.

D.1 Algorithm

The simplicity of the $\epsilon$-greedy method described in Section 3.1 often makes it the method of choice for practitioners. However, the uniform exploration over randomly selected actions can be quite inefficient and costly in practice. A natural consideration is to restrict this randomization over actions which could plausibly be selected by the optimal policy $\pi^* = \arg\min_{\pi \in \Pi} L(\pi)$, where $L(\pi) = \mathbb{E}_{(x, \ell) \sim D}[\ell(\pi(x))]$ is the expected loss of a policy $\pi$.

To achieve this, we use techniques from disagreement-based active learning (Hanneke, 2014; Hsu, 2010). After observing a context $x_t$, for any action $a$, if we can find a policy $\pi$ that would choose this action ($\pi(x_t) = a$) instead of the empirically best action $\pi_t(x_t)$, while achieving a small loss on past data, then there is disagreement about how good such an action is, and we allow exploring it. Otherwise, we are confident that the best policy would not choose this action, thus we avoid exploring it, and assign it a high cost. The resulting method is in Algorithm 10. Like RegCB, the method requires a known loss range $[c_{\text{min}}, c_{\text{max}}]$, and assigns a loss $c_{\text{max}}$ to such unexplored actions (we consider the range $[0, 1]$ in Algorithm 10 for simplicity). The disagreement test we use is based on empirical loss differences, similar to the Oracular CAL active learning method (Hsu, 2010), denoted $\text{loss\_diff}$, together with a threshold:

$\Delta_{t,C_0} = \sqrt{\frac{C_0 K \log t}{\epsilon t}} + C_0 \frac{K \log t}{\epsilon t}.$

9. Our implementation is available in the following branch of Vowpal Wabbit: https://github.com/albietz/vowpal_wabbit/tree/bakeoff
A practical implementation of \texttt{loss\_diff} for an online setting is given below. We analyze a theoretical form of this algorithm in Section D.2, showing a formal version of the following theorem:

**Theorem 1** With high-probability, and under favorable conditions on disagreement and on the problem noise, active \(\epsilon\)-greedy achieves expected regret \(O(T^{1/3})\).

Note that this data-dependent guarantee improves on worst-case guarantees achieved by the optimal algorithms Agarwal et al. (2014); Dudik et al. (2011a). In the extreme case where the loss of any suboptimal policy is bounded away from that of \(\pi^*\), we show that our algorithm can achieve constant regret. While active learning algorithms suggest that data-dependent thresholds \(\Delta_t\) can yield better guarantees (e.g., Huang et al., 2015), this may require more work in our setting due to open problems related to data-dependent guarantees for contextual bandits (Agarwal et al., 2017). In a worst-case scenario, active \(\epsilon\)-greedy behaves similarly to \(\epsilon\)-greedy (Langford and Zhang, 2008), achieving an \(O(T^{2/3})\) expected regret with high probability.

**Practical implementation of the disagreement test.** We now present a practical way to implement the disagreement tests in the active \(\epsilon\)-greedy method, in the context of online cost-sensitive classification oracles based on regression, as in Vowpal Wabbit. This corresponds to the \texttt{loss\_diff} method in Algorithm 10.

Let \(\hat{L}_{t-1}(\pi)\) denote the empirical loss of policy \(\pi\) on the (biased) sample of cost-sensitive examples collected up to time \(t-1\) (see Section D.2 for details). After observing a context \(x_t\), we want to estimate

\[
\text{loss\_diff}(\pi_t, x_t, \bar{a}) \approx \hat{L}_{t-1}(\pi_{t, \bar{a}}) - \hat{L}_{t-1}(\pi_t),
\]

for any action \(\bar{a}\), where

\[
\begin{align*}
\pi_t &= \arg\min_{\pi} \hat{L}_{t-1}(\pi) \\
\pi_{t, \bar{a}} &= \arg\min_{\pi : \pi(x_t) = \bar{a}} \hat{L}_{t-1}(\pi).
\end{align*}
\]

In our online setup, we take \(\pi_t\) to be the current online policy (as in Algorithm 10), and we estimate the loss difference by looking at how many online CSC examples of the form \(\bar{c} := (1\{a \neq \bar{a}\})_{a=1..K}\) are needed (or the importance weight on such an example) in order to switch prediction from \(\pi_t(x_t)\) to \(\bar{a}\). If we denote this importance weight by \(\tau_{\bar{a}}\), then we can estimate \(\hat{L}_{t-1}(\pi_{t, \bar{a}}) - \hat{L}_{t-1}(\pi_t) \approx \tau_{\bar{a}}/t\).

**Computing \(\tau_{\bar{a}}\) for IPS/DR.** In the case of IPS/DR, we use an online CSC oracle, which is based on \(K\) regressors \(f(x, a)\) in VW, each predicting the cost for an action \(a\). Let \(f_t\) be the current regressors for policy \(\pi_t\), \(y_t(a) := f_t(x_t, a)\), and denote by \(s_t(a)\) the \textit{sensitivity} of regressor \(f_t(\cdot, a)\) on example \((x_t, \bar{c}(a))\). This sensitivity is essentially defined to be the derivative with respect to an importance weight \(w\) of the prediction \(y'(a)\) obtained from the regressor after an online update \((x_t, \bar{c}(a))\) with importance weight \(w\). A similar quantity has been used, e.g., by Huang et al. (2015); Karampatziakis and Langford (2011); Krishnamurthy et al. (2019). Then, the predictions on actions \(\bar{a}\) and \(a\) cross when the
importance weight $w$ satisfies $y_t(\bar{a}) - s_t(\bar{a})w = y_t(a) + s_t(a)w$. Thus, the importance weight required for action $\bar{a}$ to be preferred (i.e., smaller predicted loss) to action $a$ is given by:

$$w^a_{\bar{a}} = \frac{y_t(\bar{a}) - y_t(a)}{s_t(\bar{a}) + s_t(a)}.$$  

Action $\bar{a}$ will thus be preferred to all other actions when using an importance weight $\tau_{\bar{a}} = \max_a w^a_{\bar{a}}$.

**Computing $\tau_{\bar{a}}$ for IWR.** Although Algorithm 10 and the theoretical analysis require CSC in order to assign a loss of 1 to unexplored actions, and hence does not directly support IWR, we can consider an approximation which leverages the benefits of IWR by performing standard IWR updates as in $\epsilon$-greedy, while exploring only on actions that pass a similar disagreement test. In this case, we estimate $\tau_{\bar{a}}$ as the importance weight on an online regression example $(x_t, 0)$ for the regressor $f_t(\cdot, \bar{a})$, needed to switch prediction to $\bar{a}$. If $s_t(\bar{a})$ is the sensitivity for such an example, we have $\tau_{\bar{a}} = \frac{(y_t(\bar{a}) - y^*_t)}{s_t(\bar{a})}$, where $y^*_t = \min_a y_t(a)$.

### D.2 Theoretical Analysis

This section presents a theoretical analysis of the active $\epsilon$-greedy method introduced in Section D.1. We begin by presenting the analyzed version of the algorithm together with definitions in Section D.2.1. Section D.2.2 then studies the correctness of the method, showing that with high probability, the actions chosen by the optimal policy are always explored, and that policies considered by the algorithm are always as good as those obtained under standard $\epsilon$-greedy exploration. This section also introduces a Massart-type low-noise condition similar to the one considered by Krishnamurthy et al. (2019) for cost-sensitive classification. Finally, Section D.2.3 provides a regret analysis of the algorithm, both in the worst case and under disagreement conditions together with the Massart noise condition. In particular, a formal version of Theorem 1 is given by Theorem 8, and a more extreme but informative situation is considered in Proposition 9, where our algorithm can achieve constant regret.

#### D.2.1 Algorithm and definitions

We consider a version of the active $\epsilon$-greedy strategy that is more suitable for theoretical analysis, given in Algorithm 11. This method considers exact CSC oracles, as well as a CSC oracle with one constraint on the policy ($\pi(x_t) = a$ in Eq. (14)). The threshold $\Delta_t$ is defined later in Section D.2.2. Computing it would require some knowledge about the size of the policy class, which we avoid by introducing a parameter $C_0$ in the practical variant. The disagreement strategy is based on the Oracular CAL active learning method of Hsu (2010), which tests for disagreement using empirical error differences, and considers biased samples when no label is queried. Here, similar tests are used to decide which actions should be explored, in the different context of cost-sensitive classification, and the unexplored actions are assigned a loss of 1, making the empirical sample biased ($\hat{Z}_T$ in Algorithm 11).

**Definitions.** Define $Z_T = \{(x_t, \ell_t)\}_{t=1..T} \subset \mathcal{X} \times \mathbb{R}^K$, $\bar{Z}_T = \{(x_t, \bar{\ell}_t)\}_{t=1..T}$ (biased sample) and $\hat{Z}_T = \{(x_t, \hat{\ell}_t)\}_{t=1..T}$ (IPS estimate of biased sample), where $\ell_t \in [0, 1]^K$ is the
Input: exploration probability $\epsilon$.

Initialize: $\hat{Z}_0 := \emptyset$.

for $t = 1, \ldots$ do

Observe context $x_t$. Let

$$\pi_t := \arg\min_{\pi} L(\pi, \hat{Z}_{t-1})$$

$$\pi_{t,a} := \arg\min_{\pi_\pi(x_t) = a} L(\pi, \hat{Z}_{t-1})$$

$$A_t := \{a : L(\pi_{t,a}, \hat{Z}_{t-1}) - L(\pi_t, \hat{Z}_{t-1}) \leq \Delta_t\}$$

Let

$$p_t(a) = \begin{cases} 1 - (|A_t| - 1)\epsilon/K, & \text{if } a = \pi_t(x_t) \\ \epsilon/K, & \text{if } a \in A_t \setminus \{\pi_t(x_t)\} \\ 0, & \text{otherwise.} \end{cases} \tag{15}$$

Play action $a_t \sim p_t$, observe $\ell_t(a_t)$ and set $\hat{Z}_t = \hat{Z}_{t-1} \cup \{(x_t, \hat{\ell}_t)\}$, where $\hat{\ell}_t$ is defined in (13).

end for

(unobserved) loss vector at time $t$ and

$$\hat{\ell}_t(a) = \begin{cases} \ell_t(a), & \text{if } a \in A_t \\ 1, & \text{o/w} \end{cases} \tag{12}$$

$$\hat{\ell}_t(a) = \begin{cases} 1_{\{a = a_t\}}/p_t(a_t) \ell_t(a_t), & \text{if } a \in A_t \\ 1, & \text{o/w.} \end{cases} \tag{13}$$

For any set $Z \subset X \times \mathbb{R}^K$ defined as above, we denote, for $\pi \in \Pi$,

$$L(\pi, Z) = \frac{1}{|Z|} \sum_{(x,c) \in Z} c(\pi(x)).$$

We then define the empirical losses $L_T(\pi) := L(\pi, Z_T)$, $\hat{L}_T(\pi) := L(\pi, \hat{Z}_T)$ and $\tilde{L}_T(\pi) := L(\pi, \tilde{Z}_T)$. Let $L(\pi) := \mathbb{E}_{(x,\ell) \sim D}[\ell(\pi(x))]$ be the expected loss of policy $\pi$, and $\pi^* := \arg\min_{\pi \in \Pi} L(\pi)$. We also define $\rho(\pi, \pi^*) := P_x(\pi(x) \neq \pi^*(x))$, the expected disagreement between policies $\pi$ and $\pi^*$, where $P_x$ denotes the marginal distribution of $D$ on contexts.

D.2.2 Correctness

We begin by stating a lemma that controls deviations of empirical loss differences, which relies on Freedman’s inequality for martingales (see, e.g., Kakade and Tewari, 2009, Lemma 3).
Lemma 2 (Deviation bounds) With probability $1 - \delta$, the following event holds: for all $\pi \in \Pi$, for all $T \geq 1$,

$$\left| (\hat{L}_T(\pi) - \bar{L}_T(\pi^*)) - (\tilde{L}_T(\pi) - \bar{L}_T(\pi^*)) \right| \leq \sqrt{\frac{2K\rho(\pi, \pi^*)e_T}{\epsilon}} + \left( \frac{K}{\epsilon} + 1 \right)e_T$$

(16)

$$\left| (L_T(\pi) - L_T(\pi^*)) - (L(\pi) - L(\pi^*)) \right| \leq \sqrt{\rho(\pi, \pi^*)e_T} + 2e_T,$$

(17)

where $e_T = \log(2|\Pi|/\delta_T)/T$ and $\delta_T = \delta/(T^2 + T)$. We denote this event by $\mathcal{E}$ in what follows.

Proof We prove the result using Freedman’s inequality (see, e.g., Kakade and Tewari, 2009, Lemma 3), which controls deviations of a sum using the conditional variance of each term in the sum and an almost sure bound on their magnitude, along with a union bound.

For (16), let $(\hat{L}_T(\pi) - \bar{L}_T(\pi^*)) - (\bar{L}_T(\pi) - \bar{L}_T(\pi^*)) = \frac{1}{T} \sum_{t=1}^{T} R_t$, with

$$R_t = \hat{\ell}_t(\pi(x_t)) - \tilde{\ell}_t(\pi^*(x_t)) - (\bar{\ell}_t(\pi(x_t)) - \bar{\ell}_t(\pi^*(x_t))).$$

We define the $\sigma$-fields $\mathcal{F}_t := \sigma(\{x_i, \ell_i, a_i\}_{i=1}^{t})$. Note that $R_t$ is $\mathcal{F}_t$-measurable and

$$\mathbb{E}[\hat{\ell}_t(\pi(x_t)) - \tilde{\ell}_t(\pi^*(x_t))|x_t, \ell_t] = \bar{\ell}_t(\pi(x_t)) - \bar{\ell}_t(\pi^*(x_t)),$$

so that $\mathbb{E}[R_t|\mathcal{F}_{t-1}] = \mathbb{E}[\mathbb{E}[R_t|x_t, \ell_t]|\mathcal{F}_{t-1}] = 0$. Thus, $(R_t)_{t \geq 1}$ is a martingale difference sequence adapted to the filtration $(\mathcal{F}_t)_{t \geq 1}$. We have

$$|R_t| \leq |\hat{\ell}_t(\pi(x_t)) - \tilde{\ell}_t(\pi^*(x_t))| + |\bar{\ell}_t(\pi(x_t)) - \bar{\ell}_t(\pi^*(x_t))| \leq \frac{K}{\epsilon} + 1.$$

Note that $\mathbb{E}[\hat{\ell}_t(\pi(x_t)) - \tilde{\ell}_t(\pi^*(x_t))|x_t, \ell_t] = \bar{\ell}_t(\pi(x_t)) - \bar{\ell}_t(\pi^*(x_t))$, so that

$$\mathbb{E}[R_t^2|\mathcal{F}_{t-1}] = \mathbb{E}[\mathbb{E}[R_t^2|x_t, \ell_t, A_t]|\mathcal{F}_{t-1}]$$

$$\leq \mathbb{E}[\mathbb{E}[\left(\hat{\ell}_t(\pi(x_t)) - \tilde{\ell}_t(\pi^*(x_t))\right)^2|x_t, \ell_t, A_t]|\mathcal{F}_{t-1}]$$

$$\leq \mathbb{E} \left[ \left( \frac{1}{p_t(a_t)} \right)^2 \left| \mathbb{E} \left[ \left( 1 \{ \pi(x_t) = a_t \} - 1 \{ \pi^*(x_t) = a_t \} \right)^2 |x_t, \ell_t, A_t, A_t \right] \mathcal{F}_{t-1} \right| \right]$$

$$\leq \mathbb{E} \left[ \left( \frac{2K}{p_t(a_t)} \right)^2 \mathbb{E} \left[ \left( 1 \{ \pi(x_t) \neq \pi^*(x_t) \} + 1 \{ \pi(x_t) = \pi^*(x_t) \} \right)^2 |x_t, \ell_t, A_t \right] \mathcal{F}_{t-1} \right]$$

$$= \mathbb{E} \left[ \frac{2K}{\epsilon} \frac{1}{p_t(a_t)} \mathbb{E} \left[ \left( 1 \{ \pi(x_t) \neq \pi^*(x_t) \} \right)^2 \mathcal{F}_{t-1} \right] \right] = \frac{2K}{\epsilon} \rho(\pi, \pi^*).$$

Freedman’s inequality then states that (16) holds with probability $1 - \delta_T/2|\Pi|$.

For (17), we consider a similar setup with

$$R_t = \ell_t(\pi(x_t)) - \ell_t(\pi^*(x_t)) - (L(\pi) - L(\pi^*)).$$

We have $\mathbb{E}[R_t|\mathcal{F}_{t-1}] = 0$, $|R_t| \leq 2$ and $\mathbb{E}[R_t^2|\mathcal{F}_{t-1}] \leq \rho(\pi, \pi^*)$, which yields that (17) holds with probability $1 - \delta_T/2|\Pi|$ using Freedman’s inequality. A union bound on $\pi \in \Pi$ and $T \geq 1$ gives the desired result. 

}\end{flushright}
Threshold. We define the threshold $\Delta_T$ used in (15) in Algorithm 11 as:

$$\Delta_T := \left(\sqrt[2K\epsilon+1]{\epsilon T-1} + \frac{K}{\epsilon} + 3\right) e_{T-1}. \tag{18}$$

We also define the following more precise deviation quantity for a given policy, which follows directly from the deviation bounds in Lemma 2

$$\Delta^*_T(\pi) := \left(\sqrt[2K\epsilon+1]{\epsilon T-1} + \frac{K}{\epsilon} + 3\right) e_{T-1}. \tag{19}$$

Note that we have $\Delta^*_T(\pi) \leq \Delta_T$ for any policy $\pi$.

The next lemma shows that the bias introduced in the empirical sample by assigning a loss of 1 to unexplored actions is favorable, in the sense that it will not hurt us in identifying $\pi^*$.

**Lemma 3 (Favorable bias)** Assume $\pi^*(x_t) \in A_t$ for all $t \leq T$. We have

$$\hat{L}_T(\pi) - \hat{L}_T(\pi^*) \geq L_T(\pi) - L_T(\pi^*). \tag{20}$$

**Proof** For any $t \leq T$, we have $\hat{\ell}_t(a) \geq \ell_t(a)$, so that $\hat{L}_T(\pi) \geq L_T(\pi)$. Separately, we have $\hat{\ell}_t(\pi^*(x_t)) = \ell_t(\pi^*(x_t))$ for all $t \leq T$ using the definition of $\ell_t$ and the assumption $\pi^*(x_t) \in A_t$, hence $\hat{L}_T(\pi^*) \geq L_T(\pi^*)$. \hfill \blackslug

We now show that with high probability, the optimal action is always explored by the algorithm.

**Lemma 4** Assume that event $\mathcal{E}$ holds. The actions given by the optimal policy are always explored for all $t \geq 1$, i.e., $\pi^*(x_t) \in A_t$ for all $t \geq 1$.

**Proof** We show by induction on $T \geq 1$ that $\pi^*(x_t) \in A_t$ for all $t = 1, \ldots, T$. For the base case, we have $A_1 = [K]$ since $\hat{Z}_0 = \emptyset$ and hence empirical errors are always equal to 0, so that $\pi^*(x_1) \in A_1$. Let us now assume as the inductive hypothesis that $\pi^*(x_t) \in A_t$ for all $t \leq T - 1$.

From deviation bounds, we have

$$\hat{L}_{T-1}(\pi_T) - \hat{L}_{T-1}(\pi^*) \geq \hat{L}_{T-1}(\pi_T) - \hat{L}_{T-1}(\pi^*) - \left(\frac{\sqrt{2K\rho(\pi, \pi^*)e_{T-1}}}{\epsilon} + (K/\epsilon + 1)e_{T-1}\right)$$

$$L_{T-1}(\pi_T) - L_{T-1}(\pi^*) \geq L(\pi_T) - L(\pi^*) - \left(\sqrt{\rho(\pi, \pi^*)e_{T-1}} + 2e_{T-1}\right).$$

Using Lemma 3 together with the inductive hypothesis, the above inequalities yield

$$\hat{L}_{T-1}(\pi_T) - \hat{L}_{T-1}(\pi^*) \geq L(\pi_T) - L(\pi^*) - \Delta^*_T(\pi_T).$$

Now consider an action $a \notin A_t$. Using the definition (15) of $A_t$, we have

$$\hat{L}_{T-1}(\pi_{T,a}) - \hat{L}_{T-1}(\pi^*) = \hat{L}_{T-1}(\pi_{T,a}) - \hat{L}_{T-1}(\pi_T) + \hat{L}_{T-1}(\pi_T) - \hat{L}_{T-1}(\pi^*) > \Delta_T - \Delta^*_T(\pi_T) = 0,$$
which implies \( \pi^*(x_T) \neq a \), since \( \hat{L}_{T-1}(\pi_{T,a}) \) is the minimum of \( \hat{L}_{T-1} \) over policies satisfying \( \pi(x_T) = a \). This yields \( \pi^*(x_T) \in A_T \), which concludes the proof. \( \blacksquare \)

With the previous results, we can now prove that with high probability, discarding some of the actions from the exploration process does not hurt us in identifying good policies. In particular, \( \pi_{T+1} \) is about as good as it would have been with uniform \( \epsilon \)-exploration all along.

**Theorem 5** Under the event \( \mathcal{E} \), which holds with probability \( 1 - \delta \),

\[
L(\pi_{T+1}) - L(\pi^*) \leq \Delta^*_T(\pi_{T+1}).
\]

In particular, \( L(\pi_{T+1}) - L(\pi^*) \leq \Delta_T \).

**Proof** Assume event \( \mathcal{E} \) holds. Using (16-17) combined with Lemma 3 (which holds by Lemma 4), we have

\[
L(\pi_{T+1}) - L(\pi^*) \leq \hat{L}_{T}(\pi_{T+1}) - \hat{L}_{T}(\pi^*) + \Delta^*_{T+1}(\pi_{T+1}) \leq \Delta^*_{T+1}(\pi_{T+1}).
\]  

**Massart noise condition.** We introduce a low-noise condition that will help us obtain improved regret guarantees. Similar conditions have been frequently used in supervised learning (Massart et al., 2006) and active learning (Hsu, 2010; Huang et al., 2015; Krishnamurthy et al., 2019) for obtaining better data-dependent guarantees. We consider the following Massart noise condition with parameter \( \tau > 0 \):

\[
\rho(\pi, \pi^*) \leq \frac{1}{\tau}(L(\pi) - L(\pi^*)). \tag{M}
\]

This condition holds when \( \mathbb{E}[\min_{a \neq \pi^*(x)} \ell(a) - \ell(\pi^*(x))|x] \geq \tau \), \( P_x \)-almost surely, which is similar to the Massart condition considered in Krishnamurthy et al. (2019) in the context of active learning for cost-sensitive classification. Indeed, we have

\[
L(\pi) - L(\pi^*) = \mathbb{E}[\mathbb{1}\{\pi(x) \neq \pi^*(x)\}(\ell(\pi(x)) - \ell(\pi^*(x)))] \\
+ \mathbb{E}[\mathbb{1}\{\pi(x) = \pi^*(x)\}(\ell(\pi^*(x)) - \ell(\pi^*(x)))] \\
\geq \mathbb{E}[\mathbb{1}\{\pi(x) \neq \pi^*(x)\} \left( \min_{a \neq \pi^*(x)} \ell(a) - \ell(\pi^*(x)) \right)] \\
= \mathbb{E}[\mathbb{1}\{\pi(x) \neq \pi^*(x)\}] \mathbb{E}[\min_{a \neq \pi^*(x)} \ell(a) - \ell(\pi^*(x))|x]] \\
\geq \mathbb{E}[\mathbb{1}\{\pi(x) \neq \pi^*(x)\}] \tau = \tau \rho(\pi, \pi^*),
\]

which is precisely (M). The condition allows us to obtain a fast rate for the policies considered by our algorithm, as we now show.

**Theorem 6** Assume the Massart condition (M) holds with parameter \( \tau \). Under the event \( \mathcal{E} \), which holds w.p. \( 1 - \delta \),

\[
L(\pi_{T+1}) - L(\pi^*) \leq C \frac{K}{\tau \epsilon} \epsilon_T,
\]

for some numeric constant \( C \).
Proof Using Theorem 5 and the Massart condition, we have

\[ L(\pi_{T+1}) - L(\pi^*) \leq \Delta^*_t(\pi_{T+1}) = \left( \sqrt{\frac{2K}{\epsilon}} + 1 \right) \sqrt{p(\pi_{T+1}, \pi^*)e_T} + \left( \frac{K}{\epsilon} + 3 \right) e_T \]

\[ \leq \left( \sqrt{\frac{2K}{\epsilon}} + 1 \right) \sqrt{(L(\pi_{T+1}) - L(\pi^*))e_T/\tau} + \left( \frac{K}{\epsilon} + 3 \right) e_T \]

\[ \leq \sqrt{\frac{8Ke_T}{\tau\epsilon}} (L(\pi_{T+1}) - L(\pi^*)) + \frac{4Ke_T}{\epsilon}. \]

Solving the quadratic inequality in \( L(\pi_{T+1}) - L(\pi^*) \) yields the result.

\[
\text{D.2.3 Regret Analysis}
\]

In a worst-case scenario, the following result shows that Algorithm 11 enjoys a similar \( O(T^{2/3}) \) regret guarantee to the vanilla \( \epsilon \)-greedy approach (Langford and Zhang, 2008).

Theorem 7 Conditioned on the event \( \mathcal{E} \), which holds with probability \( 1 - \delta \), the expected regret of the algorithm is

\[ \mathbb{E}[R_T|\mathcal{E}] \leq O\left( \sqrt{\frac{KT\log(T||\Pi||\delta)}{\epsilon}} + T\epsilon \right). \]

Optimizing over the choice of \( \epsilon \) yields a regret \( O(T^{2/3}(K \log(T||\Pi||\delta))^{1/3}) \).

Proof We condition on the \( 1 - \delta \) probability event \( \mathcal{E} \) that the deviation bounds of Lemma 2 hold. We have

\[ \mathbb{E}[\ell_t(a_t) - \ell_t(\pi^*(x_t))|\mathcal{F}_{t-1}] = \mathbb{E} [\mathbb{1}\{a_t = \pi_t(x_t)\}(\ell_t(\pi_t(x_t)) - \ell_t(\pi^*(x_t)))|\mathcal{F}_{t-1}] \]

\[ + \mathbb{E} [\mathbb{1}\{a_t \neq \pi_t(x_t)\}(\ell_t(a_t) - \ell_t(\pi^*(x_t)))|\mathcal{F}_{t-1}] \]

\[ \leq \mathbb{E}[\ell_t(\pi_t(x_t)) - \ell_t(\pi^*(x_t))|\mathcal{F}_{t-1}] + \mathbb{E}[\mathbb{1}\cdot p_t(\pi_t(x_t))|\mathcal{F}_{t-1}] \]

\[ \leq L(\pi_t) - L(\pi^*) + \epsilon. \]

Summing over \( t \) and applying Theorem 5 together with \( \Delta^*_t(\pi) \leq \Delta_t \), we obtain

\[ \mathbb{E}[R_T|\mathcal{E}] = \mathbb{E} \left[ \sum_{t=1}^{T} \ell_t(a_t) - \ell_t(\pi^*(x_t))|\mathcal{E} \right] \]

\[ \leq 1 + \sum_{t=2}^{T} \mathbb{E}[L(\pi_t) - L(\pi^*) + \epsilon|\mathcal{F}_{t-1}, \mathcal{E}] \]

\[ \leq 1 + T\epsilon + \sum_{t=2}^{T} \Delta_t. \]

Using \( \sum_{t=2}^{T} \sqrt{\epsilon_t} \leq O(\sqrt{T\log(8T^2||\Pi||\delta)}) \) and \( \sum_{t=2}^{T} \epsilon_t \leq O(\log(8T^2||\Pi||\delta) \log T) \), we obtain

\[ \mathbb{E}[R_T|\mathcal{E}] \leq O\left( 1 + \sqrt{\frac{KT\log(T||\Pi||\delta)}{\epsilon}} + \frac{K \log(T||\Pi||\delta)}{\epsilon} \log T + T\epsilon \right), \]
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which yields the result.

**Disagreement definitions.** In order to obtain improvements in regret guarantees over the worst case, we consider notions of disagreement that extend standard definitions from the active learning literature (e.g., Hanneke, 2014; Hsu, 2010; Huang et al., 2015) to the multiclass case. Let \( B(\pi^*, r) := \{ \pi \in \Pi : \rho(\pi, \pi^*) \leq r \} \) be the ball centered at \( \pi^* \) under the (pseudo)-metric \( \rho(\cdot, \cdot) \). We define the disagreement region \( DIS(r) \) and disagreement coefficient \( \theta \) as follows:

\[
DIS(r) := \{ x : \exists \pi \in B(\pi^*, r) \pi(x) \neq \pi^*(x) \}
\]

\[
\theta := \sup_{r > 0} \frac{P(x \in DIS(r))}{r}.
\]

The next result shows that under the Massart condition and with a finite disagreement coefficient \( \theta \), our algorithm achieves a regret that scales as \( O(T^{1/3}) \) (up to logarithmic factors), thus improving on worst-case guarantees obtained by optimal algorithms such as Agarwal et al. (2012, 2014); Dudik et al. (2011a).

**Theorem 8** Assume the Massart condition (M) holds with parameter \( \tau \). Conditioning on the event \( \mathcal{E} \) which holds w.p. \( 1 - \delta \), the algorithm has expected regret

\[
\mathbb{E}[R_T|\mathcal{E}] \leq O\left( \frac{K \log(T|\Pi|/\delta)}{\tau \epsilon} \log T + \frac{\theta}{\tau} \sqrt{\epsilon KT\log(T|\Pi|/\delta)} \right).
\]

Optimizing over the choice of \( \epsilon \) yields a regret

\[
\mathbb{E}[R_T|\mathcal{E}] \leq O\left( \frac{1}{\tau} \left( \theta K \log(T|\Pi|/\delta) \right)^{2/3} \left( T \log T \right)^{1/3} \right).
\]

**Proof** Assume \( \mathcal{E} \) holds. Let \( t \geq 2 \), and assume \( a \in A_t \setminus \{ \pi^*(x_t) \} \). Define

\[
\pi_a = \begin{cases} 
\pi_t, & \text{if } \pi_t(x_t) = a \\
\pi_{t,a}, & \text{if } \pi_t(x_t) \neq a,
\end{cases}
\]

so that we have \( \pi_a(x_t) = a \neq \pi^*(x_t) \).

- If \( \pi_a = \pi_t \), then \( L(\pi_a) - L(\pi^*) \leq \Delta_t^*(\pi_a) \leq \Delta_t \) by Theorem 5
- If \( \pi_a = \pi_{t,a} \), using deviation bounds, Lemma 4 and 3, we have

\[
L(\pi_a) - L(\pi^*) = L(\pi_{t,a}) - L(\pi^*) \\
\leq \hat{L}_{t-1}(\pi_{t,a}) - \hat{L}_{t-1}(\pi^*) + \Delta^*_t(\pi_{t,a}) \\
= \hat{L}_{t-1}(\pi_{t,a}) - \hat{L}_{t-1}(\pi_t) + \hat{L}_{t-1}(\pi_t) - \hat{L}_{t-1}(\pi^*) + \Delta^*_t(\pi_{t,a}) \\
\leq 2\Delta_t,
\]

where the last inequality uses \( a \in A_t \).
By the Massart assumption, we then have $\rho(\pi_a, \pi^*) \leq 2\Delta_t/\tau$. Hence, we have $x_t \in DIS(2\Delta_t/\tau)$. We have thus shown

$$E[\mathbb{E}[\mathbb{1}\{a \in A_t \setminus \{\pi^*(x_t)\}\}|x_t]|F_{t-1}] \leq E[P(x_t \in DIS(2\Delta_t/\tau))|F_{t-1}] \leq 2\theta\Delta_t/\tau.$$ 

We then have

$$E[\ell_t(a_t) - \ell_t(\pi^*(x_t))|F_{t-1}] = E[\mathbb{1}\{a_t = \pi_t(x_t)\}(\ell_t(\pi_t(x_t)) - \ell_t(\pi^*(x_t))) + \mathbb{1}\{a_t = \pi^*(x_t)\}\mathbb{1}\{\pi_t(x_t) \neq \pi_t(x_t)\}(\ell_t(\pi^*(x_t)) - \ell_t(\pi^*(x_t))) + \sum_{a=1}^{K} \mathbb{1}\{a_t = a \} \mathbb{1}\{a \notin \{\pi_t(x_t), \pi^*(x_t)\}\}(\ell_t(a) - \ell_t(\pi^*(x_t)))|F_{t-1}]$$

$$= L(\pi_t) - L(\pi^*) + \sum_{a=1}^{K} E[\mathbb{E}[p_t(a) \mathbb{1}\{a \notin \{\pi_t(x_t), \pi^*(x_t)\}\}|x_t]|F_{t-1}]$$

$$\leq L(\pi_t) - L(\pi^*) + \frac{\epsilon}{K} \sum_{a=1}^{K} \mathbb{E}[\mathbb{1}\{a \in A_t \setminus \{\pi^*(x_t)\}\}|x_t]|F_{t-1}]$$

$$\leq C\frac{K}{\tau\epsilon}v_t + 2\epsilon\Delta_t/\tau,$$

where we used

$$p_t(a) \mathbb{1}\{a \notin \{\pi_t(x_t), \pi^*(x_t)\}\} = \frac{\epsilon}{K} \mathbb{1}\{a \in A_t \setminus \{\pi_t(x_t), \pi^*(x_t)\}\} \leq \frac{\epsilon}{K} \mathbb{1}\{a \in A_t \setminus \{\pi^*(x_t)\}\}.$$

Summing over $t$ and taking total expectations (conditioned on $\mathcal{E}$) yields

$$E[R_T|\mathcal{E}] \leq O\left(\frac{K \log(T|\Pi|/\delta)}{\tau\epsilon} \log T + \frac{\epsilon}{\tau} \left(\sqrt{\frac{KT \log(T|\Pi|/\delta)}{\epsilon}} + \frac{K \log(T|\Pi|/\delta)}{\epsilon} \log(T)\right)\right),$$

and the result follows.

Finally, we look at a simpler instructive example, which considers an extreme situation where the expected loss of any suboptimal policy is bounded away from that of the optimal policy. In this case, Algorithm 11 can achieve constant regret when the disagreement coefficient is bounded, as shown by the following result.

**Proposition 9** Assume that $L(\pi) - L(\pi^*) \geq \tau > 0$ for all $\pi \neq \pi^*$, and that $\theta < \infty$. Under the event $\mathcal{E}$, the algorithm achieves constant expected regret. In particular, the algorithm stops incurring regret for $T > T_0 := \max\{t : 2\Delta_t > \tau\}$. 
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Proof  By Theorem 5 and our assumption, we have $L(\pi_t) - L(\pi^*) \leq 1\{\Delta_t \geq \tau\} \Delta_t$. Similarly, the assumption implies that $\rho(\pi, \pi^*) \leq 1\{L(\pi) - L(\pi^*) \geq \tau\}$, so that using similar arguments to the proof of Theorem 8, we have

$$E[E[1\{a \in A_t \setminus \{\pi^*(x_t)\}\} | x_t] | F_{t-1}] \leq \theta 1\{2\Delta_t \geq \tau\}.$$  

Following the proof of Theorem 8, this implies that when $t$ is such that $2\Delta_t < \tau$, then we have

$$E[\ell_t(a_t) - \ell_t(\pi^*(x_t)) | F_{t-1}] = 0.$$  

Let $T_0 := \max\{t : 2\Delta_t \geq \tau\}$. We thus have

$$E[R_T | \mathcal{E}] \leq 1 + \sum_{t=2}^{T_0} (\Delta_t + \epsilon).$$