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Wind estimation algorithm for quadrotors using detailed aerodynamic
coefficients

Gabriele Perozzi, Denis Efimov, Jean-Marc Biannic, Laurent Planckaert, Patricia Coton

Abstract— In the context of safe control of quadrotors, wind
velocity estimation and compensation have a key-role. For this
reason, assuming the lack of airspeed sensors and considering
sensors noise, in this paper three time-varying parameter
estimation algorithms are introduced, studied and merged
to estimate the varying wind velocity, using only on-board
quadrotor sensors and an inertial tracking position system (e.g.
Optitrack camera, GPS). To this end, a detailed quadrotor
flight dynamics model is presented using identified aerodynamic
coefficients and wind velocity components along the three axes.
Then, a decomposition of dynamical equations is performed
in known and unknown terms to be estimated. Thanks to
this decomposition, the estimation algorithms are built and
finally tested and validated in numerical experiments, against
the introduced sensors’ noise.

I. INTRODUCTION

Quadrotors are usually required to move in environments
where wind velocity is unknown. To improve their stability,
a good control must ensure a good robustness against
the disturbance caused by this wind. The problem is that,
nowadays the pressure sensors, such as aeroclinometer, Pitot
tube and LIDAR based sensors, are too heavy to be mounted
on a mini drone. For this reason, an estimation software
scheme (or an intelligent sensor) has to be designed based
on measurements available on quadrotors and on inertial
tracking position system. Then, the objective of this work is to
develop an on-board algorithm for estimation of time-varying
wind parameters by taking into account a detailed physical
model. The design objectives include the time convergence
optimization and robustness to measurement noises and model
uncertainties improvement. The estimation is performed using
IMU (accelerometer, gyroscope) sensors augmented with
ground based camera system and rotors angular velocities
sensors.

According to the aerodynamic science, a nonlinear depen-
dence of the UAV by the wind speed comes out, while the
disturbances (external forces and moments) enter linearly in
the drone equations. To estimate constant and time-varying
parameters, many algorithms were proposed recently in the
literature, and two main groups can be identified:

The following works estimate the wind velocity using
airspeed sensors. In [3], the high-order sliding mode observer
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is constructed as an estimator of the effect of the external
disturbances in quadrotors such as wind and noise. Another
algorithm is provided by [4] which develops an extension of
the Kalman filter that provides an estimate of the unknown
wind disturbance in micro-UAV scenario. The paper [5]
estimates the wind velocity, angle-of-attack and sideslip angle
of a fixed-wing UAV using kinematic relationships with a
Kalman Filter, avoiding the need to know aerodynamic models
or other aircraft parameters. The paper [6] describes a method
for estimating wind velocity, rate of change of wind velocity,
and wind gradient for small and mini UAVs. In the work [8]
an observer estimates wind data, which is used in the case
where the UAV subjected to wind perturbation has to follow
an object on the ground.

The following articles propose wind and disturbance
estimations without the use of additional airspeed sensors. The
paper [1] presents Lyapunov method for external forces and
moments in flying robots. The article [2] presents a model-
based method for external wrench estimation in flying robots
based on proprioceptive sensors and the robot’s dynamics
model. The article [7] develops an estimation algorithm for
the wind velocity using the inversion of the equations that
define the components of the accelerometer measurements.

The paper outline is as follows. In Section II the considered
UAV drone is described and the flight dynamics model is
derived. A preliminary study of the dynamics is carried out
in Section III. The wind estimation algorithms are presented
in Section IV. The results of numeric experiments are shown
in Section V. The remarks and discussion conclude the paper
in Section VI.

II. FLIGHT DYNAMICS
This section presents the model of the UAV dynamics,

which has configuration as it is shown in Fig. 1.

Fig. 1. UAV configuration

According to the identification work at low/medium veloc-
ity in [9] using the Parrot AR Drone 2.0 and similar, rotors



gyroscopic effects and inertial counter torques are neglected
since they are rather small. The translational dynamics of the
drone in the body frame yield

mu̇+mϖ ×u = Faero +mRT g, (1)

where m is the mass of the UAV, u = [u v w]T is its linear
velocity expressed in body frame, ϖ = [p q r]T is its angular
velocity in body frame, Faero = [FXaero FYaero FZaero]

T is the
vector of the external aerodynamic forces in body frame,
g = [0 0 g]T is the gravity acceleration in inertial frame, R is
the rotational matrix defining the passage between the inertial
and body frames. The rotational dynamics of the drone with
respect to inertial earth frame are

Iϖ̇ =−ϖ × Iϖ + τaero, (2)

where I is the inertia matrix of the UAV, and τaero =
[Laero Maero Naero]

T is the external aerodynamic moments
in the body frame. The relation between angular velocities
and Euler angles

φ̇ = p+ tanθ(qsinφ + r cosφ),

θ̇ = qcosφ − r sinφ ,

ψ̇ =
qsinφ + r cosφ

cosθ
, (3)

are considered avoiding the singularities θ 6= π

2 , which is
a reasonable assumption in our case since the topic of this
article is not to achieve aggressive maneuvers. The full model
of the system is presented by the equations (1), (2), (3).

The aerodynamic forces, moments, and coefficients are
derived using a combination of momentum and blade element
theory in helicopters, explained by [10], [11], [12]. Aerody-
namic forces and moments for each rotor, where subscript j
indicates the jth rotor, are derived as

FX j = −ρAR2 u j−uw√
(u j−uw)2 +(v j− vw)2

CH jω
2
j ,

FY j = −ρAR2 v j− vw√
(u j−uw)2 +(v j− vw)2

CH jω
2
j ,

FZ j = −ρAR2CT jω
2
j ,

L j = −signω jρAR3 u j−uw√
(u j−uw)2 +(v j− vw)2

CRm jω
2
j ,

M j = −signω jρAR3 v j− vw√
(u j−uw)2 +(v j− vw)2

CRm jω
2
j ,

N j = −signω jρAR3CQ jω
2
j ,

where ρ is the air density, A is the rotor area, R is the rotor
radius, [uw vw ww] is the wind velocity with respect to the
earth in body frame, CH is the hub force coefficient, CT is
rotor thrust coefficient, ω is the rotor angular speed, CQ is
the rotor drag moment coefficient, CRm is the rotor rolling
moment coefficient. Total aerodynamic forces are

FXaero =
4

∑
j=1

FX j, FYaero =
4

∑
j=1

FY j, FZaero =
4

∑
j=1

FZ j. (4)

Total aerodynamic moments are

Laero =
4

∑
j=1

(L j +FZ jls j−hFY j),

Maero =
4

∑
j=1

(M j−FZ jlc j +hFX j)

Naero =
4

∑
j=1

(N j +FY jlc j−FX jls j), (5)

where h is the distance between rotors plane and the center
of gravity of the UAV, l is the arm length, and with
c j = cos

(
π

2 ( j−1)+ε
)
, s j = sin

(
π

2 ( j−1)+ε
)
. In our UAV

configuration we have ε = π

4 , thus for vectors c j and s j
we have cosines and sinus of the angles [π

4 ,
3
4 π, 5

4 π, 7
4 π].

According to [9] thanks to in-door experiments on Parrot
drone, in moderate velocity and in climbing phase, the
aerodynamic coefficients are identified as follows

CT j =CT stat +Kz
w j−ww

R|ω j|
, CT stat > 0,

λ j = λstat −
4

σa
Kz

w j−ww

R|ω j|
, Kz ≥ 0, λstat > 0,

µ j =
1
|ω j|R

√
(u j−uw)2 +(v j− vw)2,

CRm j = σa
µ j

8
(λ j−

4
3
),

CQ j =
σCD0

8
(1+µ

2
j )+σaλ j(

θ0

6
−

λ j

4
),

CH j = KDµ j, KD ≥ 0 (6)

where σ is the rotor solidity ratio, a is the lift curve slope
of the blade section, CD0 is the drag coefficient of the blade
section, θ0 is the angle of attack of the root profile, λ is the
inflow ratio, µ is the advance ratio, subscript stat indicates
the value in hover phase. The above UAV coefficients can
be explained recalling aerodynamic science.

III. PRELIMINARIES
Substituting (6), (4) and (5) in (1), (2), the UAV dynamics

equations can be rewritten in state-space form

Ẋ = f (X ,U,ω,dw),

where f is expressed in (1), (2), dw = [uw vw ww]
T is the

vector of time-varying wind velocities to be estimated, ω is
the vector of rotors angular rotational velocities and they are
directly measured by sensors, the control vector U contains
the terms proportional to the squares of rotors velocities ω2

j ,
and the state X = [u v w p q r]T is represented by the linear
and angular velocities of the UAV in the body frame. Explicit
mathematical computations are illustrated in [13], [14]. Linear
velocities u,v,w together with their derivatives (accelerations)
are provided by the on-board accelerometer, which measures
directly

∆̃a(X) = ∆a(X)+ εa,

∆a(X) =

∆au(X)
∆av(X)
∆aw(X)

=

 u̇
v̇
ẇ

+
p

q
r

×
u

v
w

−
 −gsinθ

gcosθ sinφ

gcosθ cosφ

 ,



where εa is a bounded measurement noise of the accelerometer.
From the gyroscope, which measures the rotational velocity in
body frame with respect to the earth, the rest state coordinates
are measured

∆̃g(X) = ∆g(X)+ εg,

∆g(X) =
[
p q r

]T
,

where εg is the measurement noise generated by gyroscope.
IMU sensor is augmented with ground based cameras, used
to estimate u, v, w, φ , θ in coupling with gyroscope and
accelerometer and making the drone observable with respect
to the inertial frame.

Following the structure of measured information, another
decomposition can be performed by splitting the dynamic
equations in two parts[

∆a(X)
∆̇g(X)

]
= f0(X ,U,ω)+Ω(ω)dw, (7)

where f0 : R14→R6 is supposed to be known, and Ω : R4→
R6×3 is a time-varying regressor matrix related to the wind
speed dw, which has to be estimated. In order to derive the
expressions of f0 and Ω, the translational rotor velocities in
the body frame are computed asu j(X)

v j(X)
w j(X)

=

p
q
r

×
lc j

ls j
h

+
u

v
w

 .
Remark 1: Nonlinear terms, which represent a small part

of rotor rolling torque Rm for roll

+sign(ω j)
1
2

ρARKz (u j−uw)(w j−ww) ,

and for pitch

+sign(ω j)
1
2

ρARKz (v j− vw)(w j−ww) ,

and a small part of rotor torque Q for yaw dynamics

−signω jρAR

×
(

1
8

σCD0

(
(u j−uw)

2 +(v j− vw)
2
)
−

4K2
z

σa
(w j−ww)

2
)

are neglected. These restrictions can be accepted for low UAV
and wind velocities.

It is worth noting that the provided UAV model allows the
wind estimation using only three translational dynamics with a
simple inversion. Rotational dynamics adds three equations to
improve the estimation, since inside the translational dynamics
we already have terms proportional to θ , φ that consider the
rotational behavior of the UAV subjected to external wind.
Moreover the rotational dynamics include also the inertia
matrix which is rather complicated to precisely estimate.

IV. ESTIMATION ALGORITHM

In the following, the argument dependence of the functions
f0 and Ω is avoided to make the presentation more compact.
To design the algorithm let us decompose the system (7) as
follows [

∆a
∆̇g

]
=

[
f0a
f0g

]
+

[
Ωa
Ωg

]
dw,[

∆̃a
∆̃g

]
=

[
∆a + εa
∆g + εg

]
,

where the variables ∆̃a and ∆̃g are available from measure-
ments, f0a, Ωa, f0g, Ωg are the vector and matrix variables,
respectively for translational (subscript a) and rotational (sub-
script g), whose values are functions of measured variables
X ,U, ω . The presented algorithms are designed assuming
that u, v, w, and φ , θ with their derivatives are available
from measurements (trajectography, optical flow, GPS). For
simplicity, in theoretical analysis we supposed that these
values are reconstructed exactly, but for simulation a state
measurement noise has been added modeling this effect. To
avoid unnecessary state differentiation, three sub-algorithms
can be considered: one suitable for translational dynamics,
the others for rotational dynamics. The algorithms presented
in this section are based on the following hypothesis (we will
switch between them depending on applied approach):

Assumption 1: The measurement noises are absent (εa = 0
and εg = 0) and the wind velocity is constant (ḋw = 0).

Assumption 2: The measurement noises εa, εg and the
wind acceleration ḋw are bounded signals

sup
t≥0

max{|εa(t)|, |εg(t)|} ≤ ε̄, sup
t≥0
|ḋw(t)| ≤ ¯̇dw,

for some ε̄ > 0 and ¯̇dw > 0.
Assumption 3: The matrix Ωg is bounded and persistently

excited for all t ≥ 0 (see [15] for definition of this property1).

A. Translational dynamics

Define the predicted acceleration:

∆̂a = f0a +Ωad̂w,

which is based on the estimate d̂w of the wind velocity derived
below; and introduce the error between the measured state
acceleration ∆̃a and predicted one as follows

ea = ∆̃a− ∆̂a = Ωa(dw− d̂w)+ εa, (8)

with εa the bounded sensors noise for the accelerometer. Ac-
cording to [16], the following finite-time estimation algorithm
can be introduced

˙̂dw = γa Ω
T
a deacα , 0 < α < 1, γa� 0, (9)

where d·cα = | · |α sign(·) is understood element-wise. The
following results can be proven (the proofs are excluded due
to space limitations).

1The Lebesgue measurable and square integrable matrix function R is PE
if there are ` > 0, ξ > 0 such that

∫ t+`
t R(s)R(s)T ds ≥ ξ I`, where I` is an

identity square matrix of dimension `.



Theorem 1: Let Assumption 1 be satisfied, then the value
dw can be estimated in a finite time by (9).

Theorem 2: Let Assumption 2 be satisfied, then for (9)
there exist T ( ¯̇dw, ε̄)> 0 and νa2 > 0 such that

|dw(t)− d̂w(t)| ≤ νa2 max{ ¯̇dw, ε̄} ∀t ≥ T ( ¯̇dw, ε̄).
Therefore, the system (9) is globally finite-time stable, and
the parameter identification error converges to a neighborhood
of the origin that depends on the upper bound of the noise
ε̄ , maximal amplitude of acceleration of the wind ¯̇dw, the
choice of the gain γa and the parameter α .

B. Rotational dynamics

Wind estimation problem for rotational dynamics is slightly
different from the linear one because the state vector is
measured and not its derivative is provided by the sensor,
hence an adaptive observer, which estimates the state and
the wind simultaneously, has to be also designed. To this
end, first, the adaptive observer equations can be written as
follows

˙̂
∆g = f0g +Ωgd̂w + `sign(∆̃g− ∆̂g),
˙̂dw = γgΩ

T
g (∆̃g− ∆̂g), (10)

where ∆̂g is an estimate of the state vector ∆g, d̂w is again
an estimate of the vector of wind velocities dw; ` > 0 and
γg� 0 are tuning parameters. The following result can be
obtained (the induced norm of a matrix Ωg is denoted by
‖Ωg‖2):

Theorem 3: Let assumptions 1 and 3 be satisfied, and
there is a known bound d̄w > 0 such that |dw| ≤ d̄w, then for
` > 2‖Ωg‖2d̄w the estimate d̂w in (10) converges to the value
of dw in a finite time.

The main issue with the algorithm (10) is hidden in rather
strong restrictions imposed in Assumption 1, which we need
to substantiate the convergence. Less restricted estimation
algorithm can be obtained by the price of an augmented
computational complexity as the following one:

˙̂
∆g = f0g +Ωgd̂w + `′(∆̃g− ∆̂g)+Ξ

˙̂dw,

Ξ̇ = −`′Ξ+Ωg,

˙̂dw = γ
′
gΞ

T ⌈
∆̃g− ∆̂g

⌋α ′
, (11)

where ∆̂g and d̂w as before are the estimates of ∆g and
dw, respectively; `′ > 0, α ′ ∈ (0,1) and γ ′g � 0 are design
parameters; Ξ is an auxiliary matrix variable having the
dimension of Ωg (obviously it is always bounded for bounded
Ωg and `′ > 0) and having its initialization in Ξ(0) 6= 0. In
order to clarify the stability and robustness properties of this
estimation scheme let us introduce three estimation errors

e∆ = ∆g− ∆̂g, ed = dw− d̂w, δ = e∆−Ξed ,

which have the following dynamics:

ė∆ = −`′(e∆ + εg)+Ωged− γ
′
gΞΞ

T ⌈e∆ + εg
⌋α ′

,

ėd = −γ
′
gΞ

T ⌈
Ξed +δ + εg

⌋α ′
+ ḋw,

δ̇ = −`′(δ + εg)−Ξḋw.

Introduce the following hypothesis:
Assumption 4: The minimum singular value of the matrix

variable Ξ(t) ∈ R3×3 is bigger than σΞ for all t ≥ 0.
The last condition on Ξ can be ensured by a proper initial-
ization and the same property of Ωg (Assumption 3). The
following result can be substantiated:

Theorem 4: Let assumptions 2 and 4 be satisfied, then in
(11) there exists T > 0 such that

|ed(t)| ≤ ρ(ε̄, ¯̇dw),

|e∆(t)| ≤ max{σ−1
Ξ

ε̄,

√
2

`′
(‖Ωg‖2ρ(ε̄, ¯̇dw)+ `′ε̄)},

for all t ≥ T , where

ρ(ε̄, ¯̇dw) = σ
−1
Ξ

max{ 2
`′
‖Ξ‖2

¯̇dw +3ε̄,
α ′+1
√

c′ ¯̇d1+α ′−1
w },

c′ =
2α ′

α ′+1
c−2−α ′−1

σ
−1−α ′−1

Ξ
.

If δ = ε̄ = ¯̇dw = 0, then a finite-time convergence of d̂w to
dw is substantiated.

As we can conclude, the restrictions used for the estimation
algorithms are not the same. Algorithm (10) is obtained
in the noise-free and constant wind conditions, despite the
theoretical result this algorithm also possesses some noise
filtering abilities. The estimation schemes (9), (11) assume
both that the noise and wind derivative are bounded signals.
Thus, some fusion of these last solutions is desirable to
improve the accuracy of the wind estimates. To this end, let
us define the estimates of dw generated by the algorithms (9),
and (11), as d̂i

w for i = 1,2 respectively. Denote the errors as
υ1(t) = ea(t) for (9) and υ2(t) = ∆̃g(t)− ∆̂g(t) for (11). Then

d̂fusion
w (t) =

∑
2
i=1 e−κiυ

2
i (t)d̂i

w(t)

∑
2
i=1 e−κiυ

2
i (t)

(12)

is the united estimate of dw from all the estimation algorithms
developed in this paper, and κi > 0 for i = 1,2 are tuning
parameters. The proposed estimation algorithms, (9), (10) and
(11), require as input an estimate of u, v, w, θ , φ , which are
generally obtained fusing the accelerometric and gyroscopic
measurements available on board, and ground measurements
such as camera tracking.

V. NUMERICAL EXPERIMENTS

To show the performance of the proposed estimation
algorithms, we are going to consider the Parrot Drone which
has mass m = 0.47kg, rotors velocities 200rad/s ≤ ω j ≤
400rad/s, and we are going to compare the wind velocities
in the earth frame. It means that the wind estimates d̂w
in the body frame, are then transposed to the earth frame.
Gaussian noises with 2.5 deg/s, and 0.052m/s2 standard
deviations for gyroscope and accelerometer respectively,
are added to simulate the augmented-IMU sensors noise.
Additional Gaussian noises of 1cm/s standard deviation for
linear velocities, and 1 deg standard deviation for angles
are added because state measurement (u, v, w, φ , θ) are
not reconstructed exactly. Wind signals in earth frame are
simulated as sinusoids, which is a reasonable assumption



since the gust generator at ONERA lab allows to create a
sinusoidal wind gust profile, hence the sinusoidal wind effect
over time is correlated to the motion of the drone through
the turbulent area. Wind signals have maximal amplitude of
3, 3, 0.5, since the UAV identification work by [9] is valid for
≈ ±5,±5,±1 translational velocities respectively in x, y, z
axes. A flight case is illustrated where the mini drone is
forced to follow the position reference in forward, lateral
and vertical flights (coupling together movements on x, y, z
axes) in Figures 2, 3, and using PID control. Algorithms (10),
(11) cannot estimate correctly the z component of the wind
because ww (wind velocity along z axis in body frame) is
not present in the equations of moments. Parameters of the
presented algorithms are tuned by trial and errors (γa = 40,
αa = 0.9, γg = 60, l = 40, γ ′g = 40, α ′ = 0.4, l′ = 20), and
kept equals for all the simulations.

Figures 4, 5 show the performance of the algorithm (9)
using the three translational dynamic equations. Many varying-
wind velocities, having different frequencies, are tested.

Figures 6, 7 show the performance of the algorithm (10)
using the three rotational dynamic equations. The assumed
noise-free and constant wind velocity conditions influence
very much the quality of the result: the wind velocity with
higher frequency gets the worst estimation. The tested wind
velocities are the ones used for the algorithm (9).

Figures 8, 9 show that the problem of these restrictive
hypotheses is solved introducing the algorithm (11), using the
three rotational dynamic equations. The tested wind velocities
are the ones used for the algorithm (9).

Fig. 10 show the performance of the algorithm (12), which
allows to estimate correctly the wind velocity using a fusion
of algorithms (9), (11) along the x, y axes, and using only
(9) for z axis.

Fig. 2. Reference trajectory position in 2D.

VI. CONCLUSION

In this work, on-line estimators of time-varying wind are
designed taking the advantage of a detailed UAV aerodynamic
model, hence they are strictly related to the accuracy of the
UAV model representation and the identified aerodynamic
coefficients. Numerical experiments are performed using
nonlinear UAV simulator, modeling a quadrotor under external
wind disturbance and validated through in-door experiments.
The algorithms perform well the estimation of wind velocities,

Fig. 3. Reference trajectory position in 3D.

Fig. 4. Wind estimation using (9). (—: real; —: estimation).

Fig. 5. Wind estimation using (9) and a reference wind velocity with higher
frequency. (—: real; —: estimation).

even with the introduction of sensors’ noise. Future in-
door experiments will validate the proposed algorithm and
further investigations can be performed by coupling this wind
estimator to a robust controller ([14], [13]) to extend the
domain of flight, and reducing in real-time the control effort
on the rotors, when it is not necessary.
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