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Polyhedral Voronoi diagrams and algorithm
In Section 1 we provide the rationale behind the construction of
Polyhedral bisectors (Section 1.1), how to find the normal of bisector
facets (Section 1.2), and how to identify any bisector local minima
that may violate fabrication constraints (Section 1.3).
In Section 2, we detail a 3-parameters family of cone distances

that satisfy the fabrication constraints but that we have not experi-
mented with yet.
In Section 3 we prove that the polyhedral distance respects the

triangular inequality.
In Section 4, we explain how we compute the labels in the labels

grid. The details are important for obtaining a reasonably efficient
implementation.

Elastic behavior
In Section 5, we give the analytic expressions for the orthotropic
compliance tensor and the bulk modulus bounds.
Sections 6 and 7 provide the elasticity tensors for Figures 16

and 17 in the article.
In Figure 3 and Figure 4 we provide the Poisson’s ratio and shear

modulus, respectively, of Figure 12 in the article.

1 CONSTRUCTIONS
We say that two features X ⊂ P and Y ⊂ P on the boundary of
the distance polytope P generate a feature B of the bisector B(p,q)
when

B = {(p + λX ) ∩ (q + λY ) | λ > 0}. (1)
B is empty or not depending on the relative position of the point
sites p and q.
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1.1 Construction of a bisector
Given two point sites p and q, let us define the unit vector u =
q−p

| |q−p | | . The facets of P can be partitioned into front and back facets,
where the normal vector of a front (resp. back) facet has a non-
negative (resp. non-positive) dot-product with u. A point r on the
bisector B(p,q) can be written as r = p + λri = q + λr j where
λ = dP (p, r ) = dP (q, r ), ri is a point of a front-facet of P , r j is a
point of a back-facet of P and the line (rir j ) is also parallel to the
vector u. Conversely, given a point ri on a front-facet and a point
r j on a back-facet; if both points also lie on a line parallel to u, then
they generate (in the sense given above) exactly one point on the
bisector. This proves that the bisector B(p,q) can be constructed
from the overlay O of the projections of the front facets and the
back facets on a plane orthogonal to vector u, through a function
ϕ : O 7→ B(p,q): Let v be a vertex of a cell of the overlay. The
points ri (v) and r j (v) are computed as the intersection of P with
the line through v parallel to the vector u. These two points on P
generate the bisector point ϕ(v) = p + λ(v)ri (v) = q + λ(v)r j (v)

where λ(v) =
| |q − p | |

| |ri (v) − r j (v)| |
. Once the vertices of the bisector

are computed, its facets are trivially obtained since they follow
the same combinatorics as the overlay. Finally, silhouette vertices
on the boundary of the overlay are mapped to bisector points at
infinity.
The present submission comes with a compiled javascript inter-

active visualization of the polyhedral bisector. The reader is invited
to check the “bisector/” directory and the “README.txt” file in
the parent directory.

1.2 Normal vector of a bisector facet
Let f be a facet of the bisector B(p,q) generated by the facets fi
and fj of P . (In particular, the projections of both facets on a plane
orthogonal to q − p have a non-empty intersection, which is a cell
of the overlay mentioned in Section 1.1.) Let ni be the outward
normal vector to facet fi . Let αi > 0 be the distance from the origin
to the planeHi supporting fi . In particular, if ri is a point of fi then
αi = ri · ni .

Proposition 1.1 ([Icking and Ha 2001]). Write Hi j for the plane
that spans the origin and the line Hi ∩ Hj . The bisector facet f (gen-
erated by fi and fj ) is parallel to the plane Hi j and its normal vector
is proportional to α jni − αinj .

Proof. We prove the formula for the normal vector. Let ri ∈ fi
and r j ∈ fj be the pair of features that generates a point ϕ(v)where
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v is any point on the line (rir j ). We have

ϕ(v) · (α jni ) = (p + λ(v)ri ) · (α jni ) (2)
= K + λ(v)α j (ri · ni ) = K + λ(v)α jαi (3)

and ϕ(v) · (αinj ) = (q + λ(v)r j ) · (αinj ) (4)
= K ′ + λ(v)αi (r j · nj ) = K ′ + λ(v)αiα j , (5)

with K = α jni · p (6)
and K ′ = αinj · q. (7)

We see that ϕ(v) · (α jni − αinj ) is a constant for any point v in the
given overlay cell. □
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Fig. 1. The 15 possible bisector vertex configurations induced by a 5 sided
polygon P , corresponding the all the possible interactions between edges
(horizontal axis) and vertices (vertical axis) of P . Vertex v4 generates two
local-minimum configurations with edges e0 and e1. Therefore the par-
ticular polyhedral distance induced by this polygon does not produces
fabricable Voronoi diagrams.

1.3 Finding a local minimum
Let e be a directed line segment on P (for example, an edge, but not
necessarily; we see e also as a vector). Let fi a facet of P not parallel
to e , with outward normal vector ni . Then for some directions
p − q, segment e and facet fi do generate a line segment e ′ on the
bisector B(p,q). Let l and l ′ be the lines supporting segments e
and e ′ respectively. Then l ′ is parallel to the line from the origin to
the point x = l ∩ Hi . As a point walks along e , the corresponding
bisector point walks along e ′ in the direction x if e ∧ ni > 0, and in
the opposite direction, −x , otherwise.
A vertex v of the bisector B(p,q) is the image through ϕ of a

vertex of the overlay O . Thus, vertex v is generated either by a
vertex vi and a facet fj of P (that can not contain vi ) or by two
edges ei and ej of P . In either case, the argument above lets us
compute the directions (in R3) of each bisector edge emanating
fromv . If the z-component of every direction is positive, thenv is a
local minimum. This gives an algorithm to decide in quadratic time
whether or not a distance polytope can produce local minimum
in the derived polyhedral Voronoi diagram. Figure 1 shows all the
bisector vertex configurations for a 2D polygonal distance.

2 VARYING σ , ζ , µ AND θ

If we increase θ , then ℓ decreases and the apex moves down. We
can take it back up to its original position by also increasing µ. We
then obtain a 3-parameters family of cones whose parameters can
spatially vary together and independently while respecting both
fabrication constraints. Parameters θ (represented by ℓ = tan(π/2−
θ )) and µ are related by

ℓ2 =
A2
z

µ2
− (1 +Az )2. (8)

Changes in the Voronoi mesh. When increasing θ , the bisector
facets generated by a side facet and the base facet of the distance
cone becomemore vertical. Then, to compensate the lowering of the
apex, we also increase µ according to Equation (8). We also expect
this compensation to raise the slope of the bisector facets (Main
paper, Section 4.3.3). Therefore, we can interpret the µ-θ pair as
working in tandem for us to tune the stiffness in z. In the horizontal
plane, we can still choose σ and ζ at will to control horizontal
stiffness.

3 TRIANGULAR INEQUALITY
Let P be a convex compact set that contains the origin in its interior
so that the induced distance dP is well defined.

Proposition 3.1. Let λ and µ be two positive real numbers. λ >
0, µ > 0. Then (λ + µ)P = λP + µP .

Proof. Letp be a point in (λ+µ)P . There exists a point x ∈ P such
that p = (λ+µ)x = λx +µx . So p ∈ (λP +µP) and (λ+µ)P ⊂ λP +µP .

Letp be a point in λP+µP . There exist two pointsx andy in P such
that p = λx+µy. We can write p = (λ+µ)q where q = λ

λ+µ x+
µ

λ+µy.
Since P is convex, the point q is in P . Therefore, p ∈ (λ + µ)P and
λP + µP ⊂ (λ + µ)P . □

Proposition 3.2. The induced distance dP satisfies the triangular
inequality.

Proof. Let p, q and r be three points. Let λ = dP (p,q) and µ =
dP (q, r ). By definition, q ∈ (p + λP) and r ∈ (q + µP). This implies
that r ∈ (p + λP + µP). By Proposition 3.1, r ∈ (p + (λ + µ)P). By
definition of dP , we have dP (p, r ) ≤ λ + µ = dP (p,q) + dP (q, r ). □

4 ALGORITHMIC DETAILS
Let C ⊂ R3 be the input solid to be filled with our microstructure
mesh K . In a slice at height d , the deposition paths that form the
microstructure are given by Bd ∩K∩C . SinceK is piecewise linear,
Bd ∩ K is composed of a set of line segments.
A sweep-plane approach to compute Bd ∩ K would be ideally

suited for our setting since we do want to extract many horizontal
slices of K . Such an algorithm involves updating the planar topol-
ogy of Bd ∩K as d varies monotonously. Dehne et al. [1997] studied
the two dimensional setting of the wavefront approach for convex
metrics. In the same vein, Chen et al. [2006] presented a sweep-line
algorithm for certain polygonal metrics in the plane. However, to
the best of our knowledge there exists no work dealing with the
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three-dimensional case. This is mostly due to the complicated up-
date of the sweep-plane, and the difficulties in obtaining a robust
implementation [Chen et al. 2006].
Instead, we propose a simpler discretized approach to approxi-

mate the deposition paths, that we illustrate in Figure 11. We over-
lay a 2D regular grid over C ∩ Bd , called the labels grid and label
each grid square with the site of S closest to the square center, as
measured by the polyhedral distance dP . Then, we extract all the
boundary edges between adjacent grid squares with different labels
and simplify the extracted jagged paths in order to produce the final
deposition paths for fabricating the microstructure inside C .
The labels grid should not be confused with the 3D sites grid,

defined in Section 4.3.1: the labels grid is 2D and much denser.

4.1 Voronoi labeling
This section describes the labeling of each square of the 2D labels
grid. The size of each such square should be much smaller than the
size of the finest cells of the sites grid. In our experiments, it is set
from 20 µm to 100 µm. The labels grid samples the horizontal plane
Bd at height z = d . For a given grid square center point c , we need
to compute the point site ν (c) ∈ S closest to c , that will serve as
a label for that square. (Note that the query point c is located in
R3 and cz = d .) Let sc be the cell of the sites grid that contains the
query c . To find ν (c) efficiently, we traverse a pre-computed list of
cells around sc : ν (c) = argmins ∈sp+Σ dP (s, c). The list Σ stores 3D
indices relative to the reference cell C0 with index (0, 0, 0) and is
sorted by distance to C0. The computation of Σ is detailed below.

4.2 Computation of Σ with a uniform distance
The idea is to obtain an upper bound λmax on the distance between
the query point c and its nearest site ν (c) and then store in Σ the
indices of all the cells that are at distance no greater than λmax from
the reference cell C0.
Recall that the distance dP is not symmetric. Since we want to

center the search around the query point c , we make the following
observation. Writing P ′ for the reflection of P with respect the
origin, we have dP (s, c) = dP ′(c, s) and ∀λ ≥ 0,dP (s, c) ≤ λ ⇐⇒

c ∈ s + λP ⇐⇒ s ∈ c + λP ′.We are then guaranteed that ν (c) lies
inside c + λmaxP ′, which lets us restrict the search.
To compute the upper bound λmax for our specific point site

distribution (Section 4.3.1), we use the following property: If we
can fit an axis-aligned cube of side length 2a into the scaled unit-ball
λP for some λ > 0 (Figure 2-left), then we have the guarantee that
any translate of λP (or of λP ′, in particular, c+λP ′) contains at least
one cell of a regular grid whose cells have side length a (Figure 2-
middle). If s is a point site in that cell, then s ∈ c + λP ′ ⇐⇒

dP (s, c) ≤ λ. From the particular geometry of the unit-ball that we
use (a polyhedral cone, Section 4.2), we can (conservatively) fit a
cube touching the base of the cone and of side length L = (1+Az )

√
2ℓ

1+Az+
√
2ℓ

where 1+Az is the height of the cone and ℓ/cos(π/k) is the radius of
its base for some integer k ≥ 3. Thus, if the sites grid cells have side-
lengtha, the nearest site of any query point is at polyhedral-distance
no more than λmax = 2a

L from the query. (In our implementation,
we scale the problem so that a = 1.)

Using a breadth-first traversal starting at C0, we pre-compute
the search list Σ of cell indices (in the sites grid) The search-list is
truncated when the distance reaches λmax.

Remark. Our “jittered grid” site distribution scheme gives us an
easy-to-compute upper bound on the distance from any query point
in R3 to the nearest point site in S . Nonetheless, such an upper
bound can also be derived for other point sampling schemes and
used in our technique.

Computing distances. The distance dP ′ between a point and an
axis-aligned cubical cell is computed efficiently using a simple mod-
ification of Greene’s technique [1994]. During the computation of
the search-list, one needs to compute the polyhedral distance be-
tween two grid cells:

dP ′(C0,C) = min{λ : ∃a ∈ C0,∃b ∈ C,b ∈ a + λP ′} (9)
= min{λ : ∃p ∈ (C ⊖ C0),p ∈ λP ′} (10)
= dP ′(O,C ⊖ C0). (11)

where O is the origin and C ⊖ C0 = {b − a : a ∈ C0,b ∈ C} is a
cube twice the size of C or C0. Since we stop the construction of
the search list Σ when the distance gets larger than λmax, the list Σ
contains precisely the indices of the sites grid cells that touch the
Minkowski sum of C0 and λmaxP ′ (Figure 2-right).

In a multi-resolution sites grid, we use the precomputed search-
list only at the coarsest level of the sites grid. Then, when a cell
should be recursively subdivided, we check that each sub-cell is
at distance no more than the current minimal distance λ ≤ λmax
found so far before examining the site(s) that it contains. Greene’s
technique is easily modified to exit as soon as the cell is found to
be farther from the query point than λ.

4.3 Computation of Σ with a spatially varying distance
When the parameters of the cone distance vary spatially, the dis-
tances to the sites grid cells must be conservatively under-approxi-
mated in order to account for the variation of the distances used at
each different sites.
Both for computing the search list Σ and during the search of

the nearest site for a given query point, we use a separate, larger
distance cone Pbig which is guaranteed to contain all the distance
cones defined at the point sites {P(s) : s ∈ S}. Instead of computing
λmax on this cone, we use the largest λmax among the values com-
puted for all the possible distance cones: λbigmax = maxs ∈S λmax(P(s)).
The search is then slower, but is sure to find the correct nearest site.

5 ELASTIC BEHAVIOR AND HOMOGENIZATION
For linear elasticity we have that σ = Cϵ and conversely ϵ = Sσ ,
where σ is the stress, ϵ is the strain,C is the elasticity tensor, and S
is the compliance tensor.

We follow the conventional homogenizationmethod [Andreassen
and Andreasen 2014] of prescribing the strain and computing the
overall stress response for the six unit strains in order to approxi-
mate the elasticity tensor C . We obtain the compliance tensor S by
directly inverting C .
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C0

�e sites grid

c

c + λP ′

r

r + λP

s

C0 ⊕ λP ′

Fig. 2. Left. One translate of the scaled polytope λP contains a 2×2 sub-grid.
Middle. This guarantees that any translate of λP ′ contains at least one grid
cell (green), thus at least one point site (red). Right. The blue cells have their
index in the search list Σ.

5.1 Orthotropic materials
The compliance tensor Sortho of an ideal orthotropic material [Jones
1975] is:

Sortho =

©­­­­­­­«

s11 s12 s13 0 0 0
s12 s22 s23 0 0 0
s13 s23 s33 0 0 0
0 0 0 s44 0 0
0 0 0 0 s55 0
0 0 0 0 0 s66

ª®®®®®®®¬
(12)

where,

s11 =
1
Ex
, s22 =

1
Ey
, s33 =

1
Ez

(13)

s44 =
1

Gyz
, s55 =

1
Gzx
, s66 =

1
Gxy

(14)

s12 = −
vyx

Ey
= −

vxy

Ex
, s13 = −

vzx
Ez
= −

vxz
Ex
, (15)

s23 = −
vzy

Ez
= −

vyz

Ey
(16)

such that
vi j

Ei
=
vji

Ej
i, j = x ,y, z i , j (17)

and Ei is the Young’s modulus along axis i (measure of stiffness),
Gi j , is the shear modulus in direction j on the plane whose normal
is in direction i (measure of response to shear stress), and vi j is
the Poisson’s ratio (ratio of transverse strain to axial strain) that
corresponds to a contraction in direction j when an extension is
applied in direction i .

Given a homogenized compliance tensor S , we compute the clos-
est orthotropic compliance tensor Sortho under the logarithmic Eu-
clidean distance [Moakher and Norris 2006], which is well-suited
for elasticity.

5.2 Bulk modulus
Weare also interested in evaluating the overall compressive strength.
To do so, we consider the bulk modulus K , that characterizes the
tendency of a material to deform in all directions when uniformly
loaded in all directions. A high bulk modulus implies higher mate-
rial incompressibility. Given the following classical bulk modulus
bounds [Hill 1952]

KV = ((c11 + c22 + c33) + 2(c12 + c23 + c31))/9 (Voigt average)

KR = ((s11 + s22 + s33) + 2(s12 + s23 + s31))−1 (Reuss average)
(18)

we consider the Voigt-Reuss average KVR = (KV + KR )/2.

6 HOMOGENIZED ELASTICITY TENSORS FIGURE 16 IN
ARTICLE

Tensors values are rounded to three decimals. Interestingly, the elas-
ticity tensor of (Figure 16b) is well approximated by a monoclinic
material (single plane of tensor symmetry, 13 independent con-
stants), while the others are better approximated by an orthotropic
one (three planes of tensor symmetry, 9 independent constants).
For more details about tensor symmetries and elastic constants see
for instance Section 2.2 in [Jones 1975].

6.1 Polyhedral Voronoi diagram (Figure 16a)

C =

©­­­­­­­«

0.197 0.077 0.07 0.0 0.0 0.0
0.077 0.195 0.069 0.0 0.0 0.0
0.07 0.069 0.253 0.0 0.0 0.0
0.0 0.0 0.0 0.06 0.0 0.0
0.0 0.0 0.0 0.0 0.077 0.0
0.0 0.0 0.0 0.0 0.0 0.076

ª®®®®®®®¬
6.2 Tessellation three planes (Figure 16b)

C =

©­­­­­­­«

0.127 0.098 0.083 0.0 −0.035 0.0
0.096 0.227 0.077 0.0 −0.018 0.0
0.081 0.077 0.313 0.0 −0.029 0.0
0.0 0.0 0.0 0.094 0.0 −0.021

−0.034 −0.02 −0.032 0.0 0.088 0.0
0.0 0.0 0.0 −0.021 0.0 0.08

ª®®®®®®®¬
6.3 Polyhedral Voronoi diagram (Figure 16c)

C =

©­­­­­­­«

0.118 0.083 0.083 0.0 0.0 0.0
0.084 0.259 0.072 0.0 0.0 0.0
0.084 0.072 0.259 0.0 0.0 0.0
0.0 0.0 0.0 0.084 0.0 0.0
0.0 0.0 0.0 0.0 0.084 0.0
0.0 0.0 0.0 0.0 0.0 0.075

ª®®®®®®®¬
6.4 Tessellation four planes (Figure 16d)

C =

©­­­­­­­«

0.201 0.075 0.067 0.0 0.0 0.0
0.075 0.202 0.068 0.0 0.0 0.0
0.067 0.068 0.207 0.0 0.0 0.0
0.0 0.0 0.0 0.064 0.0 0.0
0.0 0.0 0.0 0.0 0.074 0.0
0.0 0.0 0.0 0.0 0.0 0.074

ª®®®®®®®¬
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6.5 Polyhedral Voronoi diagram (Figure 16e)

C =

©­­­­­­­«

0.002 0.003 0.003 0.0 0.0 0.0
0.004 0.28 0.071 0.0 0.0 0.0
0.003 0.07 0.264 0.0 0.0 0.0
0.0 0.0 0.0 0.002 0.0 0.0
0.0 0.0 0.0 0.0 0.002 0.0
0.0 0.0 0.0 0.0 0.0 0.1

ª®®®®®®®¬
7 HOMOGENIZED ELASTICITY TENSORS FIGURE 17 IN

ARTICLE

7.1 Left compression test (µ = 0.6, σ = 1)

C =

©­­­­­­­«

0.06 0.024 0.019 0.0 0.0 0.0
0.024 0.061 0.019 0.0 0.0 0.0
0.018 0.019 0.058 0.0 0.0 0.0
0.0 0.0 0.0 0.017 0.0 0.0
0.0 0.0 0.0 0.0 0.026 0.0
0.0 0.0 0.0 0.0 0.0 0.026

ª®®®®®®®¬
7.2 Middle compression test (µ = 0.6, σ = 0.4)

C =

©­­­­­­­«

0.012 0.016 0.012 0.0 0.0 0.0
0.018 0.16 0.042 0.0 0.0 0.0
0.013 0.042 0.145 0.0 0.0 0.0
0.0 0.0 0.0 0.012 0.0 0.0
0.0 0.0 0.0 0.0 0.017 0.0
0.0 0.0 0.0 0.0 0.0 0.059

ª®®®®®®®¬
7.3 Right compression test (µ = 0.85, σ = 1)

C =

©­­­­­­­«

0.06 0.03 0.023 0.0 0.0 0.0
0.031 0.06 0.024 0.0 0.0 0.0
0.025 0.025 0.148 0.0 0.0 0.0
0.0 0.0 0.0 0.013 0.0 0.0
0.0 0.0 0.0 0.0 0.035 0.0
0.0 0.0 0.0 0.0 0.0 0.035

ª®®®®®®®¬
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Fig. 3. Material space for k = 8. Each row corresponds to a different minimal bisector slope θ . Each plot dot denotes a single test. The plot axes correspond
the three orthogonal Poisson’s ratio. The color of dots either depicts µ (left column) or σ (right column).
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Fig. 4. Material space for k = 8. Each row corresponds to a different minimal bisector slope θ . Each plot dot denotes a single test. The plot axes correspond
the three orthogonal shear moduli. The color of dots either depicts µ (left column) or σ (right column).
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