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Abstract—Light-field photography is an extension of traditional photography that enables among other effects refocusing, viewpoint change, and aperture synthesis of still images by digital post-processing. It achieves this capability by recording 4-dimensional radiance information rather than 2-dimensional integrated sensor irradiance. Consequently, optical design tools need to change in order to design these new devices.

In this article, we propose an optical first-order model that abstracts the architecture of any light-field camera as an Equivalent Camera Array (ECA). This model enables a comparison between different designs and allows for a simulation of the effects of parameter modifications to a design. We present equations for optical properties such as the depth of field, the angle of view, as well as important parameters for algorithmic performance such as the triangulation baseline. We provide an experimental validation of our model by measuring the properties of a real light-field camera. We are able to extract unknown physical parameters of the system such as the focal length of the main lens.

Index Terms—light-field imaging, computational optics

I. INTRODUCTION

In the field of computational imaging, light-field cameras have been shown to be a great improvement on traditional cameras. They offer new possibilities to the end user such as synthetic refocusing, view shifting or depth estimation on a picture after only one single shot was taken. Instead of projecting the usual 2D image of the world, a light-field camera records 4D light-field data that require the application of post-processing algorithms for generating images that are understandable by human beings.

A few commercial products exist already, both for professional and consumer use. The technology combines new optical designs together with complex algorithms in order to efficiently measure and treat the light-field information from the scene. The role of the optics is to guide the light to the sensor, whereas the role of the algorithms is to interpret the value of the pixels. On the one hand, the algorithms need an accurate model of the imaging properties of the optical system and the sampling pattern of the sensor to correctly synthesize new images. On the other hand, the optics need to be conceived with the limits of the algorithms on the reconstruction in mind.

Designing a light-field camera is, therefore, a co-design task involving both optical design and computer vision knowledge and aiming at optimizing the spatial-angular sampling trade-off.

Common knowledge suggests that light-field cameras are equivalent to an array of cameras since views with different parallax can be synthesized from the light-field data. However, the details of how such an Equivalent Camera Array may be constructed for a given optical design have not been elaborated so far. We propose to model any light-field camera as an Equivalent Camera Array (ECA) based on first-order imaging. We describe and analyze the construction of the ECA from the components of a light-field camera. The ECA is quite similar to a real camera array and as such, we present the optical properties of its individual cameras such as the field of view and the depth of field. We also define and quantify important field properties such as the baseline, and the spatial and the depth accuracy by using information from multiple cameras. We validate the ECA model with a fit of the properties extracted from experimental data produced by a real light-field camera. We show that parameters such as the focal length of the main lens can be retrieved from our model. We compare the properties of different light-field cameras from the literature.

In sum, the contributions of this paper are the following:

- The unification of light-field cameras under the Equivalent Camera Array model based on first-order optics,
- The derivation of first-order optical properties of the ECA,
- The validation of the model with measurements from a real system, and
- The simulation and comparison of several micro-lens array based designs.

II. RELATED WORK

Light-field camera design: Several light-field camera designs have been studied and they all implement the integral imaging principles described by [1]. The use of an array of pinholes or an array of micro-lenses behind a single camera was first devised in [2] as an alternative to large camera arrays [3], [4] to acquire the light-field of a 3D scene. The idea is to separate light rays by the angle at which they hit the sensor and thus to capture a continuum of viewpoints of the scene.

Two variations of this design have been studied. The first one is the afocal camera [5] where the separation between the micro-lens array and the sensor is equal to the focal length of the micro-lenses. This design allows to directly extract a viewpoint by selecting the same pixel behind each micro-lens. The second design is the focused camera [6] where the separation between the micro-lens array and the sensor is greater or lower than the micro-lens focal length. The image
formed on the sensor is a grid of different points of view, each looking at a small part of the scene. A full view is generated by identifying recurrent elements between neighboring views and selecting the proper pixels.

A generalized light-field camera in [7] extends the afocal design where the distance between the sensor and the lenslet array is tunable. The study concludes that it is best to have this distance be lower than the focal length of the micro-lenses to allow a control over the spatio-angular trade-off. Apart from this work, these two ways of building a light-field camera are treated separately in terms of light-field sampling, calibration, analysis and rendering in the literature. Our goal is to propose a common model that can simultaneously abstract these two architectures and others.

More designs to capture light-fields with a single camera exist. An integrated camera array such as [8] where multiple cameras share the same sensor is a way to simplify the calibration of multiple independent cameras and to miniaturize this multi-view acquisition device. Other devices based on a spherical mirror array [9], [10], [11] or a large lens array [12], [13] placed in front of a perspective camera have been built, calibrated and analyzed. A design using light pipes [14] enables the utilization of a standard sensor and main lens. Fundamentally, all of these designs are sampling the light-field function by multiplexing several views onto the same sensor.

Calibration: The calibration of a light-field camera is a necessary task to extract the light-field data from the sensor. The first goal of the calibration is to compensate for misalignment between the sensor and the micro-lens array [15] and to parameterize and extract the light-field data. The second part is to find the intrinsic and extrinsic parameters of the camera and potentially its views to get an accurate description of the acquired light-field. The actual calibration methods differ between the afocal [16] and the focused case [17], [18]. Our common model predicts the location of the perspective cameras given by the calibration. The calibration would still be necessary as it accounts for variations of the parameters of the real system as well as the distortions due to aberrations. We experimentally validate the ECA model by recovering the parameters of the main lens of the camera from the fit of the measured properties predicted by our model.

Light-field Rendering and Analysis: The purpose of light-field rendering is to extract as much data as possible from an acquired light-field in order to compute refocus stack images, interpolate viewpoints or estimate scene depth. Naive light-field rendering produces low spatial resolution images which is considered as a downside in traditional photography. Super-resolution techniques [19] in conjunction with better depth estimation algorithms [20] have been studied using filtering in the phase space or the Fourier domain [21] to improve the spatial resolution and quality of the output images. A recent overview article [22] summarizes these works and more.

In order to improve light-field rendering techniques, the performance of the light-field camera has been analyzed geometrically. The depth of field of the system is an important aspect of the rendering process as it sets physical limits to the volume in which images of objects can be synthesized [23]. Finding the best sampling scheme for a scene in a certain depth range [24] allows setting guidelines for the design of a complete system. The f-number matching rule [2], [5] between the main lens and the micro-lens array is one of these guidelines but more is needed. As an example, light-field camera design includes the choice of a suitable lenslet size, sensor specifications and main lens parameters for a specific application. The bases of a global model have been studied in [25] where the position and the baseline of virtual viewpoint cameras were first studied, but the model is incomplete. We position our work in continuation of this model.

Aberrations: Little work has been done on analyzing the effects of aberrations in light-field cameras. Ray-tracing through an afocal system was introduced by [26]. It was shown that digital correction of the aberrations can improve the quality of rendered images. Moreover, a small number of directional samples is already sufficient to significantly improve the effective resolution. The effect of irregularities in the micro-lens array and main lens spherical aberration were studied by [27]. They have shown that these variations are beneficial to the sampling of light and image reconstruction at any depth. However, there is not yet a complete theory of aberrations for light-field systems on par with classical optics. Our work proposes a first-order model for light-field cameras that points in the direction of a theory of light-field aberrations.

III. BACKGROUND

In this section, we recall basic optical concepts such as paraxial optical imaging and the properties of a standard camera. We introduce imaging matrices that map 3D points from one side of the lens (the object side) to the other side (the image side).

A. Lens Imaging

In paraxial optics, real lenses are considered to be idealized thin or thick lenses. The imaging of an object point \( A = (x_A, y_A, z_A) \) to its corresponding image \( A' = (x_{A'}, y_{A'}, z_{A'}) \) through a thin lens with an optical axis \( z \) and focal distance \( f \), centered in the origin is described by the thin lens equation:

\[
\frac{1}{z_{A'}} - \frac{1}{z_A} = \frac{1}{f}. \tag{1}
\]

The magnification \( M_{AA'} \) between these two points is defined as:

\[
M_{AA'} = \frac{z_{A'}}{z_A} = \frac{x_{A'}}{x_A} = \frac{y_{A'}}{y_A}. \tag{2}
\]

The magnification is constant between two conjugate planes orthogonal to the optical axis whether we use the thin lens or the thick lens model. However, it varies between different pairs of planes. The closer an object approaches the focal point of a lens, the further it moves its image. At the same time, the magnification increases linearly. This implies that objects are three-dimensionally deformed through the lens following a
perspective transformation of the space. Consider Equation 1. It can be rewritten as:

\[ z_{A'} = \frac{z_A f}{z_A + f} \]  

(3)

By using Equation 2 and 1, we obtain:

\[ x_{A'} = \frac{x_A f}{z_A + f} \]  

(4)

and similarly for \( y_{A'} \). Using homogeneous coordinates for \( A \) and \( A' \), we can derive the following relation:

\[
\begin{pmatrix}
\tilde{x}_{A'} \\
\tilde{y}_{A'} \\
\tilde{z}_{A'} \\
\tilde{w}_{A'}
\end{pmatrix} = L \begin{pmatrix}
x_A \\
y_A \\
z_A \\
1
\end{pmatrix}
\]

(5)

with

\[
L = \begin{pmatrix}
f & 0 & 0 & 0 \\
0 & f & 0 & 0 \\
0 & 0 & f & 0 \\
0 & 0 & 1 & f
\end{pmatrix}
\]

(6)

The coordinates of \( A' \) can be retrieved as follows:

\[ x_{A'} = \frac{\tilde{x}_{A'}}{\tilde{w}_{A'}}, \quad y_{A'} = \frac{\tilde{y}_{A'}}{\tilde{w}_{A'}}, \quad \text{and} \quad z_{A'} = \frac{\tilde{z}_{A'}}{\tilde{w}_{A'}}. \]

This imaging matrix \( L \) is similar to the perspective projection matrix used in computer graphics to project the coordinates of points in the world space to the pixels of a virtual camera.

Considering a lens that is not situated in the origin, but centered at a point \( H = (x_H, y_H, z_H) \) with an optical axis parallel to the \( z \)-axis, its imaging matrix \( L_H \) is given by the composition of the imaging matrix \( L \) and the translation matrix of the point \( H, T_H \), such that:

\[ L_H = T_H L T_H^{-1} \]  

(7)

When a lens is too thick, it cannot be considered as a thin lens anymore. Instead of having the refraction occurring on the same lens plane, it is split into two principal planes: \( P_H \) and \( P_{H'} \). The distance \( B \) between these two planes accounts for the effect of the thickness of the lens. The front and back principal planes are perpendicular to the optical axis and their intersections with the optical axis are, respectively, the front and back principal points, \( H \) and \( H' \). The imaging matrix of a thick lens is given by:

\[ L_H = T_{H'} L^{-1}_{H} \]  

(8)

with \( T_{H'} = T_H T_B \).

### B. Camera Properties

As they are, the previous equations do not give a clear interpretation of what is seen on a camera sensor. The performance of the camera also depends on the parameters of the sensor itself in sampling the light. For simplicity, we consider that the camera is made of an optical system which can be approximated as a single thick lens and a sensor orthogonal to the optical axis of the lens. Most of the common notions that are characteristic of a camera refer to the object side of the camera such as the view direction, the angle of view and the depth of field. The definitions of these properties are described in Fig. 1. The same notions will be used in Section IV for the individual cameras of the Equivalent Camera Array.

**IV. THE EQUIVALENT CAMERA ARRAY (ECA)**

A light-field camera spatially multiplexes directional light information onto its sensor, thereby realizing a 4-dimensional light-field sensor with a 2-dimensional pixel array. In order to do so, it uses a component that directs the light rays that are incident at a particular spatial position from different directions to different pixels. We call this component the **directional multiplexing unit (DMU)**. The DMU is often implemented by a lenslet array. However, since multiple designs exist, we prefer the more general terminology.

Our goal in the following is to abstract a real light-field camera by a virtual camera array (ECA) that is observing the object space. This abstraction is possible for most existing light-field camera designs. We then describe the properties of the virtual cameras as introduced in Section III, as well as additional properties that are derived from coupled information between different virtual cameras in order to interpret and compare two light-field camera designs and configurations in Section V. More examples can be found in the supplementary materials.

#### A. Principle

Individually, each element of the DMU and the pixels associated with it act as a small camera looking at the world. In a light-field camera, a main lens is often added in front of this array of small cameras. From the point of view of a small camera, instead of looking directly at the object space, it is looking at the in-lens space. The in-lens space is a perspective mapping of the object space following the equations of Section III. In order to retrieve the properties of an equivalent camera array, we would like to transform this in-camera array of small cameras into the object space, where it could be treated much like a normal camera array.
consisting of physical cameras. However, mapping a camera through the main lens has no obvious physical solution due to the distortion of space affected by the lens. To arrive at a solution, we need to consider an abstraction that describes the effect of the combined small camera-main lens system. In the process, we will lose some physical properties of the system, in particular, its image side properties will only be defined up to a one-parameter family of solutions.

We resort to the two-aperture model introduced in the pioneering work [28] for the analysis of light-field sampling properties for real camera arrays. In light-field cameras, every pixel is assigned to the main ray passing through the center of that pixel and the center of an attributed element of the directional multiplexing unit.

Let us consider a two-plane parameterization of the light-field in the case of a small camera array with the sensor plane and the DMU plane as the support planes. We respectively label them plane $Q$ and plane $P$. We consider at first that the DMU element is replaced by a pinhole as illustrated in Fig. 2 (left).

Any light ray hitting a certain position on the sensor also passes through the image of this particular position in the object space of the pinhole. However, a pinhole is a focus free imaging element so there is an infinite number of image planes $Q'$ for the sensor plane $Q$. In terms of parameterization of the light-field, since the hit position of the light ray with the planes $Q$ and $Q'$ is a relative distance to the optical axis, these planes are equivalent. The pair of planes ($Q$, $P$) of the parameterization can be replaced by the pair ($Q'$, $P$).

This replacement allows to abstract the effect of the DMU element but still conserves the relation between the parameterization and the sampling of the scene that is implemented by the camera. This model is often used for the calibration of light-field cameras [16] but it neglects the physical focusing aspect of light-field cameras.

In a more realistic system, as shown in Fig. 2 (middle), the DMU element is now a first-order optical element and as such it has focusing properties. A finite-sized pixel on the sensor integrates all light that is passing through the surface of the associated DMU element and that is hitting its finite surface.

Observe that this pencil of light is also passing through the complete surface of the image of the pixel outside the camera, i.e. the unique plane $Q'$ which is the optically conjugate plane of $Q$, and intersects the same surface area on the DMU element.

Therefore, it suffices to know the positions and the surfaces of the pixel image and the DMU element to predict the light rays that are integrated by the corresponding sensor pixel. Note that these two positions are now located in the object space of the small camera, i.e. that the optical effect of the DMU can now be ignored.

As illustrated in Fig. 2 (right), we abstract a pixel/DMU element combination by a two-aperture system with the positions and extents as described above. This system can be consistently imaged through an optical component and it preserves the information on the focusing properties of the light-field subviews. As mentioned previously, the disadvantage of this abstraction is that the apertures lose their physical properties. We discuss the consequence of this loss on the ECA in Section VII.

This procedure was applied to several setups from the literature in Fig. 3 showing a variety of light-field camera designs that can be analyzed with our model. Note that the main lens may be missing and that the directional multiplexing unit may have additional relay optics. In order to be more specific, we use the relatively complex KaleidoCamera design [14] as an illustrative example. The system is made of a main lens and a sensor with an in-between directional multiplexing unit that consists of two lenses, a field lens and a pickup lens that are at the entrance and the exit of a mirroring light pipe. In Fig. 3(d), the pixel area of the sensor serves as the pixel aperture, whereas the pickup lens generates the aperture of the DMU. The light pipe generates a virtual DMU lens array through mirroring. The field lens is a relay system that images the plane of the DMU into the exit pupil of the main lens.

Rays starting from the pixel aperture pass through the pickup lens and are imaged and reflected through the different system components. Finally, they pass through the images of the pixel and pickup lens aperture in the object space.

The general procedure is illustrated in Fig. 4 and is detailed as follows. Every combination of pixel/DMU elements is decomposed into two-aperture elements. They are imaged through the sequence of the optical components of the light-field camera, DMU element included, to the object space of the camera. From the equations of Section III, a pixel image is given by: $\tilde{X}_{QW} = L_{Main} L_{DMU} L_{Relay} \tilde{X}_Q$, and a DMU image is given by: $\tilde{X}_{PW} = L_{Main} X_P$. The two-aperture elements that share the same aperture imaged from the same DMU element are selected to form a virtual camera. There is one virtual camera per DMU element resulting in a virtual camera array alias the ECA that is equivalent to the in-camera array in the sense that it integrates the same ray bundle as the physical light-field camera.

We investigate more thoroughly the micro-lens based light-field camera designs illustrated in Fig. 3(f) and (e) as well as the properties of their ECA in Section V.

B. Properties

The abstraction of the pixels and DMU elements as apertures is sufficient to define similar properties as those described in Section III for a standard camera since most of them characterize the object side of the camera. Given an
Fig. 3: Light-field camera designs from the literature. (a) The monolithic camera array from [8]. (b) The programmable aperture from [29]. (c) The external lens array from [12]. (d) The KaleidoCamera from [14]. (e) The focused light-field camera from [6]. (f) The afocal light-field camera from [5].

Fig. 4: General model for the mapping of the sensor and the directional multiplexing unit to the object space. The main optics and the optics introduced between the sensor and the DMU planes, such as a relay system, for example, are optional. In this case, the imaging matrix $L$ of the optics is replaced by the identity matrix.

equivalent camera array, we can compute the view direction, the field of view, the depth of field and the resolution that are presented in Section III-B for each of the individual cameras. Since the ECA is made of several cameras, additional information of two or more cameras can be used to derive new properties of the system. The following properties are only valid for the sharp region of the scene space. This region is delimited by the limits of the depth of field of the cameras of the ECA. Objects outside of this region are out of focus so they appear blurry and become indistinguishable.

**Disparity:** In stereo vision, the disparity is the difference in pixels of the position of the image of the same feature on two different cameras. The disparity is zero at the plane where the view directions intersect. For a scene point behind the no-parallax plane, the disparity is positive and it is negative when the point is closer than this plane.

**Baseline:** The baseline is the distance between the centers of projection of two cameras looking at the scene. It is an indicator of the ability of the system to measure the disparity of a point in the scene. In the case of a camera array, multiple cameras can see the same point so the interesting value is the maximum baseline of all pairs of cameras. A baseline map of the whole object space can be computed by
intersecting the fields of view of every possible pair of virtual cameras as shown in Fig. 5. It is possible that the baseline is null for scene points that can be seen by only one virtual camera or undefined for scene points outside of the field of view of every camera of the array.

Accuracy: A point in space can be projected onto the virtual sensor of a camera (plane $Q_W$). This projected point is defined as the intersection between the line formed by the point and the center of the camera, and the plane of the virtual sensor. When a point in object space is projected onto the virtual sensor of two cameras, it will fall onto one pixel in each camera. Similarly to the field of view of a camera, the field of view of a certain pixel is the cone defined by the camera center and the edges of the pixel. As can be seen in Fig. 5, the intersection of the field of view of two pixels from two cameras results in a region in space. The points belonging to this region cannot be differentiated by only utilizing the two cameras. This region is reduced as more pixels from different cameras image a scene point. The spatial and depth accuracy of a system of two cameras is respectively the largest transversal and longitudinal dimension of this region.

C. Pixel/DMU element pairing

The pairing between the pixels and the DMU elements has to obey a few rules in order to build a consistent camera array. The main rule is that there should be no more than one DMU element paired up to each pixel. In micro-lens based light-field cameras, this condition is known as the f-number matching rule. In order to prevent the overlapping or gaps between the images made by two neighboring DMU elements, the working f-number of the DMU elements and of the main lens should match. In the KaleidoCamera, it is the field lens aperture projected onto the sensor through the DMU element center after zero, one or many reflections that is used to select the pairings appropriately. In this case, the main lens also plays a role as it limits the extent of the ray bundle entering the camera, thus cutting down the number of possible reflections.

V. STUDY OF MICRO-LENS ARRAY BASED LIGHT-FIELD CAMERAS

In order to illustrate the construction of the ECA as explained in Section IV, we study the specific design of light-field cameras based on the use of a micro-lens array as the directional multiplexing unit.

A. Construction of the ECA

We consider that the micro-lenses are thin lenses. The two-aperture system we need to image to the out-camera space is made of a pixel and a micro-lens. We respectively denote the position of the center of these apertures by $C_Q$ and $C_P$. Their positions in the out-camera space $C_{Q_W}$ and $C_{P_W}$ are obtained by applying the equations from Section III as follows:

$$\hat{C}_{Q_W} = \mathcal{L}_{Main} \mathcal{L}_{DMU} \hat{C}_Q$$
$$C_{P_W} = \mathcal{L}_{Main} \hat{C}_P$$  \hspace{1cm} (9)

The edges of the apertures $A_{Q_W}$ and $A_{P_W}$ in the out-camera space can be imaged in the same way from $A_Q$ and $A_P$, the apertures of the pixel and micro-lens. Fig. 6 illustrates the position and the field of view of the virtual cameras of the ECA.

B. Afocal case

There exists a specific case for which the role of the apertures as the virtual sensor or the virtual camera can be switched. This occurs when the distance between $Q$ and $P$ is equal to the focal length of the micro-lens array. In this case, the image of the pixels are sent to infinity by the micro-lenses and then the main lens images the pixels in its front focal plane as can be seen in Fig. 3(f). The pixels with the same relative position to the center of their assigned micro-lens integrate light rays of the in-camera light-field with the same direction.

The difference with the focused configuration is better explained in a phase space diagram as shown in Fig. 7. A phase space diagram records the height $u$ and the direction $s$ of light rays at a specific plane [22]. Positioning the evaluation...
plane of the phase space at a different location is equivalent to shearing the phase space plot along the u-axis.

In this space, a virtual camera is represented by a vertical column of contiguous pixels. The only position for which this condition is satisfied in the focused case is at the \( P_W \) plane (Fig. 7, left).

In the afocal configuration, though, there are two configurations that yield virtual cameras, 1. for the evaluation plane positioned at the \( P_W \) plane and 2. for the evaluation plane positioned at \( Q_W \) (Fig. 7, middle and right). Choosing one plane or the other allows for creating two different ECAs, that, however, describe the same set of rays. It may be noted that the two apertures of the ECA model determine the boundaries of the phase space parallelograms.

C. Simulation

Since the ECA model is a tool to evaluate the properties of any light-field camera, we simulate different systems taken from the literature and from existing commercial products. The supplementary material contains the exhaustive list of the results of the simulation as well as the values of the parameters for each design. The micro-lens array plane is fixed at the origin, so, the effect of moving the object plane or (physically) refocusing with the main lens is simulated by only changing the position of the main lens along the optical axis and computing the camera array properties. The value of the refocus is the distance between the micro-lens array and the back principal plane of the lens. We also investigate the effect of a varying distance between the sensor and the micro-lens array.

The main lens is approximated by a thin lens. Vignetting effects between the micro-lenses and the main lens are not taken into account as it would change the pairing between pixels and micro-lenses and make the following discussions more difficult.

In the following study, we present the results for the light-field camera from [20] as an illustrative example since its properties show the effects of micro-lens based light-field camera designs most clearly. This camera has been designed to be used in the focused configuration and as such it is representative of similar existing systems. However, it was not particularly designed to be used in the afocal configuration. In order to compare the focused and afocal configurations on a common basis, we created an afocal version of [20].

The parameters of the components are summarized in Table I. The only difference between the afocal and focused setups is the distance between the sensor and the micro-lens array. It is equal to the micro-lens focal length for the afocal setup and it is 1.2 times this value for the focused setup.

D. Properties

The properties are evaluated and plotted for 2D systems.

Plane positions: The first interesting property is the position of the planes \( Q_W \) and \( P_W \) along the optical axis. Table II shows a summary of the possible positions of these planes depending on the position of the main lens (either at one focal length away from \( Q' \) or \( P \) or neither) and the configuration of the sensor and micro-lens array. The distance separating the sensor and the micro-lens array can either be lower, equal, or greater than the focal length of the micro-lenses and corresponds to configurations called respectively galilean, afocal, and keplerian. The virtual camera array can be made of perspective or directional cameras, looking at a real or virtual plane, at a finite or infinite distance. In the afocal setup, \( Q_W \) is always located in the front focal plane of the main lens whatever its position is. This also means that, for this case, the pitch and height of the pixel aperture in object space do not depend on the position of the main lens.

View direction: The view direction is the angle between the line connecting \( C_{P_W} \) and the center of \( A_{Q_W} \), and the optical axis. In the focused case, both the center and aperture planes move and the view direction is constant, Fig. 8 (left). However, in the afocal case, since the plane \( P_W \) is static but not \( Q_W \), the view direction changes, see Fig. 8 (right).

Angle of view: The field of view is delimited by the cone of rays centered in \( C_{P_W} \) and bounded by \( A_{Q_W} \). Generally, in the same ECA, the magnification for planes \( P_W \) and \( Q_W \) is different causing the relative position of \( C_{P_W} \) and \( A_{Q_W} \) of two

<table>
<thead>
<tr>
<th>Lens Pos</th>
<th>( P_W )</th>
<th>( Q_W )</th>
<th>( P_W )</th>
<th>( Q_W )</th>
<th>Neither</th>
</tr>
</thead>
<tbody>
<tr>
<td>Galilean</td>
<td>( \infty )</td>
<td>R</td>
<td>V</td>
<td>( \infty )</td>
<td>R/V</td>
</tr>
<tr>
<td>Afocal</td>
<td>( \infty )</td>
<td>F</td>
<td>( \infty )</td>
<td>R/V</td>
<td>F</td>
</tr>
<tr>
<td>Keplerian</td>
<td>( \infty )</td>
<td>V</td>
<td>R</td>
<td>( \infty )</td>
<td>R/V</td>
</tr>
</tbody>
</table>

Fig. 7: Phase space of the ECA. A camera view is obtained by summing all cells from one column. In the focused case (left), the evaluation plane is the \( P_W \) plane, a column of cells in blue corresponds to different pixels from the same DMU element. For the afocal configuration, there are two ways to obtain a column of cells: when the evaluation plane is \( P_W \) as for the focused case (middle) or when the evaluation plane is \( Q_W \) (right). In the latter case, a column of cells in red corresponds to the same relative pixel position from different DMU elements.
neighboring cameras to be different. Consequently, the angle of view of two neighboring cameras is slightly different, Fig. 9. In the focused case, when the plane of the virtual cameras of the ECA, \( P_W \), is imaged to infinity, the angle of view becomes zero when the back focal length is equal to the focal length of the main lens. In a classic configuration where the distance between the main lens and the MLA is a bit larger than the focal length of the main lens, the angle of view remains low since the number of pixels of the virtual sensor is small. In the afocal case, the plane of the virtual cameras \( Q_W \) never goes to infinity. So, the angle of view hits the maximum value when the plane \( P_W \) goes to infinity. Moreover, the number of virtual pixels per camera is high and so is the angle of view.

**Depth of Field:** In a classical camera, the depth of field is by definition located around the \( Q_W \) plane, which is also the plane of best focus. The same is true for the virtual cameras of the ECA. In addition, for light-field cameras, the depth of field of the ECA cameras determines the range of synthetic refocusing. The ECA cameras all have the same depth of field as it depends solely on the pitch of the virtual apertures and the distance between their planes. As the virtual focus plane moves further away from the virtual lens plane, the depth of field grows larger till becoming infinite. This effect can be observed in Fig. 10 when the back focal length approaches the main lens focal length. The asymptote position determines the hyperfocal distance of the system where the sharpness range in the image is the largest.

**Baseline:** The baseline is a step function that only takes values that are integer multiples of the distance between two neighboring cameras. It is a positive function that is bounded by the maximum distance between the cameras of the ECA. The results are shown in Fig. 11. For both the focused and afocal cases, the baseline is minimum at the virtual camera center plane position. However, the baseline is maximum at the position of the front focal plane of the main lens in the focused case and at the virtual sensor plane position in the afocal case. The important region is the one situated between the depth of field limits. In the focused case, the baseline per camera is low because the overlap between neighboring cameras is reduced as the zero-disparity plane is behind the cameras. In the afocal case, the baseline is at its largest on the full depth of field range since the zero-disparity plane is at the virtual sensor plane.

**Accuracy:** The results are shown in Fig. 12. The transversal measure of the accuracy is linear with the absolute distance of the evaluation point to the plane of the virtual camera center.

---

**Fig. 8:** Viewing direction of each of the virtual cameras of the ECA. There are as many virtual cameras as micro-lens in the focused case (left), so 273. For the afocal case (right), the number of virtual cameras is the number of pixels behind a micro-lens or equivalently the ratio of the number of pixels to the number of micro-lenses, so 15. The vertical gray dashed line indicates the focal length of the main lens.

**Fig. 9:** Angle of view of each of the virtual cameras of the ECA.

**Fig. 10:** Depth of field. The blue and red curve represent the distance of the boundaries of the depth of field from the virtual sensor plane. The depth of field is common for all the virtual cameras. The dashed blue and red vertical lines indicate the hyperfocal distances of the camera. The hashed area between these positions is the area where the depth of field is infinite.

**Fig. 11:** Baseline for an evaluation point on the optical axis for a Back Focal Length of 100mm. The theoretical baseline (green curve) assumes a continuity of infinitely many cameras in the ECA. The real baseline (black curve) is a step curve computed from the actual position of the ECA cameras. Since the possible values for the baseline (the distances between the centers of the virtual cameras) are discrete, this curve is a step curve that has a maximum equaling the distance between the two extreme cameras of the ECA. The horizontal gray dashed line indicates the theoretical value of the baseline for an evaluation point at infinity. The vertical lines indicate positions of interest such as the main lens plane (in gray), its front focal plane (in green), virtual camera plane (in red), the virtual sensor plane (in blue) and the depth of field boundaries (in black).

**Fig. 12:** Transversal accuracy measure for an evaluation point on the optical axis for a Back Focal Length of 100mm. The theoretical accuracy (green curve) assumes a continuity of infinitely many cameras in the ECA. The real baseline (black curve) is a step curve computed from the actual position of the ECA cameras. Since the possible values for the baseline (the distances between the centers of the virtual cameras) are discrete, this curve is a step curve that has a maximum equaling the distance between the two extreme cameras of the ECA. The horizontal gray dashed line indicates the theoretical value of the baseline for an evaluation point at infinity. The vertical lines indicate positions of interest such as the main lens plane (in gray), its front focal plane (in green), virtual camera plane (in red), the virtual sensor plane (in blue) and the depth of field boundaries (in black).
The longitudinal measure of the accuracy is a more complex curve.

Fig. 12: Transversal (Top) and longitudinal (Bottom) accuracy for an evaluation point on the optical axis for a Back Focal Length of 100mm. The real curves (in black) have undefined values for positions where the baseline is either zero or undefined (close to the virtual camera center plane in red). The theoretical longitudinal accuracy (in green) and the real accuracy (in black) differ for positions where the baseline is clamped. Overall, the discontinuous behavior of the real curve is due to the discrete change of the baseline value. The vertical lines have the same definitions as in Fig. 11.

VI. VALIDATION

We validate our model through experimentation by obtaining the properties of the ECA for a real light-field camera. As a result, we can estimate some unknown physical specifications of the system. In contrast to our first-order model, we observe effects of non-linearities in the real data which we point out in the discussion of our results.

Our selected light-field camera is the first generation Lytro [30], which can be categorized under the afocal type systems similar to Fig. 3(f). We use this light-field camera to create a data set of correspondences between world rays and sensor pixels that are later used to construct a generalized imaging model as described in [31]. Given the interpretation of a light-field as an array of subview images of the scene, we obtain a generalized imaging model per subview that is directly analogous to our proposed ECA.

A. Experimental setup

Our experimental setup is displayed in Fig. 13. We modify the camera by removing the main lens from its encasing. This way, we can control its distance to the sensor and micro-lens array. The Lytro camera provides optical refocus and zoom. For simplification purposes, we fix the main lens settings, keeping its optical properties constant.

The separated lens and light-field sensor (micro-lens array-sensor couple) are set up independently. Given our mechanical conditions, we cannot guarantee an optimal alignment as compared to the original camera. As a consequence, our data shows some irregularities that we will discuss in the following subsection. We measure world space rays by recording multiple positions of a calibration target [32] displayed on a computer screen for a series of known distances.

B. Estimation of properties

The pre-processing of the acquired data involves decoding the light-fields [16], detecting the corners of the calibration target [32], and upsampling the resulting ray data set to obtain a corresponding ray for every pixel in each subview. In order to construct property plots such as Fig. 8, we repeat the experiment for multiple displacements of the main lens ΔZ, which produces property measurements for different back focal length values.

An example of the ray data is shown in Fig. 13 (right), for a single subview and main lens position. From the ray distribution, we can conclude that the imaging is effectively a perspective transformation.

We equate the locus point of each ray bundle with the center of perspective for each subview; these points should agree with our ECA positions in order to validate our model. The obtained centers for all subviews are plotted in Fig. 14(a), the plane containing the centers is the aperture plane QW of our model. We ignore the outer-most centers because of low contrast. The array of centers indicates regularity with the exception of the extreme subviews. This validates the ECA model for the central paraxial region but also indicates the presence of aberrations for the outer subviews.

Our ECA model predicts that the array of centers is located on a plane perpendicular to the optical axis as presented in the sketch in Fig. 14(c). However, our modification of the Lytro camera creates a misalignment between the axis of the lens and the micro-lens array, which effectively produces a Scheimpflug effect, tilting the imaging planes of the main lens. We do not account for these effects in our model and instead use our experimental data to obtain a new optical axis. We compute a unique optical axis for all lens positions ΔZ. This new optical axis is defined as the normal of the least squares fitted plane to all estimated centers of perspective. The result is shown in Fig. 14(d). The optical axis obtained with
Fig. 14: (a) Centers of perspective for a single main lens position. (b) Best focus plane, with the markers as the intersections of rays and a surface as spherical fit. (c) Sketch for an afocal setting. (d) Plot of all centers for all lens positions and computed optical axis.

Fig. 15: (Left) Height of perspective centers markers and corresponding fit results solid. (Right) View direction of subviews markers and corresponding fit results solid. The central camera is excluded from the fit since it was used to re-center the other ones. $\Delta Z$ indicates the main lens displacement with respect to the micro-lens array.

Fig. 16: (Left) Best focus plane location for the calibration target red markers corresponding fit solid line and for comparison, the bar pattern results. (Right) Superposition of the spectra at multiple target positions (with DC term removed). There are two subviews of the bar pattern indicating the positions for highest and lowest contrast. Colors indicate different target positions.

**View Direction:** Similar to its definition for our ECA model, the view direction is measured as the angle between the central ray of each subview and the optical axis of the ECA. For our experiment, we use the central ray of the bundle as shown in Fig. 13 (right) and the normal from the fitted plane to all centers as in Fig. 14(d). The view direction is the angle between these two vectors. For the same column of cameras as before, the experimental view direction is displayed in Fig. 15 (right).

**Best Focus Plane distance:** This plane corresponds to the plane $P_W$ in our ECA model. It is simultaneously the plane of zero disparity between subviews. Therefore, each corresponding ray from the same pixel in all subviews must intersect in this plane. A computed example, for a smaller sample of rays, is displayed in Fig. 14(b). We observe that, in fact, we do not obtain a plane but a curved surface. This clearly indicates the presence of optical aberrations that are global to all subviews, in particular, a field curvature of the main lens. We compute the axial location of this surface as the average of the $Z$ coordinates for all points in it. The resulting plot is displayed in Fig. 16 (left).

We further support our experimental findings by measuring the best focus plane location with an alternative method. We use the same experimental setup, now displaying a binary bar target for multiple positions of the computer screen $Z_{BP}$. Treating each subview independently, we use a metric for contrast to establish the best focus plane location and subsequently averaging for all subviews. Our metric for contrast is based on the Fourier spectrum of the bar target. We take an average of several line profiles of each image and compute the $2D$ spectrum. In it, we measure the height of the secondary spectral peaks as a function of the bar target position. The highest contrast corresponds to the maximum peak. The spectra for multiple bar pattern profiles at different distances is displayed in Fig. 16 (right). There are two subviews with high and low contrast to exemplify the peak heights to which they correspond. The frequency location of the peaks varies with the position of the target $Z_{BP}$ due to the magnification effect of changing the object position.

We compare the results of these two strategies for the axial
position of the best focus plane in Fig. 16 (left). The agreement between the data points is a good indicator of the accuracy of our experiments.

**Validation:** We use all the accumulated experimental data to validate our ECA model. Since it is physically challenging to perfectly know the position of the main lens with respect to the sensor, we do not have information to forward-simulate our ECA model generating identical plots to superimpose with the experimental results.

Instead, we perform a global fit of the experimentally attained properties to their corresponding analytical equations. This fit delivers a list of coefficients which can be interpreted as the physical unknown specifications of our setup. The global fit distributes the fit errors among all chosen properties.

The least squares minimization problem for the system parameters \( p \) is of the following form:

\[
\min_p \left\| g(p) \right\|_2^2 = \min_p \left( \sum_i \alpha_i g_i(p) \right)^2,
\]

with \( g_i(p) = Data_i - Model_i(p) \) the error function for the property \( i \), and \( \alpha_i \) a weighting coefficient. The properties \( Model_i(p) \) used in this global fit are the ECA camera position in X, Y and Z, the view direction and the Z position of the best focus plane. The results for the fit are shown together with the experimental data in the preceding Figs. 15 and 16.

The output coefficients \( p \) of the global fit are the parameters of the main lens of the system: the focal length \( f_H \) (25.21mm), the thickness \( L_H \) (58.3mm), its absolute distance to the sensor \( f_H + Z_0 \) (26.4mm from the back principal plane for \( \Delta Z = 0 \)) and the alignment shift between the sensor and the micro-lens array \( t_p \). However, this last parameter is lost in the fit due to the re-centering of the data for the view direction and the ECA camera position in X and Y. We use 3 independent pseudo parameters, one for each property to represent it instead.

To culminate our validation, we perform a characterization of the main lens, employing a Shack-Hartmann sensor [33]. This experiment delivers a focal length \( f_H \) for the main lens of 23 ± 2mm, which provides a reasonable error with respect to our estimation from the fit. Measuring the absolute smallest distance of the main lens to the sensor \( f_H + Z_0 \) (i.e. at \( \Delta Z = 0 \)) is a challenging experimental endeavor. From our experiment, we can qualitatively confirm that the distance obtained from the fit corresponds to the experimental setup since we purposely place the main lens at the physically closest distance to the sensor. The last pseudo parameter \( t_p \) has a different value for each property fit and this value is close to zero because of the re-centering of the data.

**VII. DISCUSSION**

**A. Camera array equivalence**

If a real camera array were to be constructed with the characteristics of the ECA (position of the centers and shape and size of the apertures) corresponding to a light-field camera, the light-field measured by this real camera array would be the same to the first-order as the one measured by the light-field camera. One difference between the real and the virtual array is that the main lens front plane is possibly at a different position than the virtual lens plane where the real array must be placed. In case where the array position is in front of the main lens as in Fig. 6, a physical array would not be able to see an object lying between the main lens front plane and itself, whereas a light-field camera can also measure this part of the object space.

The other notable difference with a real array is that the abstraction made with the two-aperture model implies a loss of the optical properties of the apertures. As such, the effect of refraction is ignored and consequently, the focal length of the cameras of the ECA is unknown. Moreover, the real pixel pitch and sensor position are also unknown. These parameters characterize the image side of the cameras and cannot be predicted by the ECA model. Actually, all of these parameters are linked together and are parameterized by the focal length value which is free to choose. The constraints are fixed by the position and pitch of the pixels in object space given by the ECA. In the end, multiple camera arrays can be made having the same sampling as the ECA.

Finally, the main condition to obtain an equivalent camera array is to create a virtual camera from the grouping of several two aperture elements sharing the same aperture (Section IV-C). The center of this common aperture is considered to be the center of projection of the virtual camera. For imaging systems that do not maintain the condition of having a common aperture, the ECA of the system does not exist. As an example, imaging systems that use components that create non-perspective views [9] or that are too disordered [34] break the condition.

**B. Notes on the focused/afocal comparison**

The two configurations provide two distinct solutions for the spatio-angular resolution trade-off linked to the arrangement of the virtual cameras. From the baseline and angle of view properties, the ECA of the focused configuration is made of many cameras with a small angle of view, each looking at a different location of the focus plane. On the contrary, the ECA in the afocal configuration is very similar to a physical array of cameras. Each camera has a large angle of view and they all observe the same part of the focus plane. The focused configuration has a lower number of cameras seeing a common region of space and so its angular resolution is less than for the afocal configuration. This distinction was described as an improvement to the afocal case to retrieve lost spatial resolution [6].

The previous simulation and analysis did not take into account the influence of the vignetting effect, where some finite apertures in the system are blocking the theoretical path of light rays, resulting in cropped two-aperture elements. Vignetting reduces the spatial and angular resolution of the system so the depth of field and the angle of view of outer cameras in the ECA are most affected.

**C. Limitations of a first-order model**

The equivalent camera array model is a first-order model that can accurately predict the properties of a light-field camera...
if the Gauss conditions are respected. The apertures of the optical elements must remain small as well as the angles of the rays with respect to the optical axis. Using wider apertures goes with an increase of the effect of aberrations and degrades the quality of the measured light-field. This implies that light rays that in the ideal setting pass through the center of perspective of a given virtual camera, now do not converge to a single point. Non-converging rays correspond to a deformation of the phase space as displayed in the experimental phase space plotted in Fig. 17 (left). In contrast to the simulated phase space, the cells are no longer aligned in the plane \( P_W \), as the aberrations redirect the ray bundle, distorting the phase space. This fact is more prominent on the edges of the subviews, corresponding to the left and right sides of Fig. 17 (left). The simulated phase space is only provided by the parameters obtained from the fit, as again, we lack some physical specifications to accurately model the real light-field camera. A future higher order model may be able to adequately describe the deformations of the phase space and correlate them with optical aberrations.

VIII. CONCLUSION

We propose a model based on constructing an Equivalent virtual Camera Array (ECA) to describe the characteristics of a light-field camera. Our model abstracts the physical components into a pair of apertures that can be grouped to define an individual virtual camera. We can quantify most imaging properties for each virtual camera with the exception of focal length, for which we can only determine a family of solutions. There is an analytic equation for each derived property which is parameterized by the back focal length of the main lens. Camera properties can be computed for the distances comprised by the scene volume, which makes them a useful tool for optical design.

We validated our model through experimentation with a real light-field camera. In the absence of a genuine ground truth, we fitted our model to the experimental data, extracting system parameters that were checked by alternative methods. This validates our model for the light-field camera selected. A future higher order model may be able to adequately describe the deformations of the phase space and correlate them with optical aberrations. Future work will focus on a theory of aberrations for light-field cameras.

APPENDIX

EQUATIONS OF THE PROPERTIES

In this section, we list the analytical expressions used to plot the properties of the light-field cameras. The notations for the system parameters are defined in Fig. 18. The derivation can be found in the supplemental material.

A. Focused case

To simplify and shorten the equations, we introduce the following adimensional parameters:

\[
\alpha = \frac{L_H}{f_H}, \quad \gamma = \frac{H_z}{f_H}, \quad \beta = \frac{b}{f_p}, \quad \delta = \frac{d_p}{f_H}.
\]

We now list the equations that describe the imaged planes in object space.

a) Positions:

\[
P_w = \left( \frac{-t_p - d_p \left( \frac{n_p}{2} - t + \frac{1}{2} \right)}{f_H \left( \alpha + \frac{\gamma}{\gamma - 1} \right)} \right)
\]

\[
Q_w = \left( \frac{\beta (t_p - d_p \left( \frac{n_p}{2} - t + \frac{1}{2} \right)) + d_s \left( \frac{n_s}{2} - t + \frac{1}{2} \right)}{f_H \left( \alpha + \gamma - \frac{\beta \delta - (\beta - 1) (\gamma - 1)}{\beta \delta - (\beta - 1) (\gamma - 1) + 1} \right)} \right)
\]

b) Pitches: The pitch of the apertures of the micro-lens and the pixel image in object space are respectively:

\[
D_p = -\frac{d_p}{\gamma - 1} \quad \text{and} \quad D_s = -\frac{d_s}{\beta \delta - (\beta - 1) (\gamma - 1)}.
\]

We now list the equations obtained for the ECA properties.

c) View direction:

\[
VD = -\arctan \left( \frac{t_p - d_p \left( \frac{n_p}{2} - t + \frac{1}{2} \right)}{f_H} \right)
\]

d) Angle of view:

\[
AOV = \arctan(A + B) - \arctan(A - B),
\]

where

\[
A = \frac{t_p - d_p \left( \frac{n_p}{2} - t + \frac{1}{2} \right)}{L_H} \quad \text{and} \quad B = \frac{d_p (\gamma - 1)}{2 \beta \delta L_H}.
\]
e) Depth of field:

\[ \text{DOF} = - \frac{2 \beta \delta \theta_p f_H d_s}{d_s^2 (\gamma - 1)^2 - d_p^2 (\beta \delta - (\beta - 1)(\gamma - 1))^2}. \]

f) Baseline: For a point \((z,0)\) on the optical axis, the baseline is:

\[ \text{Bln} = -\frac{d_p \left( (\gamma - 1) \left( \alpha + \gamma - \frac{z}{f_H} \right) + 1 \right)}{\beta \delta (\gamma - 1) \left( \alpha + \gamma - \frac{z}{f_H} \right) + 1}. \]

g) Accuracy: For a point \((z,0)\) on the optical axis, the transversal and longitudinal accuracies are respectively:

\[ \text{Trans. Acc.} = -\frac{d_s \left( (\alpha - \frac{z}{f_H}) (\gamma - 1) + \gamma^2 \right)}{\beta \delta}. \]

and

\[ \text{Long. Acc.} = \frac{2 f_H d_s (\gamma - 1) C + 1) C}{d_p^2 - d_s^2 (\gamma - 1)^2 C^2}, \]

where \(C = \left( \alpha + \gamma - \frac{z}{f_H} + 1 \right)\).

B. Afocal case

h) Positions:

\[ \text{P}_w = \left( -\frac{t_p - d_p (\frac{n_p}{2} - t + \frac{1}{2})}{f_H (\alpha + \gamma - 1)} \right). \]

\[ \text{Q}_w = \left( \frac{t_p + d_s (\frac{n_p}{2} - v + \frac{1}{2}) - d_p (\frac{n_p}{2} - t + \frac{1}{2})}{f_H (\alpha + \gamma - 1)} \right). \]

i) Pitches:

\[ D_p = -\frac{d_p}{\gamma - 1} \text{ and } D_s = -\frac{d_s}{\delta}. \]

j) View direction:

\[ \text{VD} = -\text{arctan} \left( \frac{\delta t_p + (\gamma - 1) D}{\delta f_H} \right). \]

where \(D = t_p + d_s \left( \frac{n_p}{2} - v + \frac{1}{2} \right) - d_p \left( \frac{n_p}{2} - t + \frac{1}{2} \right)\).

k) Angle of view:

\[ \text{AOV} = \text{arctan} \left( \frac{E - n_p d_p}{2 f_H} \right) - \text{arctan} \left( \frac{E + n_p d_p}{2 f_H} \right), \]

where \(E = \frac{\delta t_p + (\gamma - 1) D}{\delta f_H} \).

l) Depth of field:

\[ \text{DOF} = \frac{2 \beta \delta \theta_p f_H d_s}{d_s^2 (\gamma - 1)^2 - \delta^2 d_p^2}. \]

m) Baseline: For a point \((z,0)\) on the optical axis, the baseline is:

\[ \text{Bln} = -\frac{n_p d_p \left( \alpha + \gamma - \frac{z}{f_H} + 1 \right)}{\left( \alpha - \frac{z}{f_H} \right) (\gamma - 1) + \gamma^2}. \]

n) Accuracy: For a point \((z,0)\) on the optical axis, the transversal and longitudinal accuracies respectively are:

\[ \text{Trans. Acc.} = d_p \left( \alpha + \gamma - \frac{z}{f_H} + 1 \right), \]

and

\[ \text{Long. Acc.} = 2 n_p f_H \left( \left( \alpha - \frac{z}{f_H} \right) (\gamma - 1) + \gamma^2 \right) C. \]
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