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Fast Control Systems: Nonlinear Approach

Andrey Polyakov

Abstract This chapter treats the problem of fast control design for nonlinear sys-
tems. First, we discusses the question: which nonlinear system can be called fast?
Next, we develop some tools for analysis and design of such control systems. The
method generalized homogeneity is mainly utilized for these purposes. Finally, we
survey possible research directions of the fast control systems.

1 Introduction

The Olympic motto “Citius, Altius, Fortius” (“Faster, Higher, Stronger”) precisely
reflects evolution trend of any known engineering invention. Each next generation
of aircrafts (automobiles, trains, robots and so on) has to be faster than previous
one. They also must demonstrate higher performance and stronger robustness. Any
related renovation usually requires an update of automatic control system.

The control theory is an interdisciplinary branch of both mathematics and engi-
neering sciences. Consequently, on the one hand, some engineering invention pre-
cedes some renovation of control design methodology. Indeed, digital controllers
(computes in general) replaced analog devices implying appearance of new research
fields such as sampled, hybrid, event-driven control systems. On the other hand,
new ideas to control theory may come from pure mathematics. For example, sliding
mode control principles [48] are essentially based on ideas of theory of differen-
tial equations with discontinuous right hand sides [18] introduced in 1960, but the
calculus of variations (see, e.g. [40]) initiated in 17th century underlies the optimal
control design [40].

The fundamental background of the whole modern mathematical control theory
has been presented in the seminal work [27] of A.M. Lyapunov ”The general prob-
lem of the stability of motion” published in 1892. Today quantitative characteristics
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of stability ( Lyapunov exponents, Lyapunov functions, etc) specify performance of
control systems (such as convergence rate, input-to state stability, etc). Exponen-
tial stability determines the convergence rate of stable linear Ordinary Differential
Equations (ODEs), which are still the most popular models of control systems.

Any mathematical model is just an approximation of a real (physical) plant under
some assumptions on its behavior. Frequently, linear approximation (model) is not
appropriate if we deal with ”fast” control system, since linearizion neglects some
nonlinear dynamics, which imply fast transition. To define ”fast” control this pa-
per uses linear system as the reference point for comparison of convergence rate.
Namely, a nonlinear system is said to be fast if it demonstrates transients motions
faster than any linear one, i.e. convergence rate of nonlinear system is faster than
any exponential. In [38] such systems were called hyper exponential.

1.1 Motivating Example

Here we present an example of nonlinear model of physical system in order to pick
out nonlinearities which may invoke fast transitions.

Let us consider mechanical system consisting of a rigid body moving laterally
on a contact surface and in some viscous environment (fluid). A simplest real-life
example of such mechanical system is a car moving on a flat road with a sufficiently
high velocity (more than 50 km/h).

Let z be position of the center of mass of the body in an inertial frame. The
equation describing motion of this system has the form

ż(t) = v(t), mv̇(t) = F(t), t > 0, z(t) ∈ R,

where v(t) is the velocity, m is a mass of the body, but F is sum of external forces.
We study only deceleration motion of this system assuming that at the initial in-

stant of time the system has some non-zero velocity ż(0) = v(0) 6= 0. Dissipation of
the energy may be caused by several external forces. To discover hyper exponential
behavior it is sufficient to consider only two of them:

• drag force (fluid resistance) is proportional to the square of the velocity [17]
Fdrag(t) =−kdrag v2(t) sign[v(t)],

where kdrag > 0 is the coefficient of fluid resistance and the sign function is

sign[ρ] =

 1 if ρ > 0,
0 if ρ = 0,
−1 if ρ < 0;

• dry friction force is nearly velocity independent and given by the next model [3]
Fdry(t) =−kdry sign[v(t)],

where kdry > 0 is the coefficient of dry friction.

Usually the friction models also contain some linear terms (proportional to veloc-
ity). We skip them for simplicity of analysis, since they will not effect the final
conclusions about convergence rate.
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The sum of external forces F(t) can be represented as follows

F(t) = Fdrag(t)+Fdry(t) =−
(
kdry + kdrag v2(t)

)
sign[v(t)].

and the differential equation describing evolution of the velocity of the body has the
form:

mv̇(t) =−
(
kdry + kdrag v2(t)

)
sign[v(t)].

It is easy to see that v = 0 is the equilibrium of the last equation, which is globally
stable, v(t)→ 0 as t→+∞. The equation can be solved analytically:

v(t) = tan

(
arctan(|v(0)|)−

√
kdry kdrag

m
t

)
sign[v(0)].

This immediately implies v(t) = 0 for t ≥ m√
kdry kdrag

arctan(|v(0)|). Since arctan is

bounded function we conclude that independently of initial velocity the motion of
the body terminates no later than

Tmax =
mπ

2
√

kdry kdrag
.

The deceleration rate of this mechanical system is hyper exponential since it
faster than any exponential in the following sense:
∀C > 0, ∀α > 0 : ∃v(0) ∈ R, ∃t ′ > 0 such that |v(t)|<C|v(0)|e−αt , ∀t > t ′.

Below we use this property for the rigorous definition of fast stability.

1.2 State of the Art

It seems that the first separation of fast and slow motions of dynamical systems
have been systematically studied in the context of the so-called singularly perturbed
ODEs [47], which contain a small parameter multiplied by the highest derivative.
Tending this parameter to zero implies boosting system transitions in a certain sub-
space. In this paper we follow another philosophy.

According to the motivating example given above fast motions are caused by the
nonlinearity of the plant. Dependently of the type of nonlinearity the fast transi-
tions can be guaranteed locally or globally. Description of the behavior of such ”fast
nonlinear systems” can be efficiently embedded into Lyapunov Theory of stability.
Some results in this context can be discovered in the literature. In particular, fast
stability of ODEs is represented by the notions of finite-time and fixed-time stabili-
ties [50], [43], [20], [11], [6], [29], [26], [2], [14], [33], [39], but hyper exponential
transitions are studied in [38] as fast behavior of time delay systems. Fast models
described by partial differential equations may demonstrate the so-called finite-time
extinction property [46], [19], [31], [10] also known as super stability [5], [13]. This
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chapter surveys systematically all the mentioned concepts and presents some tools
for analysis and design of fast (in particular fixed-time) control systems.

2 Stability and Fast Convergence

The concept of stability introduced by A.M. Lyapunov [27] considers a nominal
motion x∗t0,x0

(t), t ≥ t0 of a dynamic system with initial state x∗t0,x0
(t0) = x0 and per-

turbed motions obtained for initial conditions x0 + δ , where δ is a perturbation. If
small perturbations of initial conditions imply small deviations of perturbed motions
from x∗t0,x0

(t) then the nominal motion is called stable. In this chapter we deal only
with stability analysis of the zero solution (i.e. the origin), since making the change
of variables y = x− x∗ we transform stability analysis problem to the latter case.

Let us consider the nonlinear system

ẋ(t) = f (t,x(t)), t > t0 ∈ R, (1)

x(t0) = x0 ∈ Rn, (2)

where f : R×Rn may be a non-Lipschitz or even discontinuous function. In the lat-
ter case we assume that f satisfies conditions of existence of Filippov solutions [18],
which almost everywhere satisfy the differential inclusion ẋ(t) ∈ F(t,x(t)), t > 0,
where F : R×Rn ⇒ Rn is a set-valued function contracted from f using a proper
regularization procedure. Three the most popular regularization procedures are sur-
veyed in [18], [39]. Note that in general the Cauchy problem (1)-(2) may have non-
unique solutions implying two types of stability: weak stability (a stability property
holds for some solution) and strong stability (a stability property holds for all solu-
tions) (see, for example, [44], [43], [18]). Weak stability usually is not enough for
robust control purposes. All conditions presented in definitions below are assumed
to be held for all solutions of (1)-(2).

2.1 Non-Rated Stability

Assume that the origin is the equilibrium point of (1), i.e. f (t,0) = 0 (or 0∈ F(t,0))
for all t ∈ R. This means that x∗(t)≡ 0 is the solution to (1), (2) with x0 = 0.

Definition 1 (Lyapunov stability). The origin of the system (1) is said to be Lya-
punov stable if for ∀ε ∈ R+ and ∀t0 ∈ R there exists δ = δ (ε, t0) ∈ R+ such that
for ∀x0 ∈ Rn : ‖x0‖ < δ any solution xt0,x0(t) of Cauchy problem (1), (2) exists for
t > t0 and ‖xt0,x0(t)‖< ε for t > t0.

If the function δ does not depend on t0 then the origin is called uniformly Lyapunov
stable. If f (t,x) is independent of t (time-invariant) and the zero solution of (1) is
Lyapunov stable, then it is uniformly Lyapunov stable.
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Proposition 1. If the origin of the system (1) is Lyapunov stable then x(t) = 0 is the
unique solution of Cauchy problem (1), (2) with x0 = 0 and t0 ∈ R.

The origin, which does not satisfy any condition from Definition 1, is unstable.

Definition 2 (Asymptotic stability). The origin of the system (1) is said to be
asymptotically stable if it Lyapunov stable and if for any t0 ∈R there exists an open
set U(t0)⊆Rn : 0∈ int(U(t0)) such that ∀x0 ∈U(t0) one holds lim

t→+∞
‖xt0,x0(t)‖= 0.

The set U(t0) is called domain of attraction. It is always a neighborhood of the
origin. If U(t0) =Rn then the asymptotically stable origin of the system (1) is called
globally asymptotically stable.

The uniform asymptotic stability asks for more strong attractivity property.

Definition 3 (Uniform asymptotic stability). The origin of the system (1) is said to
be uniformly asymptotically stable if it is asymptotically stable with a time-invariant
attraction domain U ⊆ Rn and ∀R > 0, ∀ε > 0 there exists t∗ = t∗(R,ε) ∈ R+ such
that ∀x0 ∈U : ‖x0‖< R and ∀t0 ∈ R one holds ‖xt0,x0(t)‖< ε for t > t0 + t∗.

If U =Rn then a uniformly asymptotically stable origin of the system (1) is called
globally uniformly asymptotically stable. Uniform asymptotic stability always im-
plies asymptotic stability. The converse holds for time-invariant systems.

Proposition 2 ([9], Proposition 2.2, page 78). Let a set-valued function F : Rn →
Rn be defined and upper-semicontinuous in Rn. Let F(x) be nonempty, compact and
convex for any x ∈ Rn. If the origin of the system ẋ ∈ F(x) is asymptotically stable
then it is uniformly asymptotically stable.

2.2 Rated Stability

In order to provide good performance to control system a rate of transition processes
has to be adjusted. An asymptotic stability does not characterize convergence rate,
which should be somehow specified. The exponential stability is the classical exam-
ple of the ”rated” stability.

Definition 4 (Exponential stability). The origin of the system (1) is said to be
exponentially stable if it is asymptotically stable and for any t0 ∈ R there exists an
attraction domain U(t0) and C=C(t0)>0, r=r(t0)>0 such that

‖xt0,x0(t)‖ ≤C‖x0‖e−r(t−t0), t > t0, x0 ∈U(t0). (3)

The exponential stability is uniform if U(t0), C(t0) and r(t0) are time invariant. The
parameter r defines the rate of exponential convergence. Obviously, exponential sta-
bility implies both Lyapunov stability and asymptotic stability, and it is usually ex-
ploited by linear control theory.
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Definition 5 (Hyper Exponential Stability)).The origin of the system (1) is said to
be hyper exponentially stable if it is exponentially stable with U(t0)⊆Rn, t0∈R and

∀C>0, ∀r>0, ∃x0∈U(t0), ∃t ′=t ′(t0) : ‖xt0,x0(t)‖<C‖x0‖e−r(t−t0), t>t0+t ′. (4)

The origin is uniformly hyper exponentially stable if U(t0), t ′(t0) are time-invariant.
Definition 5 also introduces kind of ”non-rated” stability since it does not provide
any quantitative index to characterize (compare) hyper exponential convergence
rates.

Given vector α = (α0,α1, ...,αr)
> ∈ Rr+1

+ ,αi > 0 with r ≥ 0 let us define recur-
sively the following family of functions

ρ0,α(s) = α0s, ρi,α(s) = αi(eρi−1,α (s)− eρi−1,α (0)), i = 1,2, ...,r .

Obviously ρi,α(0) = 0. The Fig. 1 depicts e−ρi,α (t), t > 0 for i = 1,2 and αi = 1 in a
logarithmic scale in order to show the decay rate.

0 0.2 0.4 0.6 0.8 110−2

10−1

100

t

e−
ρ
i,
α
(t
)

 

 

i = 1
i = 2

Fig. 1 Hyper exponential rate of convergence

Definition 6 (Rated Hyper Exponential Stability, [38]). The origin of the system
(1) is said to be hyper exponentially stable of degree r≥ 0, if it is hyper exponentially
stable with U(t0)⊆ Rn, t0 ∈ R and ∃C =C(t0)> 0, ∃α = α(t0) ∈ Rr+1

+ such that

‖xt0,x0(t)‖ ≤C‖x0‖e−ρr,α (t−t0)), t > t0, x0 ∈U(t0). (5)

The rated hyper exponential stability becomes uniform if U(t0), C(t0) and r(t0) are
time invariant. By analogy with the exponential case let us call the vector α by the
rate of hyper exponential convergence. If the hyper exponential stability of degree r
is equal to zero then rate of convergence becomes exponential.
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Example 1. The right-hand side of the system

ẋ(t) =−2x(t)| ln |x(t)||, t > t0, x(t0) = x0 ∈U := (−0.5,0.5),

is continuous at the origin (and, in fact, in R), which is locally asymptotically stable
in the attraction domain U . The considered system has the following an explicit
solution

x(t) = x0eln(|x0|)(e2(t−t0)−1) for x0 ∈U.

Since, obviously, we have |x(t)| ≤ |x0|e− ln(2)(e2(t−t0)−e2·0) for all x0 ∈ U then the
origin of the consider system is uniformly hyper exponentially stable of degree 1
with the rate of hyper exponential convergence given by the vector α = (2, ln2)>.

Remark 1. Similarly to the exponential case, the index α (rate of hyper exponential
convergence) can be utilized for comparison of decay rates. Indeed, it is easy to
show that for α,β ∈ Rr+1

+ the inequality α ≥ β (understood in a component-wise
sense) implies e−ρr,α (s) ≤ e−ρr,β (s) for all s≥ 0.

2.3 Non-asymptotic convergence

The motivating example considered in Subsection 1.1 presents the mechanical sys-
tem, which has non-asymptotic transitions, i.e. any trajectory reach the equilibrium
after a finite instant of time.

Definition 7 (Finite-time stability ([43], [6])). The origin of the system (1) is said
to be finite-time stable if it is Lyapunov stable in U(t0) ∈ Rn, t0 ∈ R and finite-time
attractive : ∀x0 ∈U(t0), ∃T = T (t0,x0)≥ 0 such that xt0,x0(t) = 0, ∀t ≥ t0 +T .

Finite-time transitions are required for many control applications. For example,
antimissile control has to be designed only on a finite interval of time, since there is
nothing to control after missile explosion.

Obviously that finite-time stability always implies asymptotic stability. The
settling-time function T of time-invariant finite-time stable system (1) is indepen-
dent of t0, i.e. T = T (x0). However, in contrast to asymptotic and Lyapunov stability,
finite-time stability of a time-invariant system, in general, does not imply uniform
finite-time stability, which asks at least for boundednees of the settling time function
in a neighborhood of the origin.

Example 2 ([6], page 756). Let a vector field f :R2→R2 of a time-invariant system
be defined on the quadrants

QI =
{

x ∈ R2\{0} : x1 ≥ 0, x2 ≥ 0
}

QII =
{

x ∈ R2 : x1 < 0, x2 ≥ 0
}

QIII =
{

x ∈ R2 : x1 ≤ 0, x2 < 0
}

QIV =
{

x ∈ R2 : x1 > 0, x2 < 0
}

as shown in Fig. 2. The vector field f is continuous, f (0) = 0 and x = (x1,x2)
T =

(r cos(θ),r sin(θ))T , r > 0, θ ∈ [0,2π). In [6] it was shown that this system is
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Fig. 2 Example of S.P. Bhat and D. Bernstein [6].

finite-time stable and, moreover, it is uniformly asymptotically stable. However, for
the sequence of the initial conditions xi

0 = (0,−1/i)T , i = 1,2, ... we have (see [6]
for the details) xi

0 → 0 and T (xi
0)→ +∞ as i→ +∞. So, considering an open ball

B(r) of the radius r with the center at the origin we have for any r > 0 that

sup
x0∈B(r)

T (x0) = +∞,

i.e. the trajectories of the considered system converge to zero in finite-time , but
non-uniformly with respect to the initial conditions.

Definition 8 (Uniform finite-time stability, [29], [39]). The origin of the system
(1) is said to be uniformly finite-time attractive if it is finite-time stable in a time-
invariant attraction domain U ⊆ Rn and the settling time function T : R×U → R
is locally bounded on R×U uniformly on the first argument, i.e.

∀y ∈U, ∃ε > 0 such that sup
t0∈R, ‖x0−y‖<ε

T (t0,x0)<+∞.

The mechanical system considered in the motivating example presented in Sub-
section 1.1 is obviously uniformly finite-time stable even if the drag force is as-
sumed to be equal zero. The quadratic term provided by drag force implies more
fast non-asymptotic transitions characterized by the next definition.

Definition 9 (Fixed-time stability, [33]). The origin of the system (1) is said to be
fixed-time stable if it is uniformly finite-time stable in U ⊂ Rn and the settling time
function T (t0,x0) is bounded on R×U, i.e.

∃Tmax > 0 : xt0,x0(t) = 0, t > t0 +Tmax, ∀t0 ∈ R, ∀x0 ∈U.

If U = Rn then the origin of the system (1) is globally stable in the sense of
definitions given above.

Obviously all finite-time and fixed-time stable systems are also hyper exponen-
tially stable (locally or globally).
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3 Mathematical Tools for Analysis of Fast Nonlinear Systems

3.1 Generalized Homogeneity

Homogeneity widely studied in control theory [23], [41], [32], [15], [37] is a sort of
symmetry of an object (e.g. function or vector field) with respect to some group of
transformations called dilation.

3.1.1 Dilation Group

Let ‖ ·‖ be a norm in Rn and ‖ ·‖A be the matrix norm induced by ‖ ·‖, i.e. ‖A‖A =

supu∈Rn
‖Au‖
‖u‖ if A ∈ Rn×n.

Definition 10. A map d : R→ Rn×n is called dilation in Rn if it satisfies

• the group property: d(0) = I ∈ Rn×n and d(t + s) = d(t)d(s) for t,s ∈ R;
• the continuity property: the map d is continuous in the norm ‖ · ‖A, i.e.

∀t > 0, ∀ε > 0, ∃δ = δ (t,ε)> 0 : |s− t|< δ ⇒ ‖d(s)−d(t)‖A ≤ ε.
• the limit property: lim

s→−∞
‖d(s)u‖=0 and lim

s→+∞
‖d(s)u‖=+∞ uniformly on u∈S,

where S = {u ∈ Rn : ‖u‖= 1} is the unit sphere in Rn.

The dilation given by this definition was originally introduced in [35] for abstract
Banach spaces B in the form a strongly continuous group of linear bounded opera-
tors [30], i.e. d(s) ∈L (B,B) and d(·)u : R→ B is continuous for any u ∈ B. In a
finite dimensional space any strongly continuous group is uniformly continuous, i.e.
continuous in the norm of the Banach space L (B,B) - the space of linear bounded
operators B→ B. For B = Rn we derive L (B,B) = Rn×n and the definition 10 is
equivalent Definition 1 from [35].

Example 3. The well-known dilations in Rn

• uniform dilation (L. Euler 17th century) : d(s) = es, s ∈ R;

• weighted dilation (Zubov 1958, [49]): d(s)=
( er1s 0 ... 0

0 er2s ... 0
... ... ... ...
0 0 ... erns

)
, s∈R, ri>0;

obviously, satisfy Definition 10. The geometric dilation [24], [23], [42] is more gen-
eral since it allows the map d(s) : Rn→Rn(s∈R) to be non-linear.

The matrix Gd ∈Rn×n defined as Gd = lims→0
d(s)−I

s is known (see, e.g. [30, Ch.
1]) as the generator of the group d(s). It satisfies the following properties

d
dsd(s) = Gdd(s) = d(s)Gd, s ∈ R and d(s) = eGds = ∑

+∞

i=0
siGi

d
i! .

If we denote bAcA = inf
u∈Rn

‖Au‖
‖u‖ , A ∈ Rn×n then the limit property implies that

• d(s) 6= I if s 6= 0; • bd(s)cA→+∞ as s→+∞;
•‖d(s)‖A→ 0 as s→−∞; •bGdc>0 (i.e. kerGd={0}).
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Definition 11. The dilation d is monotone on Rn if ‖d(s)‖A < 1 for s < 0.

Monotonicity of the dilation depends on the norm ‖ · ‖.

Example 4. The dilation d(s) = es
(

cos(s) sin(s)
−sin(s) cos(s)

)
with Gd =

(
1 1
−1 1

)
is monotone on

R2 equipped with weighted norm ‖u‖P =
√

u>Pu if P =
(

1 1/
√

2
1/
√

2 1

)
> 0 and it

is non-monotone if, for example, P =
(

1 3/4
3/4 1

)
> 0. In the latter case, the curve

{d(s)u : s ∈ R} may cross the unit sphere in two different points.

Theorem 1. A dilation d is monotone on Rn if and only if one of the conditions holds

1) bd(s)cA > 1 for s > 0;
2) the continuous function ‖d(·)u‖ : R→R+ is strictly increasing for any u ∈ S,

where S := {u ∈ Rn : ‖u‖= 1} is the unit sphere;
3) for any u ∈ Rn there exists a unique pair (s0,u0) ∈ R×S such that u = d(s0)u0.

Proof. 1) For any u ∈ S we have 1 = ‖u‖ = ‖d(s)d(−s)u‖ ≤ ‖d(s)‖A‖d(−s)u‖.
Hence, 1≤ ‖d(s)‖Abd(−s)cA for any s ∈ R.
2) On the one hand, since supu∈S ‖d(s)u‖ = ‖d(s)us‖ for some us ∈ S then strict
monotonicity of ‖d(·)u‖ for any u ∈ S implies ‖d(s)‖ < 1 for s < 0. On the other
hand, if d is monotone then for u 6= 0 and s1 < s2 one has ‖d(s1)u‖−‖d(s2)u‖ =
‖d(s1)u‖−‖d(s2− s1)d(s1)u‖ ≤ (1−bd(s2− s1)cA)‖d(s1)u‖< 0. This implies the
function ‖d(·)u‖ is strictly increasing for any u ∈ S.
3) Necessity. Existence and uniqueness of the pair (s0,u0) such that u0 = d(s0)u ∈
S for u ∈ Rn immediately follows continuity of the dilation and the condition 2).
Sufficiency. If u ∈ S is an arbitrary vector from the unit sphere then d(s)u /∈ S for
all s 6= 0. Indeed, otherwise the pair (s0,u0) ∈ R×S : u0 = d(s)u ∈ S is not unique.
Hence, the limit property of the dilation (see, Definition 10) implies ‖d(s)u‖< 1 for
all s < 0 and all u ∈ S, i.e. ‖d(s)‖A < 1 for s < 0.

Theorem 1 guarantees the functions ‖d(·)‖A :R→R+ and bd(·)cA :R→R+ are
also continuous and strictly increasing. Moreover, if ‖ · ‖ is Ck outside the origin
then the identity d

dsd(s) = Gdd(s) guarantees that these functions are also Ck.

Definition 12. The dilation d is said to be strictly monotone on Rn if there exists
β > 0 such that ‖d(s)‖A ≤ eβ s for s≤ 0.

The dilation d considered in Example 4 is strictly monotone on R2 equipped with
the conventional Euclidian norm.

Theorem 2. Let d be a dilation in Rn then

• the matrix −Gd is Hurwitz, i.e. all eigenvalues λi of Gd are placed in the right
complex half-plane;
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• for any β ∈ (0,β ∗] there exists a symmetric matrix P ∈ Rn×n,P = P> such that

PGd+G>d P≥ 2βP, P > 0; (6)

where −β ∗ < 0 is the spectral abscissa of −Gd, i.e. β ∗ = minℜ(λi)
• the dilation d is strictly monotone with respect to the weighted Euclidean norm
‖·‖=

√
〈·, ·〉 induced by the inner product 〈u,v〉=u>Pv with P satisfying (6) and

eαs≤bd(s)cA≤‖d(s)‖A≤ eβ s if s≤0, eβ s≤bd(s)cA≤‖d(s)‖A≤ eαs if s≥0,

α := supz∈S〈Gdz,z〉= 1
2 λmax(P1/2GdP−1/2 +P−1/2G>d P1/2)> 0,

β := infz∈S〈Gdz,z〉= 1
2 λmin(P1/2GdP−1/2 +P−1/2G>d P1/2)> 0.

(7)

Proof. Since d
dsd(s) = Gdd(s),d(0) = I then d(s) is the fundamental matrix of the

linear system ODEs with the matrix Gd. The limit property of the dilation implies
that this system of ODEs is globally asymptotically stable in the inverse time, i.e.
the matrix −Gd is Hurwitz. Hence, there exists a symmetric positive definite ma-
trix such that (6) holds and for any u ∈ S one has d

ds‖d(s)u‖
2 = u>d(s)>(G>d P+

PGd)d(s)u ≥ 2β‖d(s)u‖2. Similarly we derive d
ds‖d(s)u‖

2 ≤ α‖d(s)u‖2, i.e. the
inequalities (7) hold.

Therefore, any dilation d is strictly monotone on Rn equipped with the
weighted Euclidian norm ‖u‖=

√
u>Pu if the matrix P>0 satisfies (6).

3.1.2 Homogeneous Norm

The ”homogeneous norm” is not a norm in the classical sense, since, in particular,
the triangle inequality may not hold. However, it introduces a topology in Rn:

Sd(r) = {u ∈ Rn : ‖u‖d = r} and Bd(r) = {u ∈ d : ‖u‖d < r} , r > 0,

where Sd(r) is the homogeneous sphere of the radius r, Bd(r) is the homogeneous
ball of the radius r and ‖·‖d :Rn→R is a function introduced by the next definition.

Definition 13. A continuous function ‖ ·‖d : Rn→R+ is said to be d-homogeneous
norm if ‖u‖d→ 0 as u→ 0 and ‖d(s)u‖d = es‖u‖d > 0 for u ∈ Rn\{0} and s ∈ R.

There are many ways to construct a homogeneous norm in Rn (see, e.g. [22],
[41],[23], [35]). For monotone dilations we can introduce the canonical homoge-
neous norm as follows:

‖u‖d = esu : ‖d(−su)u‖= 1. (8)

In [34] this homogeneous norm was called canonical since it is induced by the
canonical norm ‖ · ‖ in Rn and ‖x‖d = ‖x‖ = 1 on the unit sphere S. Obviously
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that
bd(ln‖u‖d)cA ≤ ‖u‖ ≤ ‖d(ln‖u‖d)‖A,

where bd(·)cA and ‖d(·)‖A are continuous and strictly increasing functions (see,
Theorem 1).

In the view of Theorem 2 the symbol ‖ · ‖d denotes the canonical homoge-
neous norm by default.

Proposition 3. If d is strictly monotone on Rn with dilation rate β > 0 : ‖d(s)‖A ≤
eβ s for s < 0 (see Definition 12) then

•
∣∣∣‖u1‖β

d−‖u2‖β

d

∣∣∣≤ ‖u1−u2‖ for u1,u2 ∈ Rn\Bd(1),
• the homogeneous norm ‖ · ‖d is Lipschitz continuous outside the origin;
• if the norm ‖ ·‖ is smooth outside the origin then the homogeneous norm ‖ ·‖d is

also smooth outside the origin, d
ds‖d(−s)u‖< 0 for s ∈ R, u ∈ Rn\{0} and

∂‖u‖d
∂u = ‖u‖d

∂‖z‖
∂ z

∣∣∣
z=d(−s)u

∂‖z‖
∂ z

∣∣∣
z=d(−s)u

Gdd(−s)u

∣∣∣∣∣
s=ln‖u‖d

for u ∈ Rn\{0} (9)

Proof.

• Since for ui ∈ Rn we have ‖ui‖d = esi : ‖d(−si)u‖ = 1 then 1 = ‖d(−s1)u1‖ =
‖d(−s1)(u1 − u2) + d(s2 − s1)d(−s2)u2‖ ≤ ‖d(−s1)‖A‖(u1 − u2)‖+ ‖d(s2 −
s1)‖A. For 1 < ‖u2‖d < ‖u1‖d we have 0 < s2 < s1 and 1 ≤ e−β s1‖u1− u2‖+
eβ s2−β s1 or equivalently, ‖u1‖d−‖u2‖d ≤ ‖u1−u2‖.

• Lipschitz continuity follows from the proven inequality, the identity ‖d(s)u‖d =
es‖u‖d and monotonicity of the dilation.

• The existence of the unique function s : Rn → R such that ‖d(−s(u))u‖ = 1
has been proven in Theorem 1. Since the dilation is strictly monotone then
d
ds‖d(−s)u‖ < 0 on S (and, on Rn\{0}) for all s ∈ R (see, Theorem 1). Since

the norm ‖ · ‖ is smooth them d
ds‖d(−s)u‖ = − ∂‖z‖

∂ z

∣∣∣
z=d(−s)u

Gdd(−s)u. Taking

into account ∂

∂u‖u‖d = es ∂ s
∂u

∣∣∣
s=ln‖u‖d

the formula (9) can be derived using Im-

plicit Function Theorem [12] applied to the equality ‖d(−s)u‖= 1 .

3.1.3 Homogeneous Functions and Homogeneous Vectors Fields

Vector fields, which are symmetric in certain sense with respect to dilation d, have
a lot of properties useful for control design and state estimation of both linear and
nonlinear plants as well as for analysis of the convergence rate.
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Definition 14 (Homogeneous vector field (function) [35]). A vector field f : Rn→
Rn (a function h : Rn→ R) is said to be d-homogeneous of degree ν ∈ R if

f (d(s)u) = eνsd(s) f (u), ∀u ∈ Rn\{0}, ∀s ∈ R. (10)

(resp. h(d(s)u) = eνsh(u), ∀u ∈ Rn\{0}, ∀s ∈ R. )

Example 5. Let us consider the dilation d(s) = es
(

1 0 0
0 cos(s) sin(s)
0 −cos(s) sin(s)

)
that is strictly

monotone with respect to the Euclidean norm ‖x‖ =
√

xT x and Gd =
(1 0 0

0 1 1
0 −1 1

)
.

The vector field f : R3 → R3 defined as f (x) =

(
x2

2+x2
3

x2
1(cos(ln |x1|)+sin(ln |x1|))

x2
1(cos(ln |x1|)−sin(ln |x1|))

)
and the

function h : R3 → R given by h = x3
1 +(x2

2 + x2
3)

3
2 are d-homogeneous of degree 1

and 3, respectively.

Example 6 (Vector Field with Both Negative and Positive Homogeneity Degrees).
Note that the vector field may have different degrees of homogeneity dependently of
dilation group. Indeed, the linear vector field f = Ax : Rn→ Rn defined by a chain
of integrators A =

(
0 In−1
0 0

)
∈ Rn×n is d1-homogeneous of degree 1 with d1(s) =

diag{eis}n
i=1 and d2-homogeneous of degree −1 with d2(s) = diag{e(n−i+1)s}n

i=1.
Similar conclusion can be made for the chain of power integrators.

The homogeneity allows local properties (e.g. smoothness) of vector fields (func-
tions) to be extended globally.

Corollary 1. Let the vector field f : Rn → Rn (a function h : Rn → R) be d-
homogeneous of degree ν ∈ R and the norm ‖ · ‖ in Rn be defined according to
Theorem 2 with β = β ∗ and α ≥ β given by (7).

i) If the function h is bounded on the unit sphere S then

a) for ν > 0 it is continuous at the origin, h(0) = 0 and radially unbounded1

provided that h(x) 6= 0 on S;
b) for ν = 0 it is globally bounded in Rn and continuity of h at the origin implies

that h = const;
c) for ν < 0 it is discontinuous at the origin, unbounded in any neighbourhood

of the origin and |h(x)| → 0 as x→ ∞;

ii) If the vector field f is bounded on the unit sphere S then

a) for ν +β > 0 it is continuous at the origin, f (0) = 0 and radially unbounded
if f (x) 6= 0 on S;

– for ν +β = 0 (resp. ν +α = 0 ) it is bounded on Bd(r) (resp. on Rn\Bd(r))
for any fixed r > 0;

1 The vector field f (resp. function f ) is radially unbounded if x→∞ implies ‖ f (x)‖→+∞ (resp.
|h(x)| →+∞).
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– for ν +β = ν +α = 0 it is globally bounded on Rn;
– for ν +β < 0 it is discontinuous at the origin, unbounded in any neighbour-

hood of the origin and ‖ f (x)‖→ 0 as x→ ∞;

iii)i The vector field f (resp. function h) is Lipschitz continuous on Rn\{0} if and
only if it satisfies Lipschitz condition on S.

iv) If h : Rn → R is a d-homogeneous function of degree ν and differentiable on S
then it differentiable on Rn\{0} and

∂h(u)
∂u

Gdu = νh(u) for u ∈ Rn\{0}. (11)

Proof. i) Since h(u) = h(d(ln‖u‖d)z) = ‖u‖ν
dh(z) where z = d(− ln‖u‖)u ∈ S and

the homogeneous norm is continuous then h is continuous at the origin if ν > 0,
discontinuous at the origin if ν < 0 and globally bounded if ν = 0.

ii) Similarly for the vector field f we derive f (u) = ‖u‖ν
dd(ln‖u‖d) f (z) and

‖u‖ν
dbd(ln‖u‖d)cA‖ f (z)‖ ≤ ‖ f (u)‖ ≤ ‖u‖ν

d‖d(ln‖u‖d)‖A‖ f (z)‖. For ‖u‖ < 1 we
have ‖u‖ν+α

d ‖ f (z)‖ ≤ ‖ f (u)‖ ≤ ‖u‖ν+β

d ‖ f (z)‖ and ‖u‖ν+β

d ‖ f (z)‖ ≤ ‖ f (u)‖ ≤
‖u‖ν+α

d ‖ f (z)‖ if ‖u‖> 1.
iii) Sufficiency. Let ui ∈ Rn\{0}, i = 1,2 then ui = d(ln‖ui‖d)zi for some zi ∈ S,

f (u1)− f (u2) = f (d(ln‖u1‖d)z1)− f (d(ln‖u2‖d)z2) = ‖u1‖ν
dd(ln‖u1‖d) f (z1)−

‖u2‖ν
dd(ln‖u2‖d) f (z2) = ‖u1‖ν

dd(ln‖u1‖d)( f (z1)− f (z2)) + (‖u1‖ν
dd(ln‖u1‖d)−

‖u2‖νd(ln‖u1‖d) f (z2)+ (‖u2‖νd(ln‖u1‖d)−‖u2‖ν
dd(ln‖u2‖d)) f (z2). If L > 0 is

a Lipschitz constant on S then ‖ f (u1)− f (u2)‖ ≤ L‖u1‖ν
dd(ln‖u1‖d)‖z1 − z2‖+

‖d(ln‖u1‖d) f (z2)‖(‖u1‖ν
d−‖u2‖ν

d)+ ‖ f (z2)‖‖u2‖ν‖d(ln‖u1‖d)− d(ln‖u2‖d)‖A.
Since d(s1)−d(s2)=Gd

∫ s1
s2
d(s)ds and the function ‖d(·)‖A is strictly monotone in-

creasing then ‖d(ln‖u1‖d)−d(ln‖u2‖d))‖A ≤M‖Gd‖| ln‖u1‖d− ln‖u2‖d|, where
M = max{‖d(ln‖u1‖d)‖A,‖d(ln‖u2‖d)‖A}. Since the homogeneous norm is Lips-
chitz continuous (see Proposition 3) on Rn\{0} and power and logarithm functions
are Lipschitz continuous outside zero then f is Lipschitz continuous outside the
origin.

Necessity. Suppose the contrary, i.e. f is Lipschitz continuous on Rn\{0}, but it
does not satisfy the Lipschitz condition of S. This means for any Ln > 0 there exists
un,vn ∈ S such that ‖ f (un)− f (vn)‖ > Ln‖un− vn‖, n = 1,2, .., i.e. Ln → +∞ as
n→+∞. Since S is compact then f is bounded on S. This means that ‖un−vn‖→ 0
as n→ 0. The latter contradicts to Lipschitz continuity, since for any u ∈ S there
exists εu > 0 and Lu > 0 such that ‖u− v‖< ε implies ‖ f (u)− f (v)‖ ≤ Lu‖u− v‖.

iv) Since h(u) = h(d(ln‖u‖d)z) = ‖u‖ν
dh(z) where z = d(− ln‖u‖)u ∈ S then

∂h
∂u = ∂

∂u (‖u‖
ν
dh(z)) , z = z(u) = d(− ln‖u‖d)u. Since ‖ · ‖d is smooth outside the

origin then the differentiability of the function h on the sphere S implies its dif-
ferentiability on Rn\{0}. From h(u) = ‖u‖ν

dh(d(− ln‖u‖d)u) we derive ∂h(u)
∂u = νh

(d(− ln‖u‖d)u)‖u‖ν−1
d

∂‖u‖d
∂u +‖u‖ν

d
∂h(d(− ln‖u‖du))

∂u =νh(d(− ln‖u‖d)u)‖u‖ν−1
d

∂‖u‖d
∂u

+‖u‖ν
d

∂h(z)
∂ z

∣∣∣
z=d(− ln‖u‖d)u

∂

∂u (d(− ln‖u‖d)u) = νh(d(− ln‖u‖du)‖u‖ν−1
d

∂‖u‖d
∂u +
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‖u‖ν
d

∂h(z)
∂ z

∣∣∣
z=d(− ln‖u‖d)u

(
d(− ln‖u‖d)− Gdd(− ln‖u‖d)u

‖u‖d
∂‖u‖d

∂u

)
. For ‖u‖ = 1 we de-

rive ∂h(u)
∂u Gdu ∂‖u‖d

∂u = νh(u) ∂‖u‖d
∂u . Hence, multiplying by u we derive that (11) holds

for ‖u‖= 1. Since ‖ · ‖new = γ‖ · ‖ with γ > 0 is again the norm satisfying Theorem
2 then the obtained identity holds on Rn\{0}. Finally, note that this identity imme-
diately implies homogeneity of the gradient field of h.

Let degd(h) (resp. degd( f )) denote the homogeneity degree of d-
homogeneous function h (resp. d-homogeneous vector field f ).

Theorem 3 (”Homogeneous arithmetics”). If h,w are d=homogeneous functions
and f ,g are vector fields then

1. if degd(h) = deg(w) then degd(w+h) = degd(w) = degd(h) ;
2. degd(wh) = degd(w)+degd(h);
3. if h ∈C1 at least on Rn\{0} then

edeg(h)s ∂h(u)
∂u

=
∂h(z)

∂ z

∣∣∣∣
z=d(s)u

d(s), ∀u ∈ Rn\{0}, ∀s ∈ R; (12)

4. if degd( f ) = degd(g) then degd( f +g) = degd( f ) = degd(g) ;

5. ∂h
∂u f ∈Hd and degd

(
∂h
∂u f
)
= degd(h)+degd( f ) if h ∈C1(Rn\{0},R).

Proof. The properties 1,2, and 4 are obvious. The property 3 follow from the def-
inition of the Frechét derivative, which coincides with ∂h

∂u if h is smooth. Namely,

lim‖∆‖→0

∥∥∥h(u+∆)−h(u)− ∂h(u)
∂u ∆

∥∥∥
‖∆‖ =0 and lim‖∆‖→0

∥∥∥∥h(d(s)u+∆)−h(d(s)u)− ∂h(z)
∂ z

∣∣∣
z=d(s)u

∆

∥∥∥∥
‖∆‖ =

0 with ∆ ∈ Rn. Since h is d-homogeneous then

∥∥∥∥h(d(s)u+∆)−h(d(s)u)− ∂h(z)
∂ z

∣∣∣
z=d(s)u

∆

∥∥∥∥
‖∆‖ =

eνs

∥∥∥∥h(u+∆̃)−h(u)−e−νs ∂h(z)
∂ z

∣∣∣
z=d(s)u

d(s)∆̃
∥∥∥∥

‖d(s)∆̃‖ ≤ eνs

bd(s)cA

∥∥∥∥h(u+∆̃)−h(u)−e−νs ∂h(z)
∂ z

∣∣∣
z=d(s)u

d(s)∆̃
∥∥∥∥

‖∆̃‖ ,

where ∆̃ = d(−s)∆ such that ‖∆̃‖→ 0 implies ‖∆‖→ 0. Therefore the identity (12)
holds. The property 5 is the straightforward corollary of the property 3.

Let us denote by L
(k)
f h the Lie derivative of the function along the vector field

f , i.e. L
(0)
f h = h and L

(k)
f h =

∂L
(k−1)
f h
∂u f for k = 1,2, ... .

Corollary 2. If d-homogeneous vector field f : Rn→ Rn and d-homogeneous func-
tion h : Rn → R are sufficiently smooth to guarantee existence and continuity the
Lie derivatives up to the order k at least on Rn\{0} then L

(i)
f h is d-homogeneous

of degree degd(g) i+degd(h), i = 0,1,2, ... .



16 Andrey Polyakov

3.2 Homogeneous Differential Equations

3.2.1 Stability of Homogenenous Systems

The next theorem gives the most important result about scalability solutions to d-
homogeneous evolution equations [49], [23], [41], [7], [28], [35].

Theorem 4. Let f : Rn→ Rn be continuous d - homogeneous vector field of degree
ν ∈ R. If ϕx0 : R+→ Rn is a solution to

ẋ = f (x), (13)

with the initial condition x(0) = x0 ∈ Rn then ϕd(s)x0(t) := d(s)ϕ(t0 + eνst) with
t0,s ∈ R is a solution to (13) with the initial condition x(0) = d(s)ϕx0(t0).

Proof. Since d
dt ϕ(t) = f (ϕ(t)) then d(s) d

dt ϕ(t) = d
dt d(s)ϕ(t) = d(s) f (ϕ(t)) =

e−νs f (d(s)ϕ(t)). Making the change of time t = t0+eνstnew we complete the proof.

This theorem has a lot of corollaries, which are very useful for qualitative analy-
sis of homogeneous systems.

Corollary 3. Let a continuous vector field f : Rn→ Rn be d - homogeneous of de-
gree ν ∈R. The origin of the system (13) is globally uniformly asymptotically stable
if and only if one of the following three conditions holds

1) it is locally attractive;
2) there exists a strictly positively invariant compact set2 to the system (13);
3) there exists a d-homogeneous Lyapunov function V : Rn→R+ such that V ∈C∞.

Proof. 1) Necessity is obvious. Let us prove Sufficiency. Local attractivity implies
that there exists a closed ball B with the center at the origin such that ϕx0(t)→ 0 as
t →+∞ for any x0 ∈ B. Theorem 4 implies that the same property holds for any d-
homogeneous ball d(s)B, i.e. the origin is globally attractive. All trajectories of the
system with initial conditions x0 ∈ B and t ∈ [0, t∗] form again a compact set Ω t∗ .
Since the origin is globally attractive then the set Ω =

⋃
t∗≥0 Ω t∗ is compact invari-

ant set to the system (13). Using Theorem 4 we derive the same result for d(s)Ω ,
i.e. the origin of the system (13) is Lyapunov stable and, consequently, globally uni-
formly asymptotically stable.
2) Necessity follows from the Converse Lyapunov theorem (see [?]) about exis-
tence of the Lyapunov function for any uniformly asymptotically stable continu-
ous system. The level set of the corresponding Lyapunov function is strictly posi-
tively invariant compact set. Sufficiency. Since f is continuous and d-homogeneous
then f (0) = 0, i.e. the origin is the equilibrium point of the system (13). If Ω

is strictly positively invariant then by Theorem 4 the set d(s)Ω as well as is
also strictly positively invariant compact set for the system (13). This means that

2 A compact set Ω is strictly positively invariant for (13) if x0 ∈ ∂Ω ⇒ ϕx0 (t) ∈ int(Ω), t > 0.
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0 ∈ intΩ . Indeed, otherwise there exists s∗ such that int(d(s)Ω)∩ int(Ω) = /0 and
∂ (d(s)Ω)∩ ∂ (Ω) 6= /0, but the latter contradicts strict positive invariance of these
sets. On the other hand, the origin is the unique equilibrium of the system (13). In-
deed, otherwise, f (d(s)x∗) = 0 for all s ∈ R if f (x∗) = 0 and the continuous curve
{d(s)x∗ : s ∈ R} crosses Ω , but this again contradicts strict positive invariance of
Ω . Taking into account continuity of the dilation d and d(s)Ω → 0 as s→ 0 we
conclude that the origin is locally attractive and globally asymptotically stable.
3) Sufficiency is obvious. Let us prove necessity using the idea proposed in
[41]. The Converse Lyapunov Theorem implies that there exists a smooth Lya-
punov function V : Rn → R+. Let the smooth function a : R → R+ be defined

as a(ρ) = e
1

1−ρ if ρ > 0 and a(ρ) = 0 if ρ ≤ 1. Obviously, a′(ρ) > 0 if ρ > 1.
Then the function Vhom : Rn → R+ defined as Vhom(x) =

∫ +∞

−∞
e−sa(V (d(s)x))ds is

d-homogeneous Lyapunov function to the system (13). Indeed,it is well-defined due
to cut-off function a), smooth, positive definite and radially unbounded. Finally, V
is d-homogeneous V (d(q)x) =

∫ +∞

−∞
e−sa(V (d(−s+ q)x))ds = eqV (x) and V̇ (x) =∫ +∞

−∞
e−sa′(V (d(−s)x)) ∂V (z)

∂ z

∣∣∣
z=d(s)x

d(s) f (x)ds < 0 since f is d-homogeneous and

∂V (z)
∂ z

∣∣∣
z=d(s)x

d(s) f (x) = e−νs ∂V (z)
∂ z f (z)

∣∣∣
z=d(s)x

< 0.

Corollary 4. Let a continuous vector field f : Rn→ Rn be d - homogeneous of de-
gree ν ∈ R and the origin of (13) be globally uniformly asymptotically stable.

• If ν < 0 then it is globally finite-time stable.
• If ν > 0 then any ball Bd(r) is fixed-time attractive, i.e.

∀r > 0 ∃T = T (r)≥ 0 : ϕx0(t) ∈ Bd(r), ∀t > T, ∀x0 ∈ Rn.

Proof. Let us denote T0 = sup
‖x0‖d≤2

inf
τ≥0:‖ϕx0 (t)‖d≤1,∀t>τ

τ. Since the oringin is uni-

formly asymptotically stable then T0 < +∞ and ϕx1(t) := d(ln2)ϕx0(T0 + 2ν t) is a
solution to (13) with x(0) = x1 := d(ln2)ϕx0(T0) such that ‖ϕx1(t)‖d ≤ 2 for all t ≥
0. Hence, ϕx2(t) := d(ln2)ϕx1(T0 + 2ν t) = d(2ln2)ϕx0(T0 + 2ν(T0 + 2ν t)) is again
a solution to (13) x(0) = x2 := d(ln2)ϕx1(T0) such that ‖ϕx2(t)‖d ≤ 2. We derive

ϕxi(t)= d(i ln2)ϕx0

(
2iν t +T0∑

i−1
j=0 2 jν

)
, ‖ϕxi(T0)‖d=

∥∥∥d(i ln2)ϕx0

(
T0∑

i
j=0 2 jν

)∥∥∥
d

= 2i‖ϕx0(Ti)‖d ≤ 1, where Ti = T0
i

∑
j=0

2 jν . Hence, ‖ϕx0(Ti)‖d→ 0 as i→ +∞, but

Ti→ T := T0 ∑
+∞

j=0 2 jν as i→+∞. For ν < 0 we have T = T0
1−2ν <+∞.

Since ϕx̃1(t) = d(ln2))ϕx0(2
ν t) is a solution to (13) with x(0) = x̃1 := d(ln2)x0

then we have ‖ϕx̃1(t)‖d = 2‖ϕx0(2
ν t)‖d ≤ 2 for t ≥ 2−ν T0 and ‖ϕx̃1(t)‖d ≤ 1 for

t ≥ 2−ν T0 + T0 due to definition of T0. Similarly, ϕx̃i(t) = d(ln2))ϕx̃i−1(2
ν t) is a

solution to (13) with x(0)= x̃2 := d(ln2)x̃1 and ‖ϕx̃i(t)‖d≤ 1 for all t ≥T0 ∑
i
j=0 2− jν

as i→ +∞. We complete the proof with the remark: ‖x̃i‖d → +∞ as i→ +∞ but
T ∗ = T0 ∑

+∞

j=0 2− jν <+∞ if ν > 0.
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3.2.2 Observability of Homogeneous Systems

Let us consider the nonlinear system

ẋ = f (x), x ∈ Rn, y = h(x), y ∈ R, (14)

The points x1,x2 ∈Rn, x1 6= x2 are indistinguishable if h(ϕx1(t)) = h(ϕx2(t)) for
all t ≥ 0. Otherwise, these points are said to be distinguishable.

Definition 15 (Observability). The system (14) is locally observable at the point
x0 ∈ Rn if there exists a neighborhood U(x0) such that for any y ∈U(x0)\{x0} the
points x0 and y are distinguishable. The system (14) is globally observable in Rn if
it is locally observable at any x0 ∈ Rn.

Corollary 5. Let f : Rn → Rn be d - homogeneous continuous vector field and
h : Rn → R be d-homogeneous continuous function. The nonlinear system (14) is
observable on Rn\{0} if and only if it is locally observable on the sphere S.

This corollary is the straightforward consequence of Definition 15 and Theorem 4.

Theorem 5. Let the norm ‖ · ‖ be smooth in Rn\{0} and the dilation d be strictly
monotone on Rn. Let h :Rn→R be d-homogeneous of degree µ > 0 and f :Rn→Rn

be d - homogeneous of degree ν > − µ

n−1 . Let the vector field H =

( h
L f h
...

L(n−1)
f h

)
:

Rn→ Rn be C1 on S. The nonlinear system (14) is globally observable if one of the
following conditions holds

i) n≥ 3, infu∈S ‖H(u)‖> 0 and det
(

∂H
∂u

∣∣∣
u∈S

)
6= 0;

ii) H is C1 at zero, det
(

∂H
∂u

∣∣∣
u=0

)
6= 0 and nµ + n(n−1)

2 ν = trace(Gd).

Proof. To guarantee observability it is sufficient to show that the map H is homeo-
morphism (or diffeomorphism) on Rn.

We have that L(i)
f h is homogeneous of degree µ + iν (see, Corollary 2). Hence,

H(u) =

 ‖u‖µ

d 0 ... 0

0 ‖u‖µ+ν

d ... 0
... ... ... ...

0 0 ... ‖u‖µ+(n−1)ν
d

H(z), where z = d(− ln‖u‖d)u ∈ S. Since the

norm ‖·‖ is selected to be smooth on Rn and H is C1 on the sphere S then H is C1 on

Rn\{0} (see, Corollary 1). Due to (12) we derive

(
eµs 0 ... 0
0 e(µ+ν)s ... 0
... ... ... ...
0 0 ... e(µ+(n−1)ν)s

)
∂H(u)

∂u =

∂H(d(s)u)
∂u d(s) and

e(nµ+0.5n(n−1)ν)s det
(

∂H(u)
∂u

)
det(d(s)) = det

(
∂H(d(s)u)

∂u

)
. Note that det(d(s)) =

det(eGds) = es trace(Gd) for all s ∈ R.
i) Therefore, det

(
∂H(u)

∂u

)
6= 0) on Rn\{0}. On the other hand, since H(z) 6= 0

for z ∈ S then ‖H(u)‖ → +∞ as ‖u‖ → +∞ (i.e. H radially unbounded and, con-
sequently, proper) and ‖H(u)‖ → 0 as ‖u‖ → 0 (i.e. H is continuous at zero). Ac-
cording Theorem of Hadamard (see, e.g. Theorem 2.1, [45]) we derive that H is the
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bijection on Rn\{0} provided that Rn\{0} is simply connected C1-manifold (that is
the case for n≥ 3). Continuity of H at the origin proven above as well as H(0) = 0
together with H(u) 6= 0 on Rn\{0} implies that H is the global homeomorphism.

ii) If nµ + n(n−1)
2 ν = trace(Gd) then det

(
∂H(u)

∂u

)
= det

(
∂H(d(s)u)

∂u

)
for all s ∈R.

Since H is C1 at zero then for all u ∈Rn we have det
(

∂H(u)
∂u

)
= det

(
∂H
∂u

∣∣∣
u=0

)
6= 0,

i.e. H is C1 diffeomorphism on Rn.

The condition ii) of Theorem 5 covers linear systems if ν = 0,µ = 1 and Gd = I.

3.3 Implicit Lyapunov Function Method

Lyapunov function method [27] is the main tool for analysis of nonlinear dynamical
systems. Frequently, it is very difficult to find an appropriate Lyapunov function.
However, stability analysis of homogeneous differential equation can be reduced
to convergence analysis from a sphere S. Indeed, this sphere can be assigned to be
the unit level set of a Lyapunov function, which can be constructed by means of the
homogeneous dilation of S yielding d(s)S to be its es-level set. The latter implies that
the Lyapunov function of homogeneous system can always be designed implicitly

V : Rn→ R+ such that d(− lnV (x))x ∈ S, x ∈ R\{0}. (15)

using on the so-called Implicit Lyapunov Function method [25], [1], [36].

Theorem 6. [36] Let continuous function Q : R+×Rn→ R satisfy the conditions
C1) Q is continuously differentiable outside the origin of R+×Rn;
C2) for any x ∈ Rn\{0} there exists V ∈ R+ such that Q(V,x) = 0;
C3) lim

x→0
(V,x)∈Ω

V=0, lim
V→0+

(V,x)∈Ω

‖x‖=0, lim
‖x‖→∞

(V,x)∈Ω

V =+∞, where Ω={(V,x)∈R+×Rn : Q(V,x)=0};

C4) ∂Q(V,x)
∂V < 0 for all V ∈ R+ and x ∈ Rn\{0}.

If ∂Q(V,x)
∂x f (x) < 0 for all (V,x) ∈ Ω then the origin of (13) is globally uniformly

asymptotically stable.

Proof. The conditions C1), C2), C4) and the implicit function theorem [12] imply
that the equation Q(V,x) = 0 implicitly defines a unique positive definite function
V : Rn\{0} → R+ such that Q(V (x),x) = 0 for all x ∈ Rn\{0}. The function V

is continuously differentiable outside the origin and ∂V
∂x =−

[
∂Q(V,x)

∂V

]−1
∂Q(V,x)

∂x for

Q(V,x) = 0, x 6= 0. Hence, since ∂Q(V,x)
∂V < 0 then the condition ∂Q(V,x)

∂x f (x) < 0
implies V̇ (x) = ∂V

∂x f (x) < 0. Note that due to the condition C3) the function V is
radially unbounded and it can be continuously prolonged at the origin by V (0) = 0.

Evidently, the conditions of Theorem 6 mainly repeat (in the implicit form) the
requirements of the classical theorem on global asymptotic stability (see, for ex-
ample, [4]). Indeed, Condition C1) asks for smoothness of the Lyapunov function.
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Condition C2) and the first two limits from Condition C3) provide its positive def-
initeness. The last limit from Condition C3) implies radial unboundedness of the
Lyapunov function. Condition C5) guarantees the negative definiteness of the total
derivative of the Lyapunov function calculated along trajectories of the system (13).
The only specific condition is C4), which is imposed by implicit function theorem
(see, for example, [12]). This condition is required in order to guarantee that the
Lyapunov function is (uniquely) well-defined by the equation Q(V,x) = 0.

Corollary 6. [36] Let a continuous function Q : R+×Rn→R satisfy the conditions
C1)-C4) of Theorem 6. If there exist c > 0 and 0 < µ ≤ 1 such that ∂Q(V,x)

∂x f ≤
cV 1−µ ∂Q(V,x)

∂V for (V,x) ∈Ω then the origin of the system (13) is globally uniformly

finite-time stable and T (x0)≤
V µ

0
cµ

, where Q(V0,x0) = 0.

Proof. Theorem 6 implies global uniform asymptotic stability of the origin of (13).
The uniform finite-time stability of the origin follows from the differential inequality
V̇ (x))≤−cV 1−µ(x), which, due to the condition of this corollary, holds.

Corollary 7. [36] Let there exist two functions Q1 and Q2 satisfying the conditions
C1)-C4) of Theorem 6 and
C5) Q1(1,x) = Q2(1,x) for all x ∈ Rn\{0};
C6) there exist c1>0 and 0 <µ< 1 such that the inequality ∂Q1

∂x f (x)≤ c1V 1−µ ∂Q1
∂V ,

holds for all V ∈ (0,1] and x ∈ Rn\{0} satisfying the equation Q1(V,x) = 0;
C7) there exist c2>0 and ν>0 such that the inequality ∂Q2

∂x f (x)≤ c2V 1+ν ∂Q2
∂V , holds

for all V ≥ 1 and x ∈ Rn\{0} satisfying the equation Q2(V,x) = 0, then the system
(13) is globally fixed-time stable with the settling-time estimate T (x0)≤ 1

c1µ
+ 1

c2ν
.

Proof. Let the two functions V1 and V2 be defined by the equations Q1(V,x) = 0 and
Q2(V,x)=0 (see, the proof of Theorem 6). Consider the sets Σ1={x∈Rn :V1(x)>1},
Σ2 = {x ∈ Rn : V2(x)> 1} and prove that Σ1 =Σ2. Suppose the contrary, i.e. ∃z∈Rn

such that z ∈ Σ1 and z /∈ Σ2. On the one hand, Q1(V1,z) = 0 implies V1 > 1 and
Q1(1,z) > Q1(V1,z) = 0 due to Condition C4). On the other hand, Q2(V2,z) = 0
implies V2 ≤ 1 and Q2(1,z)≤ Q2(V2,z) = 0. The contradiction follows from C5).

Therefore, due to C5) and C4) the function V : Rn→ R defined by the equality

V (x) =

V1(x) for V1(x)< 1,
V2(x) for V2(x)> 1,

1 for V1(x) =V2(x) = 1,
is positive definite, continuous in Rn and continuously differentiable for x /∈ {0}∪
{x ∈ Rn : V (x) = 1}. The function V is Lipschitz continuous outside the origin and
has the following Clarke’s gradient [8]:

∇CV (x) = ξ ∇V1(x)+(1−ξ )∇V2(x), x ∈ Rn,
where ξ = 1 for 0 <V1(x)< 1, ξ = 0 for V2(x)> 1, ξ = [0,1] for V1(x) =V2(x) = 1
and ∇Vi is the gradient of the function Vi, i = 1,2. Hence, due to conditions C6) and
C7), the inequality

dV (ϕx0 (t))
dt ≤

−c1V 1−µ(ϕx0(t)) for V (ϕx0(t))< 1,
−c2V 1+ν(ϕx0(t)) for V (ϕx0(t))> 1,
−min{c1,c2} for V (ϕx0(t)) = 1,
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holds for almost all t such that ϕx0(t) 6= 0, where ϕx0(t) is a solution of the system
(13) with the initial condition x(0) = x0. This implies the fixed-time stability of the
origin of the system (13) with the estimate of settling-time function given above.
Please see [33] or [39] for more details.

Corollary 8. Let Q1, Q2 satisfy Conditions C1-C5) of Corollary 7 and
C6∗) for (V,xh(t)) ∈Ω such that x(t) satisfies (16) one has

∂Qi
∂x ≤2α0V ln

(
eV (−1)i

)
∂Qi(V,xh(t))

∂V , ∀t∈R+,

where α0 > 0 and i = 1,2;
then the origin of system (16) is globally hyper exponentially stable with degree
r = 1 and convergence rate α = (α0,1).

The proof this corollary is similar to Corollary 7.
The next theorem provides the important topological characterization of homo-

geneous systems. In particular, it says that the asymptotically stable homogeneous
system is isomorphic to some ”quadratically stable” system.

Theorem 7. Let d be dilation on Rn and f :Rn→Rn be a continuous d-homogeneous
vector field. The origin of the system (13) is globally asymptotically stable if and
only if there exist a positive definite symmetric matrix P ∈ Rn×n satisfying (6) and
a d-homogeneous diffeomorphism Ψ : Rn\{0}→ Rn\{0} of degree zero such that

∂Ψ>(x)PΨ(x)
∂x

f (x)< 0 for x ∈ Rn : Ψ
>(x)PΨ(x) = 1.

Moreover, ‖Ψ(·)‖d :Rn→R+ is the d-homogeneous Lyapunov function of degree 1,
where ‖ · ‖d is the d-homogeneous norm induced by the norm ‖u‖=

√
u>Pu.

Proof. Sufficiency. Since P satisfies (6) then the dilation d is strictly monotone
on Rn equipped with the norm ‖x‖ =

√
xT Px. Since Ψ(d(s)u) = d(s)Ψ(u) then Ψ

can be prolonged to the origin by continuity Ψ(0) = 0. Note also that Ψ(u) 6= 0
for all u 6= 0, otherwise (i.e. ∃u∗ 6= 0 : Ψ(u∗)), due to homogeneity we derive
that Ψ(u) = 0 on a smooth curve {d(s)u∗,s ∈ R}, which starts at the origin
goes to ∞. The latter contradicts the assumption that Ψ is diffeomorphism (con-
tinuously differentiable invertible map with continuously differentiable inverse)
on Rn\{0}. Since ‖Ψ(d(s)u)‖d = ‖d(s)Ψ(u)‖d = es‖Ψ(u)‖d then the function
‖Ψ(·)‖d is d-homogeneous of degree 1, radially unbounded, continuous at the ori-
gin and continuously differentiable outside the origin. Due to (9) the inequality
∂‖Ψ(x)‖

∂x f (x)
∣∣∣
‖Ψ(x)‖=1

< 0 implies ∂‖Ψ(x)‖d
∂x f (x)

∣∣∣
‖Ψ(x)‖=1

< 0. Applying homogene-

ity we derive ∂‖Ψ(x)‖d
∂x f (x)< 0 for x ∈ Rn\{0}.

Necessity. Since d is a dilation on Rn then due to Theorem 2 it is strictly mono-
tone on Rn equipped with the smooth norm ‖x‖ =

√
x>Px, where P > 0 satisfies

the inequality (6). Since the origin of the system (13) is asymptotically stable then
according to Corollary 3 there exists a smooth d-homogeneous Lyapunov function



22 Andrey Polyakov

Ṽ : Rn → R+ of degree µ > 0. The function V = Ṽ 1/µ is also Lyapunov function
to (13) that is homogeneous of degree 1, continuous at the origin and smooth out-
side the origin. Let us consider the map Ψ : Rn\{0} → Rn\{0} defined as Ψ(x) =

d
(

ln
(

V (x)
‖x‖d

))
x for x ∈ Rn\{0}. Obviously, the inverse map Ψ−1 : Rn\{0} →

Rn\{0} defined as Ψ−1(z) = d
(
− ln

(
V (z)
‖z‖d

))
z. Finally, Ψ(d(s)x) = d(s)Ψ(x) and

‖Ψ(x)‖d =V (x), Using (9) we complete the proof.

Corollary 9. Let d be a strictly monotone dilation on Rn equipped with a smooth
norm ‖ · ‖. Let a map H : Rn\{0} → Rn\{0} be a diffeomorphism and H(d(s)u) =
d(s)H(u),s ∈ R,u ∈ Rn. If f : Rn→ Rn is d-homogeneous vector field and

∂‖H(x)‖
∂x f (x)

∣∣∣
‖H(x)‖=1

< 0

then ‖H(·)‖d : Rn→ R+ is the homogeneous Lyapunov function to the system (13).

Proof. The homogeneous norm is defined implicitly by (8). It satisfies the condi-
tions C1)-C3). The condition C4) is also satisfied due to strict monotonicity of d.
Since H is the diffeomorphism on Rn\{0} then ‖H · ‖d also satisfy conditions C1)-
C4). Due to (9) the inequality ∂‖H(x)‖

∂x f (x)
∣∣∣
‖H(x)‖=1

< 0 implies ∂‖H(x)‖d
∂x f (x)

∣∣∣
‖x‖=1

<

0. Finally applying homogeneity we derive ∂‖H(x)‖d
∂x f (x)< 0 for all x ∈ Rn\{0}.

4 Fast Control for Nonlinear Plants

Let us consider the nonlinear control system

ẋ = f (x,u), (16)

y = h(x), (17)

where x ∈ Rn is the state vector of a plant, u ∈ Rm is the vector of control inputs,
f : Rn×Rm → Rn is a continuous vector field of the plant, y ∈ Rk is a measured
output given by means of measurement operator h : Rn→ Rk.

The control aim is to stabilize the origin of the system (16) in a fixed time inde-
pendently of the initial condition x(0) = x0.

Theorem 8 (Dynamical State-Feedback). Let d1 and d2 be dilations in Rn and d∗1
and d∗2 be dilations in Rm. Let the joint dilations d1 =

(
d1(s)
d∗1(s)

)
and d2 =

(
d2(s)
d∗2(s)

)
be strictly monotone on Rn+m equipped with a smooth norm ‖ · ‖. Let the vector

field f̃ =
(

f
0m

)
: Rn+m→ Rn+m be continuous, d1-homogeneous of negative degree

µ1 < 0 and d2-homogeneous of positive degree µ2 > 0. If there exist γ > 0 and c> 0:

∂‖ξ‖
∂x f (ξ )+ c≤ γ

∂‖ξ‖
∂u

[
∂‖ξ‖

∂u

]>
for ‖ξ‖=1, ξ =( x

u)∈Rn+m (18)
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then the dynamical state feedback

u̇ =

{
g1(ξ ) if ‖ξ‖ ≤ 1,
g2(ξ ) if ‖ξ‖> 1, u(0) = 0, ξ =

(
x
u

)
(19)

gi(ξ )=−γ ‖ξ‖µi
di
d∗i (ln‖ξ‖di

)

[
∂‖ξ‖

∂u

∣∣∣
ξ=ξi

]>
, ξi=di(− ln‖ξ‖di)ξ , i=1,2

stabilizes the origin of the system (16) in a fixed time T (x0)≤ Tmax := c
−µ1α1

+

c
µ2α2

,α1 =inf‖ξ‖=1
∂‖ξ‖

∂ξ
Gd1ξ ,α2 =inf‖ξ‖=1

∂‖ξ‖
∂ξ

Gd2ξ , and ‖u(t)‖ < +∞ for t ≥ 0,
‖u(t)‖→ 0 as t→ T (x0).

Proof. Let us consider the system ξ̇ = fi(ξ ), fi =
( f

gi

)
, i = 1,2. By construction fi

is di-homogeneous of degree µi. From (18) we derive ∂‖ξ‖
∂ξ

fi(ξ )≤−c for ‖ξ‖= 1.
Corollary 9 implies that in this case the homogeneous norm ‖ · ‖di is the Lyapunov
function to the corresponding system. The closed loop-system (16), (21) has the
right-hand side f ∗ =

{
f1 if 0<‖ξ‖≤1,
f2 if ‖ξ‖≥1, Since f1(ξ ) = f2(ξ ) for ‖ξ‖ = 1 then f ∗ is

continuous at least outside the origin. The function V (ξ ) =
{‖ξ‖d1 if ‖ξ‖≤1,
‖ξ‖d2 if ‖ξ‖>1 is the

Lyapunov function of the closed-loop system. Indeed, it is continuous at zero, Lip-
schitz continuous on Rn+m\{0} and continuously differentiable on Rn+m\S\{0},
where S is a unit sphere in Rn+m. Using formula (9) we derive V̇ (z) ≤ − c

α1
V 1+µ1

if 0 < V < 1, V̇ (z) ≤ − c
α2

V 1+µ2 if V > 1 and V̇ (z) = limsuph→0+
V (z+h f ∗)−V (z)

h ≤
− c

max{α1,α2}
if V =1. Taking into account µ1<0 and µ2 > 0 we immediately derive

fixed-time stability of the closed-loop system.

The similar result can be extended to the output-based control design for affine
single input single output system with relative degree n.

Theorem 9 (Dynamical Output-Feedback for SISO System (m = k = 1)).

• Let d1 and d2 be dilations in Rn.
• Let the vector field f̃ =

( f
0

)
: Rn+1→ Rn be continuous,

(
d1(s)
eq1s

)
-homogeneous

of negative degree µ1 < 0 and
(
d2(s)
eq2s

)
-homogeneous of positive degree µ2 > 0,

where q1>0,q2>0.
• Let the measurement function h : Rn → R be d1-homogeneous of degree κ1 >
−(n−1)µ1 and d2-homogeneous of degree κ2 > 0.

• Let H :=

( h
L f h
...

L(n−1)
f h

)
be independent of u and the map H : Rn→ Rn

be global diffeomorphism in Rn.

• Let the dilations d1(s)=

 eκ1s

e(κ1+µ1)s
...

e(κ1+(n−1)µ1)s)

eq1s

 and d2(s)=

 eκ2s

e(κ2+µ2)s
...

e(κ2+(n−1)µ2)s)

eq2s

 be strictly

monotone on Rn+1 equipped with a smooth norm ‖ · ‖.
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If there exist γ > 0 and c > 0 such that

∂

∥∥∥(H(x)
u

)∥∥∥
∂x f (x,u)+ c≤ γ

∂

∥∥∥(H(x)
u

)∥∥∥
∂u

[
∂

∥∥∥(H(x)
u

)∥∥∥
∂u

]>
for

∥∥(H(x)
u

)∥∥= 1 (20)

then the dynamical output-based control

u̇ =

{
g1(z) if ‖z‖ ≤ 1,
g2(z) if ‖z‖> 1, u(0) = 0, z =

(
y, ẏ, ...,y(n−1),u

)>
, (21)

gi(z) =−γ ‖z‖qi+µi
di

[
∂‖z‖
∂u

∣∣∣∣
z=zi

]>
, zi = di(− ln‖z‖di)z, i = 1,2

stabilizes the origin of the system (16) in a fixed time T (x0) ≤ Tmax := c
−µ1α1

+

c
µ2α2

,α1 = inf‖z‖=1
∂‖z‖
∂ξ

Gd1 z,α2 = inf‖z‖=1
∂‖z‖
∂ξ

Gd2z, and ‖u(t)‖ < +∞ for t ≥ 0,
‖u(t)‖→ 0 as t→ T (x0).

Proof. Let us consider the system ξ̇ = fi(ξ ) :=
(

f (x,u)
gi(H(x),u)

)
,ξ = ( x

u) , i = 1,2. Tak-

ing into account y( j) = L
( j)
f h and degdi

(L
( j)
f h) = κi + jµi we derive by construc-

tion fi is
(
di(s)
eqis

)
-homogeneous of degree µi. Since the map H : Rn → Rn is the

global diffeomorphism then the map H̃ : Rn+1→Rn+1 defines as H̃(ξ ) :=
(

H(x)
u

)
is

global diffeomorphism on Rn+1. Note that κi +(n−1)µi > 0 implies H̃(0) = 0 and
H̃(ξ ) 6= 0 if ξ 6= 0. Since

∥∥∥H̃
((

di(s)
eqis

)
ξ

)∥∥∥
di
=
∥∥di(s)H̃(ξ )

∥∥
di
= es

∥∥H̃(ξ )
∥∥
di

then

the function Vi : Rn+1→ R+ defined as Vi(ξ ) =
∥∥H̃(ξ )

∥∥
di

is
(
di(s)
eqis

)
-homogeneous

of degree 1, continuous on Rn+1, smooth outside the origin (due to strict mono-
tonicity of the dilation di and differentiability of H̃) and radially unbounded. From

(18) we derive
∂‖H̃(ξ )‖

∂ξ
fi(ξ ) ≤ −c for

∥∥H̃(ξ )
∥∥ = 1. Note that f1(ξ ) = f2(ξ ) for

‖ξ‖ = 1, so the closed loop-system (16), (21) has continuous right-hand side. The
function V (ξ ) =

{
V1(ξ ) if ‖H̃(ξ )‖≤1,
V2(ξ ) if ‖H̃(ξ )‖>1 is the Lyapunov function for the closed-loop

system. This Lyapunov function is Lipschitz continuous on Rn+m, continuously dif-
ferentiable on Rn+1\S̃\{0}, where S̃ = {ξ ∈ Rn+1 : ‖ξ‖ = 1} is a unit level set
of the function V . Using formula (9) we derive V̇ (z) ≤ − c

α1
V 1+µ1 if 0 < V < 1,

V̇ (z)≤− c
α2

V 1+µ2 if V > 1 and V̇ (z) = limsuph→0+
V (z+h f ∗)−V (z)

h ≤− c
max{α1,α2}

if
V = 1. Taking into account µ1 < 0 and µ2 > 0 we immediately derive fixed-time
stability of the closed-loop system.
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5 Discussions and Conclusions

5.1 Summary of the Obtained Results

• The notions of fast stability are surveyed. Quantitative characteristics of fast sta-
bility (like hyper exponential convergence rate) are introduced.

• The concept of generalized homogeneity is introduced for ODE as a main tool
for fast control design.

• Two (state-based and output-based) schemes of dynamical fixed-time control de-
sign are proposed for plants described by nonlinear ODE.

5.2 On Drawback Finite-Time Stability for Time-Delay Systems

The examples given above present hyper exponential systems with non-asymptotic
transitions (solutions vanish in a finite time). However, finite-time convergence to
zero is rather rare or sometimes impossible for time delay models. For example, let
us consider the scalar time delay system

ẋ(t) = f0(x(t))+ f1(x(t−h)), t > 0,

where x(t) ∈ R, f1, f2 : R→ R are continuous functions, and h > 0 is a constant
delay. This system has continuously differentiable solutions [21] for any smooth
initial conditions

x(τ) = ψ(τ), τ ∈ [−h,0], φ ∈C([−h,0],R).

Let us assume that x = 0 is the equilibrium of the system and f1 is non-trivial in
any neighbourhood of x = 0, i.e. for ∀ε > 0, ∃x ∈ R : |x|< ε such that f1(x) 6= 0. If
we omit the latter assumption then the considered time-delay system degenerates to
delay-free one in some neighbourhood of the origin.

We claim that the zero solution of the time-delay system is never finite-time
stable. In order words there is no continuous function f0 such that the considered
system is finite-time sable. Indeed, let us suppose the contrary, i.e.

∃T > 0, ∃δ > 0 such that x(t) 6= 0, t ∈ (T −δ ,T ) and x(t) = 0, t > T.

In this case, f0(x(t))= 0 and ẋ(t)= f1(x(t−h)) for t > T . Since x(t) 6= 0 for t ∈ (T−
δ ,T ) then ẋ(t) is not identically zero for some t > T . This together with continuous
differentiability of x implies the contradiction to x(t) = 0 for t > T .

Therefore, ideas of non-asymptotic (finite-time/fixed-time) stabilization are in-
consistent with some time delay systems (see also [16] for more details). However,
they may demonstrate asymptotic hyper exponential transitions [38].
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5.3 Fast Transition of PDEs

5.3.1 Fixed-time extinction of waves

Hyper exponential transitions also appears in distributed parameters systems. In-
deed, let us consider the wave equation

utt = uxx, t > 0, x ∈ [0,1], u : R+× [0,1]→ R,

with the so-called ”transparent” boundary condition

ux(t,0) = ut(t,0), ux(t,1) =−ut(t,1)

and the initial conditions

u(0,x) = φ(x), ut(0,x) = ψ

from {(φ ,ψ) ∈ H1((0,1),R)×L2((0,1),R) : φ(0)+φ(1)+
∫ 1

0 ψ(s)ds = 0}, where
L2 and H1 are Lebesgue and Sobolev spaces, respectively. The boundary conditions
are transparent in the sense that the wave u(t,x)= f (x−t) traveling to the right leave
the domain at x = 1 without generating any reflected wave and the wave u(t,x) =
f (x+ t) traveling to the right leave the domain at x = 0 similarly.

It is well-known (see, e.g. [31]) that solution of such wave equation vanishes for
t ≥ 1 independently of the initial condition. In the context of distributed parameters
systems this effect is known as finite-time extinction. Obviously, the norm of u tends
to zero hyper exponentially with respect to time variable t.

This example shows that in the case of distributed parameters systems the hyper
exponential and finite-time/fixed-time transitions can be observed in linear models
(see also [5], [13]).

5.3.2 Generalized Homogeneity of Infinite Dimensional Systems

The extension of the homogeneity concept to infinite dimensional systems has been
presented in [35], where a lot of important properties of homogeneous dilations,
functional and operators have been discovered in the case of Banach spaces. The
developed homogeneous framework looks promising for extension of the existing
results on fast control and estimation to PDEs and Time-Daly Systems.
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