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Abstract

This paper presents hardware-efficient building blocks for non-power-of-two
Fast Fourier transform (FFT) algorithms. A reconfigurable unified multiplierless
mixed radix-2/3/4/5 FFT design is proposed. In addition, standalone designs for
the computation of the multiplierless radix-3 and radix-5 processing elements are
illustrated. These architectures are based on Wingorad Fourier transform algo-
rithm, which uses constant multipliers instead of general complex-valued multipli-
ers. In this paper we propose to further reduce the hardware complexity by replac-
ing the constant multipliers by shift-and-add structures. In addition, we show that
the unified architecture is achieved by adding only a small number of multiplexers.

The implementation results for field-programmable gate arrays (FPGAs) with
Look-Up Table based logic are provided. In all of them, the proposed designs
achieve significant reduction in area (around 30%) with respect to state of the art.

1 Introduction
In today’s digital signal processing (DSP) systems, there is often need to transform a
signal between time and frequency domains. Fast Fourier transform (FFT) has become
one of the most important tools in DSP and a number of algorithms have been proposed
for efficient and fast computation of FFT [3, 5, 22, 24].

FFT gained significant attention in communications systems because it is an impor-
tant operation in orthogonal frequency division multiplexing (OFDM) systems. OFDM
is a leading modulation technique, which adequately broaden channel usage and abridge
inter-symbol interference along with inter-carrier interference generated by multi path
effects. It is mainly used in digital audio broadcasting (DAB), digital video broadcasting-
terrestrial (DVB-T) and digital video broadcasting-handheld (DVB-H). In certain OFDM-
based communication applications such as 3GPP LTE, FFT is employed to spread the
transmitted data over a number of subcarriers.

Traditionally FFTs of size of a power-of-two have been exploited due to simplicity;
the design of non-power-of-two FFT processors is challenging as both data manage-
ment and data processing are irregular [1, 6, 15, 19, 21]. However, there are certain
applications, where non-power-of-two FFT sizes are required. For instance, 3GPP LTE
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demands various FFT sizes to be supported, e.g., 128, 256, 512, 1024, 1536, 2048, and
12−1296 [1, 2, 18, 23, 26, 27].

In general, FFT architectures can be classified as memory-based architectures and
pipelined architectures [7, 10, 13, 14]. Usually, memory-based FFT architectures pro-
vide small area but suffer from a long latency. There are two important challenges
during their design: a) conflict-free memory access and b) the design of cores for
computation of butterflies (small point DFTs or radices). The design of the cores for
a single radix is a relatively simple and well studied topic. However, the design of
mixed-radix architectures has some challenges. Usually mixed-radix architectures are
used for hardware cost reduction purposes, which is achieved by reusing the adders
and multipliers [1, 21, 26]. Pipelined architectures, in turn, are popular in real-time
applications, which require high throughput. However, these architectures have larger
hardware cost. In a similar fashion, the design of non-power-of-two pipelined archi-
tectures is a challenging task.

In this paper, we propose multiplierless processing elements for computing butter-
fly operations for non-power-of-two FFTs. These processing elements can be used used
in both pipelined and memory-based architectures. The proposed processing elements
do not require expensive general complex-valued multipliers as they are replaced with
constant multipliers realized with inexpensive shift-and-add circuits. The independent
architectures of radix-3 and radix-5 can be used in pipelined architectures. The unified
reconfigurable processing element can be used in memory based FFT architectures.
This paper is extension of [20] where preliminary results were presented. Additionally,
we present the implementation on FPGA and compare the proposed architectures to
state of the art.

The paper is organized as follows. In section 2, we briefly review the background
of the individual architectures of radix-2/3/4/5 FFTs and on the Fixed-Point arithmetic.
In section 3 we present the multiplierless architectures for individual radix-3 and radix-
5 architectures and for the recondigurable multi-radix FFT. Then, section 4 presents a
new modeling for the error propagation through FFTs. In section 5, we compare the
hardware cost of the architectures. Finally section 6 concludes the paper.

2 Related Work
FFT algorithms are based on the approach called divide and conquer. In this approach,
the N-point DFT is mapped into several sub-DFTs in such a way that it satisfies the
following condition:

L

∑
i=1

Cost (sub-DFTN(i))+∑Cost (interconnections)≤Cost (DFTN), (1)

where L is the number of sub-DFTs, Cost (DFT) is the number of operations, Cost
(interconnection) is the cost of twiddle factor multiplications and index mapping and
DFTN is the N-point DFT. The power of divide and conquer approach is to apply de-
composition recursively, until the sub-DFTs are sufficiently small. This results in re-
duction of the order of complexity of FFT algorithm. Small DFT’s are called the radix-
r, where r is the size of small DFT. Generally, the architecture of radix consists of equal
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number of hardware components and arithmetic operations, which is also considered
as the isomorphic mapping of signal flow graph on the hardware.

In the following, we discuss the radices of 2, 3, 4, and 5, which can be considered
as the most practical cases.
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Figure 1: Signal Flow Graphs of radix-2/3/4/5.
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2.1 Radix-2/3/4/5 FFTs
The radix-2 FFT can be expressed as;[

X(0)
X(1)

]
= F2 ·

[
x(0)
x(1)

]
, and F2 =

[
1 1
1 −1

]
, (2)

where F2 is the transform matrix for 2-point DFT and x(·) and X(·) represent the input
and output sequences, respectively.

In a similar fashion, the basic building blocks for radix-3, radix-4, and radix-5 FFTs
are the corresponding DFTs, i.e.:

F3 =

1 1 1
1 −0.5−

√
3

2 j −0.5+
√

3
2 j

1 −0.5+
√

3
2 j −0.5−

√
3

2 j

 ; (3)

F4 =


1 1 1 1
1 j −1 − j
1 −1 1 −1
1 − j −1 j

 ; (4)

F5 =


1 1 1 1 1
1 α−β j −γ−δ j −γ−δ j α+β j
1 −γ−δ j α+β j α−β j −γ+δ j
1 −γ+δ j α−β j α+β j −γ−δ j
1 α+β j −γ+δ j −γ−δ j α−β j

 , (5)

with α = cos( 2π

5 ) =
√

5−1
4 , β = sin( 2π

5 ) =

√
5+
√

5
8 , γ = cos(π

5 ) =
√

5+1
4 and δ =

sin(π

5 ) =

√
5−
√

5
8 .

The signal flow graphs (SFG) that represent the basic computations of radix-2,
radix-3, radix-4, and radix-5 FFTs are shown in Fig. 1. The SFG of radix-2 and radix-
4 are based on the direct implementation of DFT algorithm and Cooley-Tukey FFT
respectively, whereas the SFG’s of the radix-3 and radix-5 are based on Winograd
Fourier transform algorithm (WFTA) discussed in the following section.

2.2 Winograd Fourier Transform Algorithm
The Winograd Fourier Transform Algorithm (WFTA) has the minimum number of
multiplications at the expense of introducing few extra additions [24]. Although WFTA
is very efficient for small prime size DFTs, it becomes quickly unpractical for larger
sizes due to the number of additions. In the WFTA, the DFT equation is written as

[X(0)....X(N−1)]T = O ·M · I · [x(0)....x(N−1)]T , (6)

where I is a matrix that corresponds to additions between inputs, M is a diagonal matrix
with the multiplications and O is a matrix corresponding to additions after the multi-
plications. These algorithms require multiplication by either real or imaginary parts of
a complex number.
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Figure 2: Two’s complement fixed-point number. Here m = 5, `= 4.

Denote x = xre + jxim and y = yre + jxim two complex variables such that y = cx,
where c is a complex constant.If c is on the unit circle c = e jθ, then the complex
multiplication y = cx can be decomposed into real multiplications and additions with:[

yre
yim

]
=

[
cosθ −sinθ

sinθ cosθ

]
(7)

The WFTA is based on these considerations an Based on these considerations, one
can transform the classical FFT (3) into the WFTA (6). This way, WFTA requires only
a semi-complex multiplier for multiplication with complex data and provides two times
smaller hardware cost.

2.3 Fixed-Point Arithmetic
Ideally, arithmetic operations in thr FFT algorithm should be represented with infinite
precision. However, in practice one disposes of memory registers only with a finite
capacity. There exist different ways of approximation of real numbers using finite
number of digits. One of the most common ways for embedded systems is the radix-2
two’s complement Fixed-Point (FxP) arithmetic [4].

Two’s complement FxP number system is a subset of signed real numbers whose
elements are w-bit integers scaled by a fixed factor and have form

t =±T ·2`, (8)

where T ∈ [−2w−1;2w−1−1]∩Z is an integer mantissa and 2` is an implicit quantiza-
tion factor. In binary representation, t is written as

t =−2mtm +
m−1

∑
i=`

2iti, (9)

where ti is the ith bit, and m and ` are the positions of the most and the least significant
bits of t, respectively (see Fig. 2).

Obviously, not every real number is exactly representable with a given wordlength
and, usually, a rounding must be performed. Without loss of generality we assume to
be operating over numbers c such that |c| < 1, i.e. the most significant bit position is
m = 0. Then, given a real number c and wordlength w, the FxP counterpart of c is
computed via cq =

⌊
c ·2w−1

⌉
· 21−w, where b e is the round-to-nearest operator. For

round-to-nearest, the rounding error is |c− cq| ≤ 2`.
One of the goals of a FFT system designer is to round the FFT coefficients as much

as possible (thus, win space ont he curcuit) while guaranteeing a certain level of noise
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that these roundings introduce into the output. The propagation and accumulation of
the coefficient rounding errors through the FFT algorithms is taken into account in
Section 4.

Other sources of rounding errors are arithmetic operations, e.g. addition and mul-
tiplication. Usually, when performing an operation over two FxP numbers, an inter-
mediate result is computed with some extended precision (e.g. by adding guard bits)
and then rounded to the target output format. Ideally, one wishes to construct operators
that will behave as if the result was computed exactly and then rounded only once. The
rounding error will depend on the number of guard bits and the rounding mode that is
used. While the smallest error is provided by the round-to-nearest operator, we will use
a truncation, which has smaller hardware cost and yields a rounding error ∆ bounded
by 0≤ ∆ < 2`.

In Section 4 we provide a new model of the computational errors that occur in the
FFT algorithm.

3 Proposed Architecture
The architectures for radix-2/3/4/5 FFTs can be obtained by direct implementation of
the SFG from Fig. 1. This would which require a number of hardware components
equal to arithmetic operations. However, one can reduce the hardware cost by re-
placing the constant multiplications by shift-and-add circuits. In the following section
we propose new multiplierless designs for the standalone radix-3 and radix-5 WFTAs.
Then, we combine those designs and present a reconfigurable radix-2/3/4/5 FFT.

3.1 Multiplierless Radix-3/5 WFTA Architecture
A number of multiplications by a constant is used in radix-3/5 WFTA architecture. It is
possible to use shift-and-add circuit to efficiently implement the multiplication instead
of a general complex-valued multiplier. The design of shift-and-add circuit depends on
the selection of coefficients and shift-and-add implementation. Traditionally, the coeffi-
cients are obtained by the rounding of pre-computed constants; however, the canonical
signed digit representation is used to reduce the number of non-zero digits with re-
spect to the simple binary representation, which reduces the number of adders [16,17].
Further simplification is achieved by exploiting the redundancy in the single constant
multiplication [11, 25]. Additionally, improvement in accuracy and complexity can be
achieved by addition-aware coefficient quantization method [12]. With this technique,
the constant is not simply rounded to nearest but may be slightly perturbated to find the
trade-off between the number of required adders and the rounding error.

By using the techniques proposed in [9, 11, 16, 17, 25], we obtain a number of can-
didate coefficients whose fractional bits range are tabulated in Table 1. The selection
is based on specifications like adder cost, which has relationship with the coefficient
quantization error ε. For implementation and comparison, we chose 8-bit coefficients,
which have the minimum number of adders; however, the length can be increased ac-
cording to accuracy requirements of the design at hand. The circuits can be changed
according to the selection of the word length.
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For instance, the 8-bit coefficients circuit can be expressed as:

320X = ((X ·4+X) ·64);
143X = (((X ·8+X) ·16)−X);

243X = (X ·256− (X ·16− (X ·2+X)));
393X = ((X ·2+X) ·128+(X ·8+X));

93X = ((X ·4−X) ·8− (X ·4−X)). (10)

Usually, the shifts are free of cost as they are hardwired. The final multiplierless
architectures of radix-3/5 are illustrated in Fig. 3.

Table 1: Different non-trivial coefficients and total number of adders to realize the
multiplierless structure for radix-5.

Fractional Bits Coefficients Number of Adders

8 320
256 , 143

256 , 243
256 , 394

256 , 93
256 11

9 640
512 , 286

512 , 487
512 , 788

512 , 186
512 11

10 1280
1024 , 572

1024 , 974
1024 , 1576

1024 , 372
1024 11

11 2560
2048 , 1145

2048 , 1948
2048 , 3152

2048 , 774
2048 12

12 5120
4096 , 2290

4096 , 3896
4096 , 6303

4096 , 1488
4096 12

13 10240
8192 , 4579

8192 , 7791
8192 , 12606

8192 , 2976
8192 14

14 20480
16384 , 9159

16384 , 15582
16384 , 25212

16384 , 5952
16384 14

15 40960
32768 , 18318

32768 , 31164
32768 , 50425

32768 , 11904
32768 15

3.2 Multiplierless Reconfigurable Radix-2/3/4/5 FFT
The multiplierless reconfigurable processing element is based on mapping the 2/3/4/5-
radix onto a single processing core. We reuse the hardware circuit by multiplexers for
computation of 2/3/4/5-radix. The complexity of circuit is equal to radix-5 with a few
additional multiplexers. The multiplierless radix-5 WFTA requires the most adders.
Further, main challenge is to reduce the number of multiplexers. To obtain this, it is
important to find common parts in the signal flow graphs that can be mapped without
multiplexers. In addition, multiplexer can be avoided by setting the unused inputs of
the circuit to zero, which removes the unnecessary connections of the circuit. Using
these techniques, a solution with only nine two-to-one multiplexers controlled with
two control signals, has been designed. The resulting architecture is shown in Fig. 4.
The input and output relations are tabulated in Table 2, where the dashes denote ”don’t
care” conditions and 0 denotes that the input should be zeroed for proper operations.
Finally, signals controlling the multiplexers are shown in Table 3, where dash denotes
”don’t care” condition.
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Figure 3: Multiplierless architectures for radix-3 and radix-5 FFTs.
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Figure 4: Multiplierless reconfigurable architecture for radix-2/3/4/5 FFT.
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Table 2: Inputs and outputs of proposed architecture.
Input configurations Output configurations

Index IN DFT size Index OUT DFT size
2 3 4 5 2 3 4 5

0 0 x(0) 0 x(0) 0 - X(0) - X(0)
1 x(0) x(1) x(0) x(1) 1 X(0) X(1) X(0) X(1)
2 x(1) x(2) x(1) x(2) 2 X(1) X(2) X(1) X(2)
3 0 0 x(2) x(3) 3 - - X(2) X(3)
4 0 0 x(3) x(4) 4 - - X(3) X(4)

Table 3: Control signals to obtain different DFT sizes.
DFT size s0 s1 s2

Radix-2 - 0 0
Radix-3 0 1 -
Radix-4 - 0 1
Radix-5 1 1 0

4 Error analysis
In this section we give an overview of a new model for the error analysis of FFT
algorithms. A classic N = 2n point FFT algorithm can be represented as

[X(0)....X(N−1)]T =
(

Bn

(
Wn−1

(
. . .
(

B1 · [x(0) . . .x(N−1)]T
)
. . .
)))

, (11)

where matrices Bi ∈ RN×N express additions between inputs, thus contain only trivial
terms (0,1,−1) and Wi ∈ CN×N express the multiplications by twiddle factors.

We propose to represent the computations in (11) as an implicit system of linear
equations: {

Jt = Gx
y = Lt (12)

where

J =


1 0 0 0 0
−W1 1 0 0 0

0 B2 1 0 0
. . .

0 0 0 Wn−1 1

 , G =


B1
0
0
...
0

 , (13)

L =
(

0 0 0 . . . B4
)

and J ∈ C(2n−2)N×(2n−2)N , G ∈ R(2n−2)N×N , L ∈ RN×(2n−2)N ; and 1,0 are identity and
zero matrices respectively.
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For instance, for the classic radix-3 WFTA FFT given with (6), we have

J =

(
1 0
M 1

)
, G =

(
I
0

)
, L =

(
0 O

)
(14)

This representation facilitates the analysis fo the rounding errors that occur during
the implementation of FFT algorithms in the following way.

Coefficient rounding errors: with this matrix matrix representation of data-flows,
it is straightforward to capture the propagation of coefficient rounding errors. Since all
twiddle factors are contained int he matrix J, it is sufficient to assume that instead
of J, we actually use Jq = J +∆J, where ∆J contains the cefficient rounding errors.
Therefore, instead of system (12) we compute{

Jqt = Nx
y = Lt (15)

Suppose all non-trivial elements of J are rounded to nearest to wc bits. Then,

|∆Ji, j| ≤
{

2−wc+1, if Ji, j is the non-trivial coefficient
0, otherwise (16)

Multiplication errors: instead of the exact vector t, we actually compute t̂ := t−
∆t, where ∆t contains the rounding errors due to multiplications by non-trivial twiddle
factors. Therefore, the actually implemented output ŷ is computed with{

Jqt̂ = Nx+∆t
ŷ = Lt̂ (17)

Without loss of geenrality, one can assume that the multiplications are performed
with last-bit accuracy with an output on wm bits, i.e.

|∆ti| ≤
{

2−wm+1, if Ji,: contains non-trivial factor
0, otherwise (18)

Overall implementation error: for a given input vector x, the implementation
error is bounded by:

||y− ŷ||∞ ≤
∣∣∣∣L(J−1− J−1

q
)

Nx−LJ−1
q ∆t

∣∣∣∣
∞
. (19)

For instance, for a radix-3 WFTA implemented with wc-bit coefficients and wm-bit
multipliers, the implementation error is bounded with

||y− ŷ|| ≤ ||Q · x+ p|| , (20)

where

Q =

 0 0 0
0 −2−wm+1 2−wm+1

0 2−wm+1 −2−wm+1

 , p =

 0
−2−wc+1

2−wc+1

 (21)
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Analogously, the multiplierless architecture can be analyzed using this matrix rep-
resentation. It is sufficient to unroll the shift-and-adds operations, as in (10). If the
inputs of the algorithms are scaled such that it is guaranteed that no overflow occurs in
the intermediate operations, the additions in the multiplierless implementation will be
exact and the proposed architecture is even better than the classic implementations with
the multipliers. However, in general case, to guarantee the same bound on the accuracy
as in the classic algorithms, in the multiplierless architecture one needs to add dlog2 ke
guard bits, where k is the number of additions in the constant multiplication.

5 Results

5.1 Comparison
In this section we compare the proposed multiplierless designs for the radix-3, radix-5
and unified radix-2/3/4/5 multiplierless FFTs with their counterparts [1, 21] that use
constant multiplication units. The Table 4 illustrates the complexity comparison in
terms of equivalent number of adders. For the semi-complex multipliers we assume
that the implementations use Booth encoding, which is equal to 16 adders [8]. In the
proposed designs, apart from adder/subtractor circuits, we use some additional multi-
plexers. We assume that the cost of a multiplexer is equivalent to 1/4 of the cost of an
adder. The Table 4 illustrates that the proposed multiplier-less designs require signifi-
cantly less adders compared to previously published architectures while guaranteeing
analogous accuracy of the output.

Table 4: Hardware complexity (Equivalent number of Adders).
DFT size Proposed [1, 21]
Radix-3 9 23
Radix-5 28 97

Mixed radix-2/3/4/5 30.25 99.5

5.2 Implementation
To provide a practical comparison and illustrate the advantages of the proposed archi-
tectures, we have described them in VHDL. For the practical implementations, all the
architectures are implemented as distributed logic (slices). Post place-and-route results
for the Virtex-7 XC7V585tffg1157 FPGA are shown in Table. 5, which includes the
area in terms of slices. FOr the architectures containing multipliers, we used constant-
coefficient multipliers based on Look-Up Tables. These implementations target inputs
and outputs on 36 bits (18 bits for real and 18 for imaginary parts), the non-trivial
twiddle factors are rounded to 8 bits, adder/subtractor circuits are standard 18-bit units.

The comparison shows that the proposed architectures reduce by 30− 33% the
number of slices with respect to previousely known approaches. This implementation
is a clear illustration of the gain due to the substitution of constant multipliers by shift-
and-add structures.
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Table 5: Comparison of different radices implemented on FPGA.
DFT size Proposed [1, 21] Reduction(% )

(Slice LUTs) (Slice LUTs)
Radix-3 380 254 33.15
Radix-5 795 1176 32.40

Mixed radix-2/3/4/5 962 1382 30.40

6 Conclusion
This paper presents the multiplierless processing elements for design of the non-power-
of-two FFTs. The proposed processing elements are based on Wingorad Fourier trans-
form algorithm. In general, one can avoid implementation of the complex-valued mul-
tipliers and reduce the circuit surface by using constant multipliers instead. This paper
illustrates that replacment of constant multipliers by shift-and-add structures can bring
significant improvements. More precisely, multiplierless processing elements for the
radix-3 and radix-5 FFTs were proposed. On top of that, a mutliplierless unified ar-
chitecture for the radix-2/3/4/5 FFTs is developed. This architecture required only a
few additional multiplexers to ensure input/output configurations. Practical implemen-
tations showed that in comparison to existing analogous architectures [1, 21] that use
multiplier blocks, the multiplierless elements have ≈ 30% gain in terms of slice LUTs.

A new approach on the modeling of the FFT algorithms for the error analysis pur-
poses have been proposed. This new matrix-based model permits an easier and unified
approach for the description of the FFT algorithms. We determined the requirements
for the multiplierless implementation to have at least the same accuracy as their ana-
logues that use the multiplier block.

In this paper, all FFT coefficients have been rounded to the same wordlength. The
next step will be to consider different wordlengths for different twiddle factors. Then,
the goal might be to minimize the number of adders in the multiplierless blocks while
guaranteeing a certain error bound. Using the proposed modeling, such task can be
formalized into a linear programming problem.
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