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Stabilization of switched affine systems with disturbed state-dependent

switching laws

Zohra Kader1,2, Christophe Fiter1, Laurentiu Hetel3 and Lotfi Belkoura 1,2 .

Abstract

In this paper we investigate the stabilization problem for a class of switched affine systems with a state-dependent switching
law. Since the states measurements are in general subject to perturbations and noises, we propose a robust switching law
design method. Qualitative conditions for the stability of the closed-loop switched system are given. Stability conditions are
also formulated as Linear Matrix Inequalities (LMIs) in order to allow numerical implementations. Results are illustrated by
numerical examples in order to show the efficiency of the method and its limits.

Index Terms

Switched affine systems, switching control, bilinear systems, Rǫ-stability, robust stabilization Switched affine systems,
switching control, bilinear systems, Rǫ-stability, robust stabilization

I. INTRODUCTION

Switched systems represent a popular class of hybrid systems [2], [9], [19], [31], [32]. In the present work we are interested
in the stabilization problem of switched affine systems with a state dependent switching law (see for instance [7], [13], [23]).
This class of systems has attracted interest of the control community since its study has direct applications in power electronics
[13], [25], [42] (for example DC/DC and AC/DC converters). However, the control of switched affine systems presents some
difficulties: fast switching, presence of non standard equilibrium points (when different subsystems do not share a common
equilibrium), sliding dynamics, etc. Furthermore, for such systems it is required to use more general concepts of solutions than
the classical one in order to take into account the dynamics over the discontinuities [15].

In the literature, we can find elegant design methods based on the existence of a stable convex combination [7], [13], [18].
Using multiple Lyapunov functions, a switching law is designed in [45]. This method was extended to the case of uncertain
equilibria in [46]. In [47], H∞ performances are guaranteed by the design methodology. Numerical approaches have been
provided in other papers, based on Model Predictive Control (MPC) [5] and optimal controllers (see for instance [6], [34], [35],
[39], [41], [22]). Particular applications of sliding mode control to switched systems can be found in [42]. Results on switched
systems with delayed state-dependent switching law design are also considered in [16]. Recently, a constructive method for
the design of state-dependent switching laws has been proposed in [23]. This method uses a bilinear model [14], [17] of the
system and the existence of a stabilizing continuous control in order to derive a stabilizing switching law.

The present paper provides a robust design method of a state-dependent switching law for systems with perturbations.
The main advantages of the results presented here with respect to the existing works in the literature lie in the following two
aspects:

1) In this paper, the classical condition concerning the existence of a Hurwitz convex combination is avoided. Compared to the
approaches in [7], [13], [18] the proposed methodology can be interpreted as an approach that uses state-dependent convex
combinations.

2) To the best of our knowledge, the approaches in [7], [13], [18], [23], [24], consider that the states measurements used in
the switching laws are always free of perturbations and noises. However, this is rarely the case in practical applications and
dealing with such a perturbation is a challenging problem. In the present paper, we consider that the state is affected by
a bounded perturbation, and provide a robust state-dependent switching law design method to ensure the stabilization of
switched affine systems.

We start directly with the bilinear system formulation proposed in [23]. Both qualitative and numerical conditions of
stability are developed. The study can also be related with LMI design methodology proposed in [1], [43], [44]. The efficiency
of the method is illustrated by simulation results.

This paper is organized as follows. In Section II, the problem under study is stated. In Section III, the control design idea
is expressed and the analytic result is given. An LMI approach is given in Section IV. The results are illustrated by numerical
examples in Section V. The paper is ended with a conclusion and perspectives.
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A. Notations

In this paper we use the notation R+ to refer to the interval [0,∞). The transpose of a matrix M is denoted by MT . In
a symmetric matrix the elements that can be deduced by symmetry are denoted by ∗. The notation M � 0 (resp. M � 0)
means that the matrix M is positive (resp. negative) semi-definite, and the notation M ≻ 0 (resp. M ≺ 0) means that it is
positive definite (resp. negative definite). The identity matrix is denoted by I . Notations λmin(M) and λmax(M) are used to
refer to the minimum and maximum eigenvalue respectively of a square matrix M . The notation M(i) refers to the i-th row

of a matrix (or vector). For a positive definite matrix P ∈ R
n×n and a positive scalar γ, we denote by E(P, γ) the ellipsoid

E(P, γ) = {x ∈ R
n : xT

Px ≤ γ}.
For all positive scalar r, we denote by B(0, r) the ball of radius

√
r:

B(0, r) = E(I, r) = {x ∈ R
n : xT

x ≤ r}.

For a given set S , the notation Conv{S} indicates the convex hull of the set, int{S} its interior and S its closure. Finally, the

closed convex hull of the set S will be noted by Conv{S}. Let S ⊂ R
m be a finite set of vectors. The minimum argument of

a given function f : S −→ R is noted by

argmin
x∈S

f(x) = {y ∈ S : f(y) ≤ f(z),∀z ∈ S}.

For a positive integer N , we denote by IN the set {1, . . . , N}. We use ‖.‖ to denote the Euclidean norm for a vector and the
associated norm for a matrix. By ∆N we denote the unit simplex

∆N =

{

β =
[

β(1), . . . , β(N)

]T ∈ R
N :

N
∑

i=1

β(i) = 1, β(i) ≥ 0, i ∈ IN

}

.

II. PRELIMINARIES AND PROBLEM STATEMENT

A. System description

Consider the following system

ẋ = Ax+

m
∑

i=1

(Nix+ bi)u(i), (1)

with x ∈ R
n and u(i) the i-th component of the input u. The input u is only allowed to take values in the set V =

{v1, . . . , vN} ⊂ R
m. A ∈ R

n×n, B =
[

b1, . . . , bm
]

∈ R
n×m, and Ni ∈ R

n×n are the matrices describing the system.
It has been demonstrated in [23] that the class of switched system (1) is quite general in the sense that any switched affine

system

ẋ = Ãσx+ b̃σ,

σ ∈ IN ,
(2)

with Ãi ∈ R
n×n and b̃i ∈ R

n×1 the matrices describing the subsystems, can be represented in the form (1) (see Proposition
1 in [23]).

Note that, if the bilinear terms of system (1) are null, the system can model a linear system with a relay feedback controller
which is widely studied in the literature (see for instance [20], [21], [27], [28], [33]).

In the sequel we assume that:

A-1 The pair (A,B) is controllable, which implies that there exists a matrix K such that the closed-loop matrix Acl = A+BK
is Hurwitz.

A-2 The set int{Conv{V}} is nonempty, and the null vector is contained inside (0 ∈ int{Conv{V}}).
This paper deals with the stabilization of system (1) in the case of a disturbed switching law. We consider a controller

inspired from the min-switching strategies in [12], [26], [36] given by

u(x+ e(t)) ∈ argmin
v∈V

(x+ e(t))TΓv, (3)

where e is an exogenous unknown disturbance considered as a measurable and bounded function from R+ to R
n satisfying

e(t)T e(t) ≤ ē, (4)

with ē its upper bound. The matrix Γ ∈ R
n×m characterizes the switching hyperplanes of the control and will take a particular

form, in the sequel, obtained using the Lyapunov theory. The formulation of the controller (3) encompasses the classical sign
function in the relay feedback. Indeed, if V = {v1, v2} = {−v, v} ⊂ R with v > 0 then we get

u(x+ e(t)) ∈ −vsign(ΓT (x+ e(t)) =







{v} if ΓT (x+ e(t)) < 0,
{−v, v} if ΓT (x+ e(t)) = 0,
{−v} if ΓT (x+ e(t)) > 0.

(5)

Thus the closed-loop system is modeled by a differential equation with discontinuous right hand-side [10]. Consequently,
in order to study the stability of the system we will consider the Filippov solutions [15] based on the use of differential
inclusions [3].



B. Solution concept

The interconnection (1), (3) is the closed-loop system modeled by a discontinuous differential equation of the form

ẋ = Ax+

m
∑

i=1

(Nix+ bi)ũ(i)(t, x) = f(t, x), (6)

where ũ(i)(t, x) is the i-th component of ũ(t, x) =







ũ(1)(t, x)
..
.

ũ(m)(t, x)






= u(x+ e(t)).

To the discontinuous closed-loop system (6) we associate the differential inclusion

ẋ ∈ F(t, x), (7)

with F(t, x) a set-valued map which can be computed using the construction given in [4], [15] such that

F(t, x) =
⋂

δ>0

⋂

µ(S)=0

Conv{f(t, B̆(x, δ)\ S)},∀x ∈ R
n
, t ∈ R+, (8)

where Conv is the closed convex hull, B̆(x, δ) is the open ball centered on x with radius
√
δ, and S ⊂ R

n with µ(S) its
measure in the sense of Lebesgue. Hereafter, we call F(t, x) the set-valued map associated to the discontinuous system (6).

The closed-loop system is then modeled by the differential inclusion (7) which can be used to define solutions for system
(6).

Definition 1 (Filippov solution): Consider the closed-loop system (6) and its associated differential inclusion (7). A Filippov
solution of the discontinuous systems (6) over the interval [ta, tb] ⊂ [0,∞) is an absolutely continuous mapping y : [ta, tb] −→
R

n satisfying:
ẏ(t) ∈ F(t, y(t)), for almost all t ∈ [ta, tb],

with F(t, x) given by (8).
A differential inclusion has at least one solution if the set valued map F(t, x) is locally bounded and takes nonempty,

compact and convex values [4], [10]. Over the article the following notion of stability will be used.
Definition 2 (Rǫ-stability): Consider positive scalars R and ǫ, such that ǫ < R. Assume that there exists a matrix P =

P T ≻ 0 such that for all Filippov solutions x(.) of system (6) with x(0) ∈ E(P,R), the value of the state x(t) converges to
E(P, ǫ) as t goes to infinity. Then, system (6) is said to be Rǫ-stable from E(P,R) to E(P, ǫ).
This notion of stability is adapted from [37], where it was used for relay systems with input delays.

The closed-loop system (1), (3), (4) is affected by a disturbance in the actuator. In this paper, for bounded disturbances,
we give conditions under which the system is Rǫ-stable. Sufficient LMIs stability conditions are also given.

III. CONTROL DESIGN

This section deals with the Rǫ-stabilization of system (1) under bounded input disturbances. Assumptions A.1 and A.2 are
used to prove that there exists a switching control law such that the system is Rǫ-stable.

Theorem 1: Assume that A.1 and A.2 hold. Then there exist positive scalars R, ǫ, a matrix P = P T ≻ 0, and a switching
control law u(x+ e(t)) such that system (1) is Rǫ-stable from E(P,R) to E(P, ǫ), for an input perturbation e satisfying (4)
with a sufficiently small bound ē.

Proof:
Since the pair (A,B) is controllable then for any δ > 0, there exists a gain K and a matrix P = P T ≻ 0 such that

A
T
clP + PAcl � −2δP, (9)

with Acl = A+BK is Hurwitz. Consider system (1) and the switching law

u(x+ e(t)) ∈ argmin
v∈V

G(x, e(t), v), (10)

with G : Rn × R
n × V → R defined as G(x, e(t), v) = (x+ e(t))T

∑m

k=1(Nk(x+ e(t)) + bk)v(k). Just as we did in (7) we
associate to the closed-loop system (1), (10) a differential inclusion

ẋ ∈ F̃(t, x). (11)

Consider the function V such that V (x) = xTPx. We want to prove that there exists ē such that if (4) is satisfied then

sup
y∈F̃(t,x)

∂V

∂x
y ≤ −2χV (x), (12)

for some χ > 0 in a domain D ⊂ R
n which will be determined.

In order to prove these results, we rewrite the system (1) as

ẋ = Ax+Bu+w(x, u), (13)

with w(x, u) =
∑m

j=1Njxu(j).
The main idea of the proof of Theorem 1 is to show that for a sufficiently small and bounded perturbation e satisfying (4),

the decay of the function V in some domain D can be ensured by switching among the elements of the set V . This will be
proved in the following in three steps. In Step 1, we associate a differential inclusion to system (6) and provide some sufficient
conditions for Rǫ-stability. Then, in Step 2, for a decay rate δ and a static gain K satisfying (9) stability conditions of system



(13) are given, considering the term w(x,Kx) as a perturbation. Finally, in Step 3, based on the results from Steps 1 and 2,
we use the property of existence of a static linear stabilizer to design the switching surface such that the Lyapunov function
V decreases over the domain of attraction E(P, γ) until its reaches the chattering ball E(P, ǫ), which proves the Rǫ-stability
of system (1), (10), (4).

Step 1 : Explicit stability condition based on Filippov differential inclusions

We define for any z ∈ R
n the set of indexes I∗(z) such that

I∗(z) = {i ∈ IN : zT
m
∑

k=1

(Nkz + bk)(vj(k) − vi(k)) ≥ 0, ∀j ∈ IN}, (14)

which corresponds to the set of minimizers of u(z) defined in (10).
To I∗(z) we associate for all z ∈ R

n the set ∆∗(z) of vectors defined by

∆∗(z) = {β ∈ ∆N : β(i) = 0, ∀i ∈ IN \ I∗(z)}. (15)

Using (14) and (15), the set valued map F̃(t, x) in (11) satisfies

F̃(t, x) ⊆ F̃∗(t, x), (16)

with
F̃∗(t, x) = Conv

i∈I∗(x̄e(t))
{Ax+Bvi + w(x, vi)}

= {Ax+Bv(β) + w(x, v(β)) : β ∈ ∆∗(x̄e(t))} ,
(17)

v(β) =
∑N

i=1 β(i)vi, and x̄e(t) = x+ e(t).
Therefore, from (16) and in order to show (12), it is sufficient to prove that for some positive scalar χ we have

sup
y∈F̃∗(t,x)

∂V

∂x
y ≤ −2χV (x), (18)

in some domain D ⊂ R
n to be determined.

From (17), and using the fact that the set ∆∗(z) is compact for all z ∈ R
n, we have

sup
y∈F̃∗(t,x)

∂V

∂x
y = sup

β∈∆∗(x̄e(t))

{

∂V

∂x

(

Ax+Bv(β) + w(x, v(β))
)

}

= max
β∈∆∗(x̄e(t))

{

∂V

∂x

(

Ax+Bv(β) + w(x, v(β))
)

}

.

(19)

Then, showing (18) is equivalent to proving that for some χ > 0

max
β∈∆∗(x̄e(t))

{

∂V

∂x

(

Ax+Bv(β) +w(x, v(β))
)

}

≤ −2χV (x), (20)

in a domain D ⊂ R
n to be determined below.

Step 2: Stability properties with a continuous controller

Here we will study the robustness properties of system (13) with linear state feedback ū = Kx based on the linearized
model. These properties will be useful for redesigning a switching controller. Before showing (20), it is useful to prove that

∂V

∂x
(Aclx+ w(x,Kx)) ≤ −δV (x), (21)

is satisfied in a neighbourhood of the origin where Acl satisfies (9) for some δ and P , and w(x,Kx) =
∑m

j=1Njx(Kx)(j).
From inequality (9), we obtain

∂V

∂x
(Aclx) ≤ −2δV (x),∀x ∈ R

n
.

Using this, (21) becomes

∂V

∂x
(Aclx+ w(x,Kx)) ≤ −2δV (x) + 2xT

Pw(x,Kx),∀x ∈ R
n
, (22)

Furthermore, for some scalar ̺ > 0 we have

‖w(x,Kx)‖ =

∥

∥

∥

∥

∥

m
∑

k=1

Nkx(Kx)(k)

∥

∥

∥

∥

∥

≤ ̺ ‖x‖2 , ∀x ∈ R
n
.

Therefore, we can show that
∀ρ > 0, ∃ρ̃ > 0 : ‖w(x,Kx)‖ ≤ ρ ‖x‖ , ∀ ‖x‖ < ρ̃.



Then, from Cauchy-Schwarz inequality, we get

x
T
Pw(x,Kx) ≤

∥

∥

∥
x
T
P
∥

∥

∥
‖w(x,Kx)‖ ≤ ρ ‖P‖ ‖x‖2 , ∀ ‖x‖ < ρ̃.

Thus for all ‖x‖ < ρ̃, we have

∂V

∂x
(Aclx+ w(x,Kx)) ≤ −2δV (x) + 2xT

Pw(x,Kx)

≤ −(2δV (x)− 2ρ ‖P‖ ‖x‖2).
(23)

Therefore, (21) is satisfied for all x such that ‖x‖ < ρ̃ if we can ensure that

−(2δV (x)− 2ρ ‖P‖ ‖x‖2) ≤ −δV (x),

which is verified if

ρ ≤ δλmin(P )

2 ‖P‖ . (24)

Note that for given δ and P satisfying inequality (9), ρ can always be chosen as small as possible (this only constrains x in a
neighbourhood B(0, ρ̃2) of the origin) such that (24) is verified.

In the next step we will see how the property (24) is useful for the design of a switching law.

Step 3: Switching controller reconfiguration

Note that, since Assumption A-2 holds, then there exists a neighbourhood of the origin E(P, γ) with γ > 0 such that for
all x ∈ E(P, γ) we have

Kx ∈ Conv{V}.
Therefore, for all x ∈ E(P, γ) there exist positive scalars αj(x), j ∈ IN , such that

∑N

j=1 αj(x) = 1 and

Kx =

N
∑

j=1

αj(x)vj . (25)

In the development that follows we consider that E(P, γ) ⊆ B(0, ρ̃2) (we can always choose a constant γ satisfying this
inclusion). We can also consider the case where (21) and (25) are verified (i.e. for all x ∈ E(P, γ) ⊆ B(0, ρ̃2)). From (14),
for all i ∈ I∗(x̄e(t)) with x̄e(t) = x+ e(t), we have

(

x+ e(t)
)T

P

m
∑

k=1

(

Nk(x+ e(t)) + bk

)(

vj(k) − vi(k)

)

≥ 0,∀j ∈ IN .

Then, for any β ∈ ∆∗(x̄e(t)) we have

(

x+ e(t)
)T

P

m
∑

k=1

(

Nk(x+ e(t)) + bk

)(

vj(k) − v(β)(k)

)

≥ 0, ∀j ∈ IN .

Multiplying this last inequality by αj(x) for j ∈ IN (αj(x) defined in (25)) and summing the N elements, we obtain

2
(

x+ e(t)
)T

P

m
∑

k=1

(

Nk(x+ e(t)) + bk

)(

(Kx)(k) − v(β)(k)

)

≥ 0.

Adding this to the left part of (20), it comes

max
β∈∆∗(x̄e(t))

{

∂V

∂x

(

Ax+Bv(β) + w(x, v(β))
)

}

≤ max
β∈∆∗(x̄e(t))

{

x
T
(

A
T
clP + PAcl

)

x+ 2xT
Pw(x,Kx) + 2xT

P

m
∑

k=1

Nke(t)
(

(Kx)(k) − v(β)(k)

)

+2eTP

m
∑

k=1

Nkx
(

(Kx)(k) − v(β)(k)

)

+ 2eTP

m
∑

k=1

Nke(t)
(

(Kx)(k) − v(β)(k)

)

+2eTPB
(

Kx− v(β)
)}

.

(26)

Then, using (21) we get

max
β∈∆∗(x̄e(t))

{

∂V

∂x

(

Ax+Bv(β) + w(x, v(β))
)

}

≤ max
β∈∆∗(x̄e(t))

{

−δV (x) + 2xT
P

m
∑

k=1

Nke(t)
(

(Kx)(k) − v(β)(k)

)

+ 2eTPB
(

Kx− v(β)
)

+2eTP
m
∑

k=1

Nkx
(

(Kx)(k) − v(β)(k)

)

+ 2eTP
m
∑

k=1

Nke(t)
(

(Kx)(k) − v(β)(k)

)

}

.

(27)



Let us define v̄(k) = max
x∈E(P,γ)

{

(

∑N

j=1 αj(x)vj
)

(k)
− max

β∈∆∗(x̄e(t))

{

v(β)(k)
}

}

. From (25), we have

max
β∈∆∗(x̄e(t))

{

(Kx)(k) − v(β)(k)
}

= max
β∈∆∗(x̄e(t))

{

(

N
∑

j=1

αj(x)vj
)

(k)
− v(β)(k)

}

≤ v̄(k), ∀k ∈ Im. (28)

Thus, using (28), from (27) we obtain that for all x ∈ E(P, γ) ⊆ B(0, ρ̃2),

max
β∈∆∗(x̄e(t))

{

∂V

∂x

(

Ax+Bv(β) + w(x, v(β))
)

}

≤ −δV (x) + 2xT
P

m
∑

k=1

Nkv̄(k)e(t) + 2eTPBv̄ + 2eTP
m
∑

k=1

Nkv̄(k)x+ 2eTP
m
∑

k=1

Nkv̄(k)e(t).

(29)

Recall [8] that for any positive number θ

2aT b ≤ 1

θ
a
T
a+ θb

T
b,∀a, b ∈ R

n
. (30)

Applying (30) to the terms 2eTΩx, 2xTΩe with Ω = P
∑m

k=1Nkv̄(k) and 2eTPBv̄, with

θ1 = η, a1 = e, b1 = Ωx, θ2 = η
−1
, a2 = ΩT

x, b2 = e,

and θ3 = η, a3 = e, b3 = PBv̄,

we obtain the following inequality

− δV (x) + 2xT
P

m
∑

k=1

Nk v̄(k)e(t) + 2eTPBv̄ + 2eTP
m
∑

k=1

Nk v̄(k)x+ 2eTP
m
∑

k=1

Nk v̄(k)e(t)

≤ −δV (x) + 3η−1
e
T
e+ 2ηxTΩTΩx+ ηv̄

T
B

T
PPBv̄ + 2eTΩe.

(31)

Let us define ζmax = λmax(Ω
TΩ)ρ̃2, κmax =

√

λmax(ΩTΩ), and ξmax = v̄TBTPPBv̄. We have

x
TΩTΩx ≤ ζmax,∀x ∈ B(0, ρ̃2),

e
TΩe ≤ κmaxe

T
e,∀e ∈ R

n
.

Then, considering ē a positive scalar satisfying (4), we obtain from (31)

− δV (x) + 2xT
P

m
∑

k=1

Nk v̄(k)e(t) + 2eTPBv̄ + 2eTP
m
∑

k=1

Nk v̄(k)x+ 2eTP
m
∑

k=1

Nk v̄(k)e(t)

≤ −δV (x) + (3η−1 + κmax)ē+ 2ηζmax + ηξmax

(32)

for all x ∈ E(P, γ) ⊆ B(0, ρ̃2).
From (29) and (32) , in order to prove (20), it is sufficient to show that there exists χ > 0 such that in some domain

D := E(P, γ) \ E(P, ǫ) ⊆ B(0, ρ̃2) we have

−δV (x) + (3η−1 + κmax)ē+ 2ηζmax + ηξmax ≤ −2χV (x). (33)

Therefore, we can show that if we take 0 < χ < δ
2

, and sufficiently small ē and η, we have (33) (and thus (12)) which is

satisfied for all x ∈ E(P, γ) \ E(P, ǫ) ⊆ B(0, ρ̃2), with

ǫ :=
(3η−1 + κmax)ē+ ηξmax + 2ηζmax

δ − 2χ
< γ. (34)

In conclusion, system (1), (10) with perturbation (4) is Rǫ-stable from E(P,R) to E(P, ǫ) with R = γ and ǫ given in (34), if
the bound ē on the perturbation is small enough.

Remark 1: From the proof of Theorem 1, (see equation (34)), we can note that the size of the level set E(P, ǫ) depends
on the upper bound of the disturbance. Furthermore, it depends also on the upper bound of the control value (the terms ξmax,
ζmax, and κmax depend on v̄ defined in (28)). Then, the size of the chattering ball E(P, ǫ) increases with the amplitude of
the control vector.
In Theorem 1 we have shown that there exists a switching law such that the system is Rǫ-stable for small enough perturbation.
In the following, we propose a constructive numerical implementation based in LMIs that allows to design such a controller.



IV. LMIS FORMALIZATION USING CONTROLLER REDESIGN

The first result (Theorem 1) has a qualitative nature. As we have seen in the proof of Theorem 1, it is possible to use the
property of existence of a linear static feedback to redesign switching surfaces for system (1), (3), (4). In practice, it is useful
to find a constructive procedure which, for desired domain of attraction and chattering ball, provides a switching law which
ensures the Rǫ-stability. Here we would like to ensure that the domain of attraction contains the ball B(0, rγ) of radius

√
rγ

and that the chattering zone is included in a ball B(0, rc) of radius
√
rc. In this section a numerical approach to deal with the

design problem is given, ensuring this property. An LMI solution is proposed hereafter. In order to express the result, note that
for any finite set of vectors V = {v1, . . . , vN} ⊂ R

m, there exists a finite number nh of vectors hi ∈ R
1×m, i ∈ Inh

, such
that

Conv{V} = {u ∈ R
m : hiu ≤ 1, i ∈ Inh

}.
To provide LMI conditions, we rewrite the system (1) as

ẋ = Ax+Π(u)x+Bu, (35)

with Π(u) =
∑m

i=1Niu(i).
Theorem 2: Assume that A.2 holds. Consider the closed-loop system (1), (3), (4) with Γ = PB, P a design parameter,

and positive scalars rc and rγ such that rc < rγ and χ > 0. Consider K such that Acl = A+BK is Hurwitz. If there exist
ǫ1 > 0, ǫ2 > 0, ǫ3 > 0, c > 0, γ > 0 and P = P T ≻ 0 such that

1)

M(vi) =





Mi PBK 0
∗ −ǫ3I −PBvi
∗ ∗ −ψ



 � 0, ∀i ∈ IN , (36)

with
Mi = (Acl +Π(vi))

T
P + P (Acl +Π(vi)) + (2χ+ ǫ1 − ǫ2)P,

ψ = −ǫ1c+ ǫ3ē+ ǫ2γ,
(37)

2)
P −K

T
h
T
i γhiK ≻ 0, ∀i ∈ Inh

, (38)

3)

P � γ

rγ
I, (39)

4)

P � c

rc
I, (40)

5)
c < γ, (41)

then the system (1), (3) is Rǫ-stable from E(P, γ) to E(P, c). Furthermore, B(0, rγ) ⊆ E(P, γ) and E(P, c) ⊆ B(0, rc).
Proof: We want to prove that if the set of LMIs (36)-(41) is feasible, then the closed-loop system (1), (3) is Rǫ-stable

from E(P, γ) to E(P, c). It is sufficient to prove that the function V defined by V (x) = xTPx satisfies

sup
y∈F∗(t,x)

∂V

∂x
y ≤ −2χV (x),∀x ∈ E(P, γ) \ E(P, c),

with F∗(t, x) defined in (17).
Let us define the set Cv as

Cv = {x ∈ R
n : hiKx < 1, i ∈ IN}.

From (38) we have

x
T
K

T
h
T
i hiKx < x

T P

γ
x,∀i ∈ Inh

,∀x ∈ R
n
,

and thus, the ellipsoid E(P, γ) satisfies
E(P, γ) ⊂ Cv. (42)

The LMI (36) is equivalent to

z
TM(vi)z ≤ 0, ∀z ∈ R

2n+1
.

Considering the vector zT = (x, e, 1)T , this leads to

x
T ((Acl +Π(vi))

T
P + P (Acl +Π(vi)))x+ (2χ − ǫ2 + ǫ1)x

T
Px+ 2eTPBKx

− 2eTPBvi − ǫ3e
T
e− ǫ1c+ ǫ2γ + ǫ3ē ≤ 0, ∀x ∈ R

n
, ∀e ∈ R

n
,∀i ∈ IN .

(43)

Note that for all x ∈ Cv , there exist N positive scalars αj(x), j ∈ IN ,
∑N

j=1 αj(x) = 1 such that

Kx =
N
∑

j=1

αj(x)vj . (44)



Since the constraint (42) is satisfied, then using (43) and (44), we obtain

x
T ((A+Π(vi))

T
P + P (A+Π(vi)))x+ (2χ− ǫ2 + ǫ1)x

T
Px+ 2eTPB

N
∑

j=1

αj(x)vj

+ 2xT
PB

N
∑

j=1

αj(x)vj − 2eTPBvi − ǫ3e
T
e− ǫ1c+ ǫ2γ + ǫ3ē ≤ 0,∀x ∈ E(P, γ),∀e ∈ R

n
,

∀i ∈ IN , which leads to

N
∑

j=1

αj(x){2xT
P (A+Π(vi))x+ 2xT

PBvj + (2χ− ǫ2 + ǫ1)x
T
Px− ǫ3e

T
e+ 2eTPB(vj − vi)

− ǫ1c+ ǫ2γ + ǫ3ē} ≤ 0,∀x ∈ E(P, γ),∀e ∈ R
n
, ∀i ∈ IN .

By adding and subtracting the term 2
∑N

j=1 αj(x)x
TPB(vj − vi), we get

N
∑

j=1

αj(x){2xT
P (A+Π(vi))x+ 2xT

PBvi + (2χ− ǫ2 + ǫ1)x
T
Px+ 2(x+ e(t))TPB(vj − vi)

− ǫ3e
T
e− ǫ1c+ ǫ2γ + ǫ3ē} ≤ 0, ∀x ∈ E(P, γ),∀e ∈ R

n
,∀i ∈ IN .

(45)

For z ∈ R
n, we define I∗(z) and ∆∗(z) as in (14), (15). By construction, we see that

∀i ∈ I∗(x+ e(t)),∀j ∈ IN , (x+ e(t))TPB(vj − vi) ≥ 0. (46)

Furthermore, inequality (41) guarantees the fact that E(P, c) ⊂ E(P, γ). Then, for x ∈ E(P, γ) \ E(P, c), it is clear that
xTPx > c, and xTPx ≤ γ. Therefore, taking this into account, as well as (46) and the fact that eT e ≤ ē (according to (4)),
we can deduce from (45) that

∂V

∂x
(Ax+Bvi +Π(vi)x) ≤ −2χV (x),∀i ∈ I∗(x+ e(t)),∀x ∈ E(P, γ) \ E(P, c).

Then, using the same arguments as in Theorem 1, we can show that

sup
y∈F(t,x)

∂V

∂x
y ≤ max

β∈∆∗(x̄e(t))

∂V

∂x
(Ax+Bv(β) + Π(v(β))x) ≤ −2χV (x),∀x ∈ E(P, γ) \ E(P, c), (47)

with v(β) =
∑N

i=1 β(i)vi, which ends the proof. Note that the LMI (39) is equivalent to the constraint

B(0, rγ) ⊂ E(P, γ),
where B(0, rγ) is the ball of radius

√
rγ , and the LMI (40) is equivalent to the constraint

E(P, c) ⊂ B(0, rc),
where

√
rc is the radius of the ball B(0, rc). These constraints are used for the optimization of either the chattering ball E(P, c)

or the domain of attraction E(P, γ) (see Remark 2).
Remark 2: The method uses the property of the existence of linear state feedback with gain K in order to design the

switching surfaces Γ. Designing a static gain K for systems as (1) is a classical problem. Numerical methods have been
proposed in [1], [44]. To solve the conditions of Theorem 2 as an LMI problem for a given gain K such that Acl = A+BK
is Hurwitz P , c, and γ are taken as LMI variables. The parameter χ in Theorem 2 corresponds to the system’s decay rate from
E(P, γ) to E(P, c). A line search can be used to find rc and rγ , and parameters ǫ1, ǫ2, and ǫ3. An optimization algorithm
can then be used to maximize rγ or minimize rc. Note that when the conditions of Theorem 2 are satisfied, the continuous
controller ū = Kx ensures a decay rate of at least 2χ + ǫ1 − ǫ2. In this paper we only provide sufficient conditions for
the design of a switching controller while the measurements are affected by perturbation. The proposed conditions are not
necessary. What we show is that, if the LMIs are satisfied for a given gain K and a decay rate χ, then a locally stabilizing
switching controller is obtained with guaranteed estimations of the domain of attraction and chattering zone. The approach is

based on the inclusion F̃(t, x) ⊆ F̃∗(t, x) (equations (16), (17) used in (47)) which might be a source of conservatism. The
polytopic modelling of the bilinear term can also introduce some conservatism.
In Sections III and IV, stability conditions of the closed-loop system have been given. In order to show the efficiency of the
developed method, numerical implementations have been performed. The results are reported in the next section.

V. NUMERICAL EXAMPLES

A. Example 1: Single-input system

Consider the switched affine system (2) with

Ã1 =

[

0.3 1
1 0.3

]

, Ã2 =

[

−0.1 1
− 1

3
−0.1

]

, b̃1 =

[

1.5
6

]

, b̃2 =

[

−0.5
1

]

, and σ = {1, 2}.

Considering the result in [23], this system can be reformulated as a bilinear system (1) with



u ∈ V = {v1, v2} = {0.75,−0.25}, N =

[

0.4 0
1.3333 0.4

]

, A =

[

0 1
0 0

]

, and B =

[

2
5

]

.

Note that the proposed methods in the literature can not be used to stabilize the system since there exist no convex
combination of the matrices A1 and A2. We consider a gain K =

[

−0.4, −0.44
]

computed by pole assignment such that
the eigenvalues of A +BK are {−1,−2} (A+ BK is Hurwitz) and a desired decay rate χ = 0.15. Using the results from
Theorem 2, we can design a switching law (3) that makes the system (1), (3), (4) Rǫ-stable for a given bound ē on the
perturbation. Then, implementing an optimization algorithm as discussed in Remark 2 allows the minimization of the ball
B(0, rc) containing the chattering zone. The results obtained for various values of ē are given in Table I. For ē = 10−4 for
example, we find that the LMIs from Theorem 2 are feasible for

rγ = 1.5, rc = 0.14, γ = 0.0589, c = 0.0027, P =

[

0.03 0.0091
0.0091 0.03

]

,

and with the parameters ǫ1 = 0.71, ǫ2 = 0, and ǫ3 = 1.1980 × 102. Simulations are performed for different initial

conditions x(0) =
[

−0.92, 1.28
]T

, x(0) =
[

−0.12, 1.4
]T

, x(0) =
[

−1.28, −0.08
]T

, x(0) =
[

0.32, −1.4
]T

, x(0) =
[

1.12, −1.08
]T

, x(0) =
[

1.36, −0.12
]T

, x(0) =
[

0.84, 0.84
]T

, x(0) =
[

−0.68, −0.96
]T

and a perturbation e(t) =√
ē
[

sin(3t), cos(3t)
]T

. The different trajectories are reported in the phase plot given in Figure 1, while the state variables

starting at x(0) =
[

−0.92, 1.28
]T

are presented in Figure 2.
Using the above design method, a switching law is derived and the domain of attraction is successfully estimated. From

the simulation results, it can be seen that for a sufficiently small perturbation, the states variables starting in the domain of
attraction E(P, γ) converge to a small neighbourhood E(P, c) of the origin and oscillate indefinitely around it. This confirms
the theoretical results. Note that, in Figure 1 is reported the sliding surface of the system free of perturbation (xTΓ = 0). We
can remark that the sliding surface in the presence of the perturbation is variable since its depends on the perturbation dynamic
and variations ((x+ e)TΓ = 0).

TABLE I

CHATTERING BALL RADIUS rc OBTAINED FOR DIFFERENT VALUES OF ē

ē 5× 10−5 10−4 5× 10−4 10−3 5× 10−3 10−2

rc 0.1 0.14 0.55 0.69 1.1 1.4
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Fig. 1. Phase portrait of the closed-loop system with E(P, γ) an estimation of the domain of attraction, and E(P, c) the chattering zone.
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B. Example 2: Multi-input system

Consider system (1) with

A =

[

8 1.5
1.5 −3

]

, B =

[

8 −3
2 1

]

, N1 =

[

0 0
0.1 0.2

]

, N2 =

[

0 0
0 0.2

]

,

and u ∈ V =

{[

5
5

]

,

[

5
−5

]

,

[

−5
5

]

,

[

−5
−5

]}

.

The eigenvalues of A are {−3.2, 8.2} hence the open-loop system (1) is unstable. Note the requirement from [13] is not
satisfied since the matrix A is not Hurwitz. Therefore, the existing methods in the literature can not be used to stabilize the
system. Consider the gain

K =

[

−1.0714 −0.6429
0.6429 −1.2143

]

such that the matrix A+BK is Hurwitz (the gain K is computed by pole assignment such that the eigenvalues of A+BK
are { -5.5, -2.5}). Applying the method developed above with a decay rate χ = 2, a switching law is designed to stabilize the
system in the presence of a perturbation bounded by ē = 10−4. An algorithm of minimization of rc with a line search to find
the parameters ǫ1, ǫ2, ǫ3, rγ and rc is implemented.

Using our algorithm of optimization we find that the LMIs are feasible for

rγ = 13.2, rc = 1.6, γ = 0.2728, c = 0.0324, P =

[

0.02 −0.0001
−0.0001 0.021

]

,

and with parameters ǫ1 = 0.7250, ǫ2 = 0, and ǫ3 = 1.1980 × 102.

Simulations are performed for different initial conditions x(0) =
[

1.3, 3.2
]T

, x(0) =
[

−3.4, −0.8
]T

, x(0) =
[

0, 3.5
]T

, x(0) =
[

3, 1.5
]T

, x(0) =
[

3.5, −0.1
]T

, x(0) =
[

−3.1, 1.4
]T

, x(0) =
[

3.4, 0.9
]T

, x(0) =
[

−3.5, 0.1
]T

,

x(0) =
[

−3, 2
]T

, x(0) =
[

−1.7, 3
]T

, x(0) =
[

1.9, −0.6
]T

, x(0) =
[

1.74, 2
]T

, x(0) =
[

1.5, −3.1
]T

, x(0) =
[

−2.97, −1.9536
]T

, x(0) =
[

2.83, −1.93
]T

, and a perturbation e(t) =
√
ē
[

sin(3t), cos(3t)
]T

. The different trajecto-

ries are reported in the phase plot given in Figure 4, while the state variables starting at x(0) =
[

3.4, 0.9
]T

are presented
in Figure 3.
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Fig. 4. Phase portrait of the closed-loop system with E(P, γ) an estimation of the domain of attraction, and E(P, c) the chattering zone.

VI. CONCLUSION

This paper has provided a method for the stabilization of switched affine systems with state-dependent switching laws. The
method considers the perturbation in the states measurements. Qualitative conditions for stability are developed. In addition, a
numerical approach allowing a simple numerical implementation of the designed method is given. Computer simulations are
presented to illustrate the efficiency of the given method. In the future, the approach may be improved in various manners. For
example, it is of interest to considerer the bilinear terms in the switching law design method. In order to reduce the chattering,
we can try to extend the approach to the case of min-switching stategy with min-dwell time condition. In this direction we can
follow the approach in [24] or the one proposed in [11]. The study of the output dependent switching law design and observer
based controller may be envisaged in future works.

REFERENCES

[1] V. Andrieu and S. Tarbouriech. Global asymptotic stabilization for a class of bilinear systems by hybrid output feedback. Transactions

on Automatic Control, 58(6):1602–1608, 2013.



[2] P. J. Antsaklis. Hybrid control systems: An introductory discussion to the special issue. Transactions on Automatic Control, 43(4):457–460,
1998.

[3] J. P. Aubin and A. Cellina. Differential inclusions: set-valued maps and viability theory. 1984.
[4] A. Bacciotti and L. Rosier. Liapunov functions and stability in control theory. Springer Science & Business Media, 2006.
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