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Abstract

This paper is concerned with the analysis of coupled mixed finite element methods applied to the
Biot’s consolidation model. We consider two mixed formulations that use the stress tensor and Darcy
velocity as primary variables as well as the displacement and pressure. The first formulation is with
a symmetric stress tensor while the other enforces the symmetry of the stress weakly through the
introduction of a Lagrange multiplier. The well-posedness of the two formulations is shown through
Galerkin’s method and suitable a priori estimates. The two formulations are then discretized with
the backward Euler scheme in time and with two mixed finite elements in space. We present next a
general and unified a posteriori error analysis which is applicable for any flux- and stress-conforming
discretization. Our estimates are based on H1(Ω)-conforming reconstruction of the pressure and a

suitable
[
H1(Ω)

]d
-conforming reconstruction of the displacement; both are continuous and piecewise

affine in time. These reconstructions are used to infer a guaranteed and fully computable upper bound
on the energy-type error measuring the differences between the exact and the approximate pressure
and displacement. The error components resulting from the spatial and the temporal discretization are
distinguished. They are then used to design an adaptive space–time algorithm. Numerical experiments
illustrate the efficiency of our estimates and the performance of the adaptive algorithm.

Key words: Biot’s poro-elasticity problem; mixed formulations; well-posedness; Arnold–Falk–Winther
elements; a posteriori error analysis; energy-type error; space and time errors; adaptive algorithm.

1 Introduction

Biot’s consolidation model describes the deformation of an elastic porous medium and the fluid flow inside
when the porous medium is saturated by the fluid [15]. The governing equations are Darcy’s law for the
fluid motion, whereas the deformation of porous media is governed by linear elasticity. This model problem
is of interest in a number of applications, such as petroleum engineering, geomechanics, energy storage in
the subsurface, CO2 sequestration and understanding of biological tissues.

Many results on this problem and on its numerical approximation have been derived in the past. Results
on well-posedness of the classical two-field formulation based on displacement and pressure variables are
carried out by Showalter [52]. The corresponding a priori error analysis can be found in [44] (see also [49]),
and the a posteriori error analysis was derived in [48]. In particular, several numerical schemes have been
developed for the three-field formulation [13, 14, 46, 53]. The involved variables in this formulation are the
displacements, fluid flux (Darcy velocity), and the pore pressure. This formulation is widely used since it
permits flexible discretizations of the problem by using different numerical methods applied separately for
the fluid flow and elasticity problems. Among others we cite, in particular, the coupling of continuous and
discontinuous Galerkin methods, and mixed finite element method studied in [53]. The coupling of noncon-
forming and mixed finite element methods for the Biot system was recently studied in [58]. Particularly, a
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stabilized discretization for the classical P1-RT0-P0 approach was recently proposed in [51]. One can also
see [13, 25, 51, 46, 47] and the references therein for more discretization schemes. More recently, the mixed
finite element methods as a numerical approximation of the four-field formulation has received increasing
attention. In this formulation, two pairs of mixed finite elements spaces, one the for linear elasticity and
one for mixed Poisson problem, are used. This formulation uses the stress, displacement, flux, and pressure
as primary unknowns. The extra unknowns can be seen as a disadvantage against the two- or three-field
formulations, regarding the computational cost, but there are reasons to prefer this approach. First, these
methods are widely used in computational fluid mechanics because they keep conservation law of mass and
balance of forces and produces continuous normal fluxes, regardless of mesh quality. Secondly, the stress
and the Darcy velocity as variables are of primary interest in many applications. This eliminates the need
to use postprocessing techniques to produce the flux and stress from the numerical pressure and displace-
ment. The availability of these variables is necessary whenever the consolidation is coupled with transport
e.g., applications involving multiphase flow [16] or thermal convection [20, 21, 22, 24]. This formulation
allows also the use of domain decomposition techniques, where in particular, transmission conditions across
physical interfaces, involving the stress and flux are imposed (cf. [2, 36, 54]).

In this work we consider coupled mixed methods for Biot’s consolidation model, and we shall mainly be
concerned with the a posteriori error analysis for this model problem. Today, rigorous a posteriori error
estimates are well developed for a large class of simple linear parabolic model problems [31, 56, 42]. These
developments often serve as starting point for extensions to diverse complex applications, including non-
linear effects, time-dependent loads or multi-physics phenomena [23, 28, 29, 48]. The challenges for applying
the framework of a posteriori error estimates to the Biot problem are numerous. First, the Biot system
is a time-dependent and strongly coupled problem. Second, this system does not have an “easy”monotone
structure or maximum principle. To the best of our knowledge, contrarily to the case of a priori error
estimates [38, 59], no results are available for a posteriori error estimates for the Biot’s consolidation model
in the context of discretizations with conforming flux and stress fields, such as mixed finite elements methods.
Residual-based error estimates for the two-field formulation can be found, e.g., in [30]. Recently, a posteriori
error analysis of this later formulation has been derived in [48], where the discrete solution is achieved using
Taylor–Hood H1-conforming finite elements in space (using piecewise polynomials of order k ≥ 1 for the
pressure and of order (k + 1) for the displacement) and a backward Euler scheme in time. The estimates
are based on flux and stress reconstructions to compute the error indicators that bound the dual norm of
the residual. Therein, the spatial and the temporal discretization errors are distinguished, then used in an
algorithm adapting the mesh and the time so as to equilibrate these error sources.

The purpose of this article is twofold. Firstly, to fill the gap of lacking rigorous well-posedness results
for the mixed formulation, we analyze in the multi-dimensional case the existence and uniqueness of a weak
solution to two mixed formulations presented in [38, 59] and show their equivalence in the continuous case.
To this aim, we use Galerkin’s method together with the theory of DAEs (Differential Algebraic Equations)
and suitable a priori energy estimates. Secondly, we propose a general and unified a posteriori error
estimation for the Biot’s consolidation model discretized with fully mixed finite elements method (MFE)
in-space and a backward Euler scheme in-time. The error estimation is applicable, in a larger sense, for
any locally conservative method, such as cell-centered finite volume scheme, multipoint mixed finite element,
mimetic finite difference and hybrid high-order discontinuous Galerkin [17, 35, 45, 50]. The present theory
readily extends to conforming methods using equilibrated flux and stress reconstructions ( cf. [48]). For the
present mixed setting, the error estimation requires H1(Ω)-conforming reconstruction of the pressure and a[
H1(Ω)

]d
-conforming reconstruction of the displacement, both are continuous and piecewise affine in-time.

These reconstructions are used to infer a guaranteed upper-bound on the error between the exact and the
approximate solution. Precisely, we will show that an energy-type-norm difference between the exact and the
approximate pressure and displacement can be bounded by the dual norm of the residuals [23, 27, 28, 31].
The estimation is then established using this error measure by deriving a guaranteed and fully computable
upper bound on the dual norm of the residuals, without unknown constant (cf. [1, 3, 34, 48]). The bound
uses easily, fully and locally calculable estimators. We will also show how a posteriori error estimators can
distinguish between the space and time errors. We show in particular how to distinguish the pressure and
displacement contribution in the overall errors. This is essential for the development of space–time adaptive
marching algorithm and particularly for the development of adaptive iterative coupling schemes based on
time-splitting techniques, e.g., see the fixed-stress scheme in [13, 19].
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The paper is organized as follows. In Section 2, we present the physical model and the assumptions on
the effective parameters. Section 3 recalls the four- and five-field formulations of the Biot problem as well as
the relevant functions spaces. We prove the well-posedness of the aforementioned formulations and show in
particular their equivalence. In Section 4, we present the discrete formulations, by combining in-space two
mixed finite elements, and the backward Euler scheme in-time. In Section 5, we give the main result of the
paper, which states that the energy-type-norm of the difference between the exact weak and the approximate
solutions can be bounded by a fully computable a posteriori error estimate. Section 6 is devoted to the proof
of the a posteriori error estimate. In Section 7, the a posteriori error estimate is elaborated by distinguishing
its space and time error components. This is efficiently used to propose a space–time adaptive marching
algorithm. Finally, illustrative numerical results are shown in Section 8.

2 Model problem

Let Ω be a connected polygonal domain of Rd, d = 2, 3. We denote by ∂Ω its boundary (supposed to be
Lipschitz-continuous) and by n the unit normal to ∂Ω, outward to Ω. Let a time interval (0, T ) be given
with T > 0. We consider Biot’s consolidation equations, modeling flow in deformable porous media. The
mathematical form of this problem as it is presented in [15, 52] reads: find u and p such that there holds,

−∇·θ(u) + α∇p = f , in Ω× (0, T ), (2.1a)

∂t (c0p+ α∇·u)−∇·(K∇p) = g, in Ω× (0, T ), (2.1b)

u(·, 0) = u0, p(·, 0) = p0, in Ω, (2.1c)

u = 0, p = 0, on ∂Ω× (0, T ), (2.1d)

where f is the body force, µ and λ are the Lamé parameters, α is the Biot–Willis constant, K is the
permeability tensor divided by fluid viscosity, c0 is the constrained-specific storage coefficient, g is the
volumetric source term, u0 is the initial displacement and p0 is the initial pressure. The function θ denotes
the effective stress tensor, i.e, θ(u) := 2µε(u) + λtr(ε(u))I, where ε(u) is the linearized strain tensor given
by ε(u) := (∇u+∇Tu)/2 and where tr denotes the trace of matrices. The total stress tensor σ(p,u) is given
by σ(p,u) := θ(u)−αpI, presenting the internal forces on surface elements. The momentum balance for the
fluid is interpreted as the Darcy law for the volumetric fluid flux w := −K∇p. For the sake of simplicity,
we consider only homogeneous boundary conditions, but the results of this paper can be extended to more
general case (cf. [48]). In what follows, we assume the following assumptions on the effective parameters:

Assumption 2.1 (Data). 1. Let c0, α, µ, and λ be strictly positive constants.

2. Let K, be a symmetric and uniformly positive definite tensor which satisfies the following assumption:
there exist positive constants cK and CK such that for or a.e. x ∈ Ω and for all ζ ∈ Rd

0 < cK|ζ|2 ≤ ζTK−1(x)ζ, and |K(x)ζ| ≤ CK|ζ|, (2.2)

and whose terms are for simplicity supposed piecewise constant on the meshes defined below and
constant in time.

3. We assume that the initial pressure p0 and the initial displacement u0 lie in H1
0 (Ω) and

[
H1

0 (Ω)
]d

,
respectively.

4. We assume that the body force f and the source term g lie in H1(0, T ;
[
L2(Ω)

]d
) and L2(0, T ;L2(Ω)),

respectively.

Results on well-posedness of the problem (2.1) were established by Showalter [52]. In the next section, we
present and analyze two mixed formulations of (2.1). The first formulation extends to the multidimensional
case the four-field formulation introduced in [59] that uses symmetric space for the stress unknown, while
the second formulation generalizes the five-field formulation introduced in [38] that uses the weak stress
symmetry formulation of the elasticity system. This latter formulation is advantageous compared to the
four-field formulation, since only mixed finite elements with weakly symmetric stress will be used. This is
advantageous because it requires less computational costs and as the hybridization techniques of Fraeijs de
Veubeke (cf. [9]) leads usually a system with reduced sizes.
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3 Mixed variational formulations

We now introduce the function spaces and their norms that will be used throughout. Firstly, we will use
the convention that if V is a space of functions, then we designate by V a space of vector functions having
each component in V , and we designate by V the space of tensor functions having each component in V .
The space L2(Ω) is the space of square-integrable functions endowed with its natural inner product written
(·, ·)L2(Ω) with associated norm denoted by || · ||. We designate by H1(Ω) the usual Sobolev space and

by H1
0 (Ω) for its zero-trace subspace. The corresponding norm and semi-norm are written || · ||H1

0 (Ω) and

| · |H1
0 (Ω), respectively. In particular, H−1(Ω) is the dual of H1

0 (Ω). Further, let H(div,Ω) be the space of

vector-valued functions from L2(Ω) that admits a weak divergence in L2(Ω). Its natural norm is

||v||div,Ω :=
(
||v||2 + ||∇·v||2

) 1
2 .

We also define H(div,Ω) to be the space of tensor-valued functions from L2(Ω) that admit a weak divergence
in L2(Ω). We define its symmetric subspace

Hs(div,Ω) := {τ ∈ H(div,Ω): τij = τji, 1 ≤ i, j ≤ d} .

Then, we set

Q := L2(Ω), W := H(div,Ω), W := H(div,Ω), Ws := Hs(div,Ω).

3.1 First variational formulation

Following [59] and the references therein, we derive the first mixed formulation for the problem (2.1). Let

cr =
dα2

2µ+ dλ
, then rewrite (2.1a)-(2.1b) as

Aσ − ε(u) +
α

2µ+ dλ
pI = 0, in Ω× (0, T ), (3.1a)

(c0 + cr)∂tp+
cr
dα
∂ttr(σ) +∇·w = g, in Ω× (0, T ), (3.1b)

K−1w +∇p = 0, in Ω× (0, T ), (3.1c)

−∇·σ = f , in Ω× (0, T ), (3.1d)

where A is the fourth-order compliance tensor given by

Aτ =
1

2µ

(
τ − λ

2µ+ dλ
tr(τ )I

)
, (3.2)

and known to be bounded and symmetric definite uniformly with respect to x ∈ Ω, and where we used
in (3.1b) the following relationship

∇·u = tr(ε(u)) =
1

2µ+ dλ
tr(σ) +

dα

2µ+ dλ
p, (3.3)

derived by taking the trace-operator on both sides of (3.1a). The mixed variational formulation of the four-
field formulation (3.1), (2.1d)-(2.1c) referred from now to as Problem A reads as follows: for a.e. t ∈ (0, T ),
find (σ(t),u(t),w(t), p(t)) ∈Ws ×Q×W ×Q such that

−(Aσ, τ )− (u,∇·τ )− cr
dα

(pI, τ ) = 0, ∀τ ∈Ws, (3.4a)

(c0 + cr)(∂tp, q) +
cr
dα

(∂tσ, qI) + (∇·w, q) = (g, q), ∀q ∈ Q, (3.4b)

(K−1w,v)− (p,∇·v) = 0, ∀v ∈W, (3.4c)

−(∇·σ, z) = (f , z), ∀z ∈ Q, (3.4d)
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together with the initial condition (2.1c). Note that in (3.4b), we used that (tr(ξ), q) = (ξ, qI) for any
matrix ξ and a scalar q. In what follows the constrained specific storage coefficient c0 is assumed to be
strictly positive and satisfies:

c0 >
1− 2(d− 2)α2

2(2µ+ dλ)
. (3.5)

The condition (3.5) is necessary to show the well-posedness of Problem A. For parameter ranges of practical
problems, it is typical that 0 < α ≤ 1, so for d = 3 and α > 1√

2
, (3.5) is simply that c0 > 0, and if

α ≤ 1√
2
, that c0 >

1−2α2

2(µ+3λ) ≥ 0 as well as for d = 2, c0 >
1

4(µ+λ) . We omit any further discussion on the

justification for these constraints, other than they are necessary to prove the energy estimates. We also
refer to [12, 39, 21] for a more detailed discussion of scaling of the Biot system.

Theorem 3.1 (Well-posedness of Problem A). Under Assumption 2.1, Problem A has a unique solution

(σ,u) ∈
(
L2(0, T ;Hs(div,Ω)) ∩H1(0, T ;L2(Ω))

)
×H1(0, T ; L2(Ω)), (3.6a)

(w, p) ∈
(
L2(0, T ; H(div,Ω)) ∩ L∞(0, T ; L2(Ω))

)
×H1(0, T ;L2(Ω)). (3.6b)

The proof of this result uses Galerkin’s method together with the theory of DAEs (Differential Algebraic
Equations) and a priori energy estimates (cf. [18, 40, 21]). It is detailed in Appendix A. In turn, the
well-posedness of problem (3.1), (2.1d)-(2.1c) stems from the Lemma given next.

Lemma 3.2 (An improved solution). Suppose that Assumption 2.1 holds true and g is in H1(0, T ;L2(Ω)).
Let (σ,u,w, p) as given in (3.6) with the improved regularity w ∈ H1(0, T ; H(div,Ω)), be the solution
of Problem A. Then, (σ,u,w, p) solves (3.1), (2.1d)-(2.1c) in a distributional sense. Conversely, any
solution (σ,u,w, p) of Biot’s consolidation problem is a solution of Problem A.

Proof. It stems from the above considerations that any solution of (3.1), (2.1d)-(2.1c) given by the quadru-
plet (σ,u,w, p) is such that, for a.e. t ∈ (0, T ), (σ(t),u(t),w(t), p(t)) ∈Ws×Q×W×Q, and solves Prob-
lem A. Conversely, let (σ,u,w, p) as given in (3.6) with w ∈ H1(0, T ; H(div,Ω)) solve Problem A. Choos-
ing smooth test functions with compact support in Ω, we immediately derive that (σ,u,w, p) satisfies the
problem (3.1) such that (2.1d)-(2.1c) holds true. Furthermore, since K−1w belongs to L2(0, T ; L2(Ω)) equa-
tion (3.1c) implies that p ∈ L2(0, T ;H1

0 (Ω)). Now, since both σ and pI are in L2(0, T ;L2(Ω)) then it follows
from (3.1a) that u ∈ L2(0, T ; H1

0(Ω)). It remains to recover the regularity of (σ, p) in time. Since both ∇·w
and g are in C([0, T ];L2(Ω)), we infer from (3.1b) that (σ, p) ∈ (C1([0, T ];L2(Ω)) ∩ L2(0, T ;Hs(div,Ω)))×
(C1(0, T ; L2(Ω))∩L2(0, T ;H1

0 (Ω))). Consequently, Biot’s consolidation problem is satisfied in this sense.

3.2 Second variational formulation

To introduce the second mixed formulation of the problem (3.1), (2.1d)-(2.1c), we introduce a new unknown
ζ (=rotation) as the skew-symmetric part of ∇u and extend the definition of A from the symmetric tensor
space to all tensors. We denote this extension by A as well, since it will also be given by formula (3.2)
(cf. [38] for the 2D case). With these definitions, equation (3.1a) can now be replaced by

Aσ −∇u +
α

2µ+ dλ
pI + ζ = 0, in Ω× (0, T ), (3.7)

and then enforcing the symmetry of σ weakly in the sense that its anti-symmetric part is zero tested against
a skew-symmetric tensor, i.e,

(σ,γ) = 0, ∀γ ∈ Qsk, (3.8)

where Qsk = [L2(Ω)]d×dsk denotes the subspace of [L2(Ω)]d×d composed of skew symmetric–valued tensors.
The mixed formulation for the resulting problem referred from now as Problem B reads as follows: for a.e.
t ∈ (0, T ), find (σ(t),u(t),w(t), p(t), ζ(t)) ∈W×Q×W ×Q×Qsk such that

−(Aσ, τ )− (u,∇·τ )− cr
dα

(pI, τ )− (ζ, τ ) = 0, ∀τ ∈W, (3.9a)

(c0 + cr)(∂tp, q) +
cr
dα

(∂tσ, qI) + (∇·w, q) = (g, q), ∀q ∈ Q, (3.9b)

(K−1w,v)− (p,∇·v) = 0, ∀v ∈W, (3.9c)

−(∇·σ, z) + (σ,γ) = (f , z), ∀(z,γ) ∈ Q×Qsk, (3.9d)
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together with the initial condition (2.1c). The well-posedness of Problem B can be proved similarly to Prob-
lem A.

Theorem 3.3 (Well-posedness of Problem B). Under Assumption 2.1, Problem B has a unique solution

(σ,u, ζ) ∈
(
L2(0, T ;H(div,Ω)) ∩H1(0, T ;L2(Ω))

)
×H1(0, T ; L2(Ω))×H1(0, T ; [L2(Ω)]d×dsk ), (3.10a)

(w, p) ∈
(
L2(0, T ; H(div,Ω)) ∩ L∞(0, T ; L2(Ω))

)
×H1(0, T ;L2(Ω)). (3.10b)

Furthermore, we can give the following equivalence result.

Lemma 3.4 (Equivalence result). If the solution (σ,u,w, p) of Problem A satisfies (3.1), (2.1d)-(2.1c) in
a distributional sense. Then, (σ,u,w, p, ζ) with ζ is the skew-symmetric part of ∇u solves Problem B.
Conversely, if (σ,u,w, p, ζ) solves Problem B, then (σ,u,w, p) solves Problem A.

Proof. Let (σ,u,w, p, ζ) be a solution of Problem B, then σ is symmetric, i.e., σ(t) ∈ Hs(div,Ω), and
therefore (σ(t),u(t),w(t), p(t)) ∈ Ws × Q ×W × Q solves Problem A. On the other hand, if (σ,u,w, p)
solves Problem A, then its stems from Lemma 3.2 that u(t) ∈ H1

0(Ω) and, if we set ζ(t) to the skew-symmetric
part of ∇u(t), then (σ,u,w, p, ζ) as given in (3.10) solves Problem B.

4 A fully discrete scheme based on MFE in space and the back-
ward Euler scheme in time

In this section, after introducing some notations, we present the fully discrete formulations of Problem A
and Problem B. We employ for both formulations a backward Euler scheme in-time, and in-space, two mixed
finite elements for the linear elasticity and flow problems.

4.1 The temporal and spatial meshes

For integer values N ≥ 0, let (τn)0≤n≤N denote a sequence of positive real numbers corresponding to the

discrete time steps such that T =
∑N
n=1 τ

n. Let t0 = 0, and tn =
∑n
j=1 τ

j , 1 ≤ n ≤ N be the discrete

times. Let In = (tn−1, tn], 1 ≤ n ≤ N . For every time step 0 ≤ n ≤ N , we let vnh := vhτ (·, tn) for any
sufficiently smooth function vhτ . For the spatial meshes, we consider a discretization T nh of the domain Ω at
time tn, consisting of simplicial elements K. We assume that the meshes T nh , 0 ≤ n ≤ N , are conforming,
i.e, for K, L ∈ T nh with K 6= L, then K ∩ L is either an empty set or a common vertex or edge or face. We
suppose that the initial mesh T 0

h is introduced to approximate the initial condition. The meshes are then
refined or coarsened as time progresses. Typically, the mesh T nh is obtained from T n−1

h by refining some

elements and coarsening some other ones. For all 1 ≤ n ≤ N , we denote by T n−1,n
h , a common refinement

of T n−1
h and T nh .

4.2 The discrete functional spaces

Let 0 ≤ n ≤ N be fixed. We denote by Pl(K) the space of polynomials on K ∈ T nh of degree less than or
equal to l. We use the notation ‖·‖K for the norm in L2(K), K ∈ T nh . The corresponding inner product is
(·, ·)K . Let |K| be the Lebesgue measure of K ∈ T nh . We define the broken Sobolev space H1(T nh ) as the
space of all functions v ∈ L2(Ω) such that v|K ∈ H1(K), for all K ∈ T nh . The (broken) energy-norm on
H1(T nh ) is given by

|||v|||2 =
∑
K∈T nh

|||v|||2K =
∑
K∈T nh

||K 1
2∇v||2K , ∀v ∈ H1(T nh ), (4.1a)

where the sign ∇ to denote the element-wise gradient, i.e., the gradient of a function restricted to a mesh
element K ∈ T nh . The (broken) energy-norm in L2(Ω) is given by

|||v|||2? =
∑
K∈T nh

|||v|||2?,K =
∑
K∈T nh

||K− 1
2 v||2K , ∀v ∈ L2(T nh ). (4.1b)
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Let E be a space of functions defined on Ω. We denote P 1
τ (E) the vector space of functions continuous in

time and with values in E. We also denote by P 0
τ (E) the space of functions piecewise constant in time and

with values in E. We have then if vhτ ∈ P 1
τ (E), then ∂tvhτ ∈ P 0

τ (E) is such that for all 0 ≤ n ≤ N ,

∂tv
n
h := ∂tvhτ |In =

vnh − v
n−1
h

τn
. (4.2)

In what follows, we denote respectively by cK,K and CK,K the smallest and the largest eigenvalue of the
tensor K in K ∈ T nh .

For all 0 ≤ n ≤ N , let Qnh ×Wn
h ⊂ L2(Ω) ×H(div,Ω) be the Raviart–Thomas–Nédélec mixed finite

element spaces of order zero on the mesh T nh (cf. [9]):

Qnh := {qh ∈ L2(Ω); ∀K ∈ T nh , qh|K ∈ P0(K)},
Wn

h := {vh ∈ H(div,Ω); ∀K ∈ T nh , vh|K ∈ RTN0(K)},

where RTN0(K) denotes the lowest-order Raviart–Thomas–Nédélec finite-dimensional subspace associated
with the element K ∈ T nh ; any vh ∈ RTN0(K) takes the form [P0(K)]d + P0(K)x for the example of
simplices. The degrees of freedom of vh ∈ RTN0(K) correspond to the values of the flux of vh across the
faces e ⊂ ∂K.

For all 0 ≤ n ≤ N , let Qn
h ×Wn

s,h ⊂ L2(Ω) × Hs(div,Ω) be the Arnold–Winther mixed finite elements
for the lowest-order stresses on the mesh T nh (cf. [10]):

Qn
h := {zh ∈ L2(Ω); ∀K ∈ T nh , zh|K ∈ [P1(K)]

d},
Wn

s,h := {τh ∈ Hs(div,Ω); ∀K ∈ T nh , τh|K ∈ AW1(K)},

where AW1(K) denotes the Arnold–Winther Stress space of order 1, i.e, any tensor τh ∈ AW1(K) is

such that τh ∈ [P3(K)]
d×d
S with ∇·τh ∈ [P1(K)]

d
, where [P3(K)]d×dS denotes the subspace of [P3(K)]d×d

composed of symmetric–valued tensors.
For all 0 ≤ n ≤ N , let Qn

h ×Wn
h ×Qnsk,h ⊂ L2(Ω)×H(div,Ω)× [L2(Ω)]d×dsk be the Arnold–Falk–Winther

mixed finite elements for the lowest-order stresses on the mesh T nh (cf. [11]):

Qn
h := {zh ∈ L2(Ω); ∀K ∈ T nh , zh|K ∈ [P0(K)]

d},

Wn
h := {τh ∈ H(div,Ω); ∀K ∈ T nh , τh|K ∈ [P1(K)]

d×d},
Qnsk,h := {γh ∈ [L2(Ω)]d×dsk ; ∀K ∈ T nh , γh|K ∈ [P0(K)]d×dsk },

where [P0(K)]d×dsk denotes the subspace of [P0(K)]d×d composed of skew symmetric–valued tensors.

Assumption 4.1 (Piecewise-Constant-in-Time Source Terms). For simplicity of presentation, we assume
that f ∈ L2(0, T ; L2(Ω)) and g ∈ L2(0, T ;L2(Ω)), respectively. We further assume that both f and g are
piecewise-constant-in-time with respect to the temporal meshes introduced in Section 4.1. Otherwise, we
refer the reader to Remark 5.5 for a more general setting for the source terms.

4.3 The MFE scheme

The discrete form of Problem A reads as follows (cf. [59]): given σ0
h and p0

h, find (σnh,u
n
h,w

n
h , p

n
h) ∈Wn

s,h ×
Qn
h ×Wn

h ×Qnh, for all 1 ≤ n ≤ N , such that

−(Aσnh, τ )− (unh,∇·τ )− cr
dα

(pnhI, τ ) = 0, ∀τ ∈Wn
s,h, (4.3a)

(c0 + cr)(
pnh − p

n−1
h

τn
, q) +

cr
dα

(
σnh − σ

n−1
h

τn
, qI) + (∇·wn

h , q) = (gnh , q), ∀q ∈ Qnh, (4.3b)

(K−1wn
h ,v)− (pnh,∇·v) = 0, ∀v ∈Wn

h , (4.3c)

−(∇·σnh, z) = (fnh , z), ∀z ∈ Qn
h. (4.3d)
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That of Problem B reads (cf. [38]): given σ0
h and p0

h, find (σnh,u
n
h,w

n
h , p

n
h, ζ

n
h) ∈Wn

h×Qn
h×Wn

h×Qnh×Qnsk,h,
for all 1 ≤ n ≤ N , such that

−(Aσnh, τ )− (unh,∇·τ )− cr
dα

(pnhI, τ )− (ζnh, τ ) = 0, ∀τ ∈Wn
h, (4.4a)

(c0 + cr)(
pnh − p

n−1
h

τn
, q) +

cr
dα

(
σnh − σ

n−1
h

τn
, qI) + (∇·wn

h , q) = (gnh , q), ∀q ∈ Qnh, (4.4b)

(K−1wn
h ,v)− (pnh,∇·v) = 0, ∀v ∈Wn

h , (4.4c)

−(∇·σnh, z) + (σnh,γ) = (fnh , z), ∀(z,γ) ∈ Qn
h ×Qnsk,h. (4.4d)

Let us remark that at the discrete level the two schemes are not equivalent since the discrete stress tensor
in the five-field formulation (4.4) will not necessarily inherit the symmetry property from the four-field
formulation (4.3). However, the weakening the symmetry constraint in (4.4) permits; i) the use of simpler
element spaces for the stress; ii) the use of a local static condensation permitting to reduce the MFE system
to a symmetric and positive definite one for the triplet pressure, displacement and rotation with the same
way as in [5, 6]. This system is smaller and easier to solve than the original saddle point problem, but no
further reduction is possible. Although the analysis of this reduction has not been conducted, the static
condensation for the coupled problem is expected to follow along the same lines as in [45]. In what follows,
we denote by (σhτ ,uhτ ,whτ , phτ , ζhτ ) the discrete space–time functions piecewise constant in time given
by (σhτ ,uhτ ,whτ , phτ , ζhτ )(·, tn) = (σnh,u

n
h,w

n
h , p

n
h, ζ

n
h), for each 1 ≤ n ≤ N .

4.4 Postprocessing

We present here an improved approximation of the couple (phτ ,uhτ ) by local postprocessing. This step is
also necessary for the energy a posteriori error estimate for the above mixed finite element schemes. We
first introduce a postprocessing of the scalar variable phτ as described in [31]. We define the improved
approximation p̃nh ∈ V nh = P2(T nh ) in each element K ∈ T nh as the solution of

−K∇p̃nh = wn
h , ∀K ∈ T nh , (4.5a)

(p̃nh, 1)K = (pnh, 1)K , ∀K ∈ T nh . (4.5b)

We also let p̃0
h = ΠV 0

h
p0 denote an approximation to the initial datum, where a typical choice being the

L2−orthogonal projection onto V 0
h . Such a postprocessing is local and its cost is negligible and valid for the

two mixed finite schemes described above (cf. [9, 57] for more details). In contrast to the postprocessing
of the pressure, we should distinguish that of the displacement inherited from the two schemes. The
postprocessing of the displacement from the first scheme (4.3) is defined as follows (cf. [8, 34, 41]): find
ũnh ∈Mn

h such that

ΠWn
s,h

(∇ũnh) = Aσnh +
α

2µ+ dλ
pnhI, ΠQn

h
(ũnh) = unh, (4.6a)

where ΠWn
s,h

and ΠQn
h

are respectively the L2-orthogonal projections onto Wn
s,h and Qn

h. Typically, the spaces

Mn
h are [P4(T nh )]

d
functions enriched by bubbles. For the second scheme (4.4), the space Mn

h is simply the

space of functions in [P2(T nh )]
d
, thus the postprocessing ũnh of unh is given by: find ũnh ∈ [P2(T nh )]

d
such that

∇ũnh −
α

2µ+ dλ
pnhI− ζnh = Aσnh, ∀K ∈ T nh , (4.7a)

(ũnh, ei)K
|K|

= ui,nh |K , i = 1, ..., d, ∀K ∈ T nh , (4.7b)

where ei ∈ Rd denotes the i-th Euclidean unit vector. For both cases, we set ũ0
h = ΠM0

h
u0 as approximation

of the initial displacement datum. Finally, we define the continuous, piecewise affine in–time functions p̃hτ
and ũhτ by

p̃hτ (·, tn) = p̃nh, ũhτ (·, tn) = ũnh, 1 ≤ n ≤ N. (4.8)
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The advantage of the above postprocessing is threefold: i) the original solution is improved and ∇p̃hτ 6= 0
as well as ∇ũhτ 6= cst; ii) we have these estimates: ||K∇p̃nh + wn

h ||K = 0 from (4.5) and ||Aσnh − ∇ũnh +
α

2µ+ dλ
pnhI + ζnh||K = 0 from (4.7) or that ||Aσnh −∇ũnh +

α

2µ+ dλ
pnhI||K is negligible from (4.6); iii) the

important relationship (3.3) between the stress tensor, displacement and pressure is restored (see Lemma 5.2
for more details).

5 The a posteriori error estimates

We present in this section our a posteriori error analysis of the two mixed schemes given in the previous sec-
tion. The idea is to estimate the error between the (exact) weak solution (p,u) of (2.1) and its approximate
solution (p̃hτ , ũhτ ) in an energy norm.

5.1 Assumptions on the pressure and displacement reconstructions

The main ingredient to derive our error estimates is to construct the following functions.

Definition 5.1 (Reconstructions). We will call pressure and displacement reconstructions any couple of
functions (p̂hτ , ûhτ ) reconstructed from (p̃hτ , ũhτ ) such that

p̂hτ ∈ P 1
τ (H1

0 (Ω)), and ûhτ ∈ P 1
τ (H1

0(Ω)), (5.1a)

and satisfying for all 0 ≤ n ≤ N ,

(p̂nh, 1) = (p̃nh, 1)K , and (ûnh, ei) = (ũnh, ei)K , i = 1, ..., d, ∀K ∈ T nh . (5.1b)

This definition implies that the pair (p̂hτ , ûhτ ) is defined by the (N + 1) approximations (p̂nh, û
n
h) ∈

H1
0 (Ω) × H1

0(Ω), associated with the discrete times {tn}1≤n≤N . We will prescribe a concrete choice of
reconstructions in Section 5.4. Let us define by ϕ(p,u) := c0p + α∇·u the fluid content. Then, we will
employ the abridged notation ϕ̂nh := ϕ(p̂nh, û

n
h) and ϕ̃nh := ϕ(p̃nh, ũ

n
h), for all 0 ≤ n ≤ N . An important result

of the above reconstructions is given in the following Lemma:

Lemma 5.2 (Properties of (p̂hτ , ûhτ )). Let p̂hτ and ûhτ be the reconstructed functions as given in Defini-
tion 5.1. Then, for all 1 ≤ n ≤ N , there holds

(∂t(ϕ̂
n
h − ϕ̃nh), 1)K = 0, ∀K ∈ T nh , (5.2a)

(gn − ∂tϕ̂nh −∇·wn
h , 1)K = 0, ∀K ∈ T nh . (5.2b)

Proof. For all 1 ≤ n ≤ N , and for all K ∈ T nh , we have from the definition of ϕ and the notation (4.2)
together with the divergence theorem:

(∂tϕ̂
n
h, 1)K = c0(∂tp̂

n
h, 1)K + α(∂t∇·ûnh, 1)K ,

=
c0
τn

(p̂nh − p̂n−1
h , 1)K +

α

τn
(∇·ûnh −∇·ûn−1

h , 1)K ,

=
c0
τn

(p̂nh − p̂n−1
h , 1)K +

α

τn

∑
e∈∂K

d∑
i=1

nie(û
n
h − ûn−1

h , ei)K , (5.3)

where we set ne =
∑d
i=1 n

i
eei. For the first term, we know from the above reconstructions that p̂nh and

p̃nh have the same mean values on all the elements of T nh (see (5.1b)). Similarly, p̂n−1
h and p̃n−1

h have
the same mean values on all the elements of T n−1

h . Thus, for the first term, we infer that (∂tp̂
n
h, 1)K =

(∂tp̃
n
h, 1)K for all K ∈ T nh . Similarly, using (5.3) together with the mean condition (5.1b), it is inferred that

(∂t∇·ûnh, 1)K = (∂t∇·ũnh, 1)K for all K ∈ T nh . Thus, (5.2a) holds true. The local conservation property of
the mixed schemes (4.3) and (4.4) implies at each time step n, 1 ≤ n ≤ N ,(

gn − (c0 + cr)
pnh − p

n−1
h

τn
− cr
dα

tr(σnh)− tr(σn−1
h )

τn
−∇·wn

h , 1

)
K

= 0, ∀K ∈ T nh . (5.4)
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Taking the trace-operator on both sides of (4.7a) or the first equation of (4.6a), using the fact that ∇·ũnh =
tr(ε(ũnh)) = tr(∇ũnh), then replacing the result in (5.2a) gives at each time step n, 1 ≤ n ≤ N ,

(∂tϕ̂
n
h, 1)K =

(
(c0 + cr)

pnh − p
n−1
h

τn
+
cr
dα

tr(σnh)− tr(σn−1
h )

τn
, 1

)
K

, ∀K ∈ T nh . (5.5)

Replacing the above result in (5.4), we obtain (5.2b).

The condition (5.2a) guarantees that the mean values of the time derivative of (p̃hτ , ũhτ ) are preserved by
(p̂hτ , ûhτ ). The condition (5.2b) implies that the postprocessed pair (p̃hτ , ũhτ ) together with condition (5.2a)
preserves the local conservation property of the mixed schemes. These conditions are of crucial importance
for the a posteriori error estimate.

5.2 The error estimators

Let a time step 1 ≤ n ≤ N , and a mesh element K ∈ T nh be fixed. We define the local residual estimators

ηnR,P,K := CP,Kc
− 1

2

K,KhK‖g
n − ∂tϕ̂nh −∇·wn

h‖K , K ∈ T nh , (5.6a)

ηnR,U,K := CP,KhK‖∇·σnh + fn‖K , K ∈ T nh , (5.6b)

and the local flux estimators

ηnF,P,K(t) := |||wn
h + K∇p̂hτ (t)|||?,K , K ∈ T nh , t ∈ In, (5.6c)

ηnF,U,K(t) := ||σnh − σ(p̂hτ , ûhτ )(t)||K , K ∈ T nh , t ∈ In. (5.6d)

Herein hK denotes the diameter of K, and CP,K is the constant from Poincaré inequality:

‖q − π0q‖ ≤ CP,KhK‖∇q‖K , ∀q ∈ H1(K), (5.7)

where π0q is the mean value of q on the element K and CP,K = 1/π whenever the element K is convex.
Furthermore, to capture the nonconformity from the numerical schemes, we define the local nonconformity
estimators

ηnNC1,U,K(t) :=
1

2

{
2µ‖ε(ũhτ − ûhτ )(t)‖2K + λ‖∇·(ũhτ − ûhτ )(t)‖2K

} 1
2 , K ∈ T nh , t ∈ In, (5.8a)

ηnNC1,P,K(t) :=
(c0

2

) 1
2 ‖(p̃hτ − p̂hτ )(t)‖K , K ∈ T nh , t ∈ In, (5.8b)

ηnNC2,K :=
hKc

− 1
2

K,K

3π

{
‖ϕ̂nh − ϕ̃nh‖2K + ‖ϕ̂n−1

h − ϕ̃n−1
h ‖2K

} 1
2 , K ∈ T nh , (5.8c)

ηNNCF,K :=
hKc

− 1
2

K,K

2π
‖ϕ̂Nh − ϕ̃Nh ‖K , K ∈ T Nh . (5.8d)

Clearly all of the above estimators are local-in-space and in-time. Finally, we define the initial data estima-
tors

ηIC,P := c0||p0 − p̂hτ (·, 0)||H−1(Ω), (5.9a)

ηIC,U := α||∇·u0 −∇·ûhτ (·, 0)||H−1(Ω). (5.9b)

5.3 Guaranteed and fully computable upper bound

The first point for our error estimation is the weak form of problem (2.1). To give it, we let, for all times
t ∈ (0, T ],

Qt := L2(0, t;L2(Ω)), Xt := L2(0, t;H1
0 (Ω)), X ′t := L2(0, t;H−1(Ω)), Zt = H1(0, t; H1

0(Ω)), (5.10a)
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and introduce the energy space

Et := {(p,u) | p ∈ Xt, u ∈ Zt, such that ∂tϕ(p,u) ∈ X ′t} . (5.10b)

The weak formulation of (2.1) can now be stated: find (p,u) ∈ ET such that p(·, 0) = p0 and u(·, 0) = u0

and such that ∫ T

0

〈∂tϕ(p,u), q〉dt+

∫ T

0

(K∇p,∇q) dt =

∫ T

0

(g, q) dt, ∀q ∈ XT , (5.11a)∫ T

0

(θ(u), ε(v)) dt− α
∫ T

0

(p,∇·v) dt = −
∫ T

0

(f ,v) dt, ∀v ∈ XT , (5.11b)

where 〈·, ·〉 denotes the duality pairing between H−1(Ω) and H1
0 (Ω). The existence of a weak solution

to (5.11) can be obtained from [52, 55]. The uniqueness of the solution will be straightforwardly deduced
from the energy estimates. These results are stated in Corollary 6.3.

The second point for our error estimation is that of the error measure. For this purpose, we introduce
the following energy-type error measure:

‖(p− p̂hτ ,u− ûhτ )‖2en :=
1

2
‖(p− p̂hτ ,u− ûhτ )‖2[T +

1

2
‖ϕ(p− p̂hτ ,u− ûhτ )‖2X′T

+ 2c0

∫ T

0

(
||p− p̂hτ ||2Qt +

∫ t

0

||p− p̂hτ ||2Qse
t−sds

)
dt

+

∫ T

0

(
||u− ûhτ ||2Σt +

∫ t

0

||u− ûhτ ||2Σse
t−sds

)
dt, (5.12)

where

‖(p− p̂hτ ,u− ûhτ )‖2[t := c0||p− p̂hτ ||2Qt +
1

2
||u− ûhτ ||2Σt +

1

2
||ϕ(p− p̂hτ ,u− ûhτ )(·, t)||2H−1(Ω), (5.13a)

||u− ûhτ ||2Σt := 2µ||ε(u− ûhτ )||2Qt + λ||∇·(u− ûhτ )||2Qt . (5.13b)

The above norms are well-defined owing to the properties of the weak solution (p,u) and the reconstructed
functions (p̂hτ , ûhτ ), i.e, (p− p̂hτ ,u− ûhτ ) ∈ ET . For the quantity (p− p̃hτ ,u− ũhτ ) which is not in ET , we
extend the definition (5.12), where the gradient and divergence are understood in the broken sense.

We are now ready to state the main result of this Section.

Theorem 5.3 (A posteriori error estimate). Let (p,u) be the weak solution of the problem (2.1) given
by (5.11). Let (p̃hτ , ũhτ ) be the approximate pressure and displacement as obtained in Section 4.4. Let
(p̂hτ , ûhτ ) be the reconstructed pressure and displacement as given in Definition 5.1. Then there holds

‖(p− p̃hτ ,u− ũhτ )‖en ≤ ηP + ηU + ηNC, (5.14)

where

ηJ :=

√
LJ

2

{
(2eT − 1)(ηIC,J)2 +

N∑
n=1

(ηnJ )
2

+ 2

N∑
n=1

τn
n∑
l=1

(
ηlJ
)2

+ 2

N∑
n=1

n∑
l=1

Jnl

( l∑
q=1

(ηqJ)
2
)} 1

2

, J = P, U, (5.15a)

ηNC :=

{
N∑
n=1

{(ηnNC1)
2

+ (ηnNC2)
2}+ 4

N∑
n=1

τn
n∑
l=1

(
ηlNC1

)2
+ 4

N∑
n=1

n∑
l=1

Jnl

( l∑
q=1

(ηqNC1)
2
)

+
(
ηNNCF

)2} 1
2

, (5.15b)
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with

ηnJ :=


∫
In

∑
K∈T nh

(
ηnR,J,K + ηnF,J,K(t)

)2
dt


1
2

, 1 ≤ n ≤ N, J = P, U, (5.16a)

ηnNC1 :=


∫
In

∑
K∈T nh

{
(
ηnNC1,P,K(t)

)2
+
(
ηnNC1,U,K(t)

)2} dt


1
2

, 1 ≤ n ≤ N, (5.16b)

ηnNC2 :=


∫
In

∑
K∈T nh

(
ηnNC2,K

)2
dt


1
2

, 1 ≤ n ≤ N, (5.16c)

ηNNCF :=

 ∑
K∈T Nh

(
ηNNCF,K

)2
1
2

, (5.16d)

and where we have set LP = 1 and LU = 1
µ , and for 1 ≤ n, l ≤ N ,

Jnl :=

∫
In

∫
Il
et−sdsdt.

Clearly, the above error estimate is without unknown constant. Its proof is given in Section 6. We now
present several remarks.

Remark 5.4 (Conforming methods). The postprocessing of the pressure and displacement as well as their
reconstructions are not needed for conforming methods (e.g., finite elements and vertex-centered finite vol-
umes), but equilibrated reconstructions of the Darcy velocity and of the total stress tensor are required to
derive the above a posteriori error estimate (cf. [48]). In that case, we have (pnh,u

n
h) ∈ H1

0 (Ω)×H1
0(Ω), and

we just set (p̂hτ , ûhτ ) = (phτ ,uhτ ) and consequently ηNC = 0.

Remark 5.5 (Time oscillation of the source terms). For the sake of simplicity, we assumed the source
terms f and g to be piecewise constant in time. When this is not true, the following data time-oscillation
estimators should be added to the estimate (5.14),

ηosc,g := ‖g̃ − g‖X′T , and ηosc,f := ‖f̃ − f‖X′T , (5.17a)

where g̃ ∈ P 0
τ (L2(Ω)) is such that g̃|In = g̃n where we have set g̃n = 1

τn

∫
In
g(·, t) dt, and similarly for f̃ . In

that case, the residual estimators (5.6) are now given by

ηnR,P,K := CP,Kc
− 1

2

K,KhK‖g̃
n − ∂tϕ̂nh −∇·wn

h‖K , K ∈ T nh , (5.17b)

ηnR,U,K := CP,KhK‖∇·σnh + f̃n‖K , K ∈ T nh . (5.17c)

Remark 5.6 (The initial data estimator). The proof of Theorem 5.3 uses Grönwall’s Lemma which implies
the appearance of the term eT , and this is only within the approximation of the initial condition. In practice,
this does not affect the overall estimate as the initial conditions are known and thus the initial data estimators
(they are data oscillation errors) ηIC,P and ηIC,U can be made small enough or neglected (see the numerical
results or [1, 23, 28] for a similar results). Furthermore, (p̂hτ , ûhτ )(·, 0) = (p0,u0), if the pair p0 and u0

are piecewise polynomials, hence ηIC,P = ηIC,U := 0.

An attractive feature of the estimate (5.14) is the ability to distinguish the contribution of the pressure
and displacement in the total error as in [48]. To this purpose, each of the nonconformity estimators ηnNC2,K
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and ηNNCF,K is split into two parts using the triangle inequality, i.e,

ηnNC2,U,K := α
√

2
hKc

− 1
2

K,K

3π

{
‖∇·(ũnh − ûnh)‖2K + ‖∇·(ũn−1

h − ûn−1
h )‖2K

} 1
2 , K ∈ T nh , (5.18a)

ηnNC2,P,K := c0
√

2
hKc

− 1
2

K,K

3π

{
‖p̃nh − p̂nh‖2K + ‖p̃n−1

h − p̂n−1
h ‖2K

} 1
2 , K ∈ T nh , (5.18b)

ηNNCF,U,K := α
hKc

− 1
2

K,K

2π
‖∇·(ũNh − ûNh )‖K , K ∈ T Nh , (5.18c)

ηNNCF,P,K := c0
hKc

− 1
2

K,K

2π
‖p̃Nh − p̂Nh ‖K , K ∈ T Nh . (5.18d)

Lemma 5.7 (Distinguishing the pressure and displacement errors). Under the assumptions of Theorem 5.3,
there holds

ηNC ≤ ηNC,P + ηNC,U, (5.19)

where

ηNC,J :=

{
N∑
n=1

{
(
ηnNC1,J

)2
+
(
ηnNC2,J

)2}+ 4

N∑
n=1

τn
n∑
l=1

(
ηlNC1,J

)2
+ 4

N∑
n=1

n∑
l=1

Jnl

( l∑
q=1

(
ηqNC1,J

)2 )
+
(
ηNNCF,J

)2} 1
2

, J = P, U, (5.20a)

with

ηnNC1,J :=


∫
In

∑
K∈T nh

(
ηnNC1,J,K(t)

)2
dt


1
2

, 1 ≤ n ≤ N, J = P, U, (5.21a)

ηnNC2,J :=


∫
In

∑
K∈T nh

(
ηnNC2,J,K

)2
dt


1
2

, 1 ≤ n ≤ N, J = P, U, (5.21b)

ηNNCF,J :=

 ∑
K∈T Nh

(
ηNNCF,J,K

)2
1
2

, J = P, U. (5.21c)

5.4 The reconstructed pressure p̂nh and displacement ûn
h

We make precise here the reconstructions introduced in Definition 5.1. We first reconstruct from the
approximate pressure p̃nh a function p̂nh, H1

0 (Ω)-conforming and from the postprocessed displacement ũnh a
function ûnh, H1

0(Ω)-conforming, both satisfying the corresponding mean value constraint from (5.1b). To
do so, we proceed as in [31]; at each Lagrangian node x situated in the interior of Ω, we set

p̂nh(x) := Iav(p̃nh)(x) +
∑

K∈T n,n+1
h

anKbK(x),

where for all K ∈ T n,n+1
h , bK denotes the standard (time-independent) bubble function supported on K,

defined as the product of the barycentric coordinates of K, and scaled so that its maximal value is 1, and
where Iav : P2(T nh )→ P2(T nh ) ∩H1

0 (Ω) is the interpolation operator given by

Iav(φh)(x) =
1

|Tx|
∑
K∈Tx

φh|K(x),
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with Tx being the set of all elements of T nh sharing the node x. At the Lagrange nodes x situated on the
boundary ∂Ω, we set p̂nh(x) := 0. In order to guarantee that the mean value constraint (5.1b) (first equation)
holds true, we choose

anK =
1

(bK , 1)K
(p̃nh − Iav(p̃nh), 1)K .

The same procedure applied to the approximate displacement ũnh ∈ [Pm(T nh )]
d
, m ≥ 2, leads to a H1

0(Ω)-
conforming vector function as we set

ûnh(x) := Iav(ũnh)(x) +
∑

K∈T n,n+1
h

anKbK(x),

when x is a Lagrange node situated in the interior of Ω. If x ∈ ∂Ω, we set ûnh(x) = 0. Here, Iav

is given by Iav : [Pm(T nh )]
d → [Pm(T nh )]

d ∩ H1
0(Ω), and where bK denotes the vector bubble function

supported on K. Similarly, in order to obtain a H1
0(Ω)-conforming vector function while maintaining the

mean condition (5.1b) (second equation), we choose

ai,nK =
1

(bK , ei)K
(ũnh − Iav(ũnh), ei)K , i = 1, ..., d.

As usually, we define the continuous, piecewise affine in–time functions p̂hτ and ûhτ by

p̂hτ (·, tn) = p̂nh, ûhτ (·, tn) = ûnh, 1 ≤ n ≤ N.

6 Proof of the a posteriori error estimate

The proof of Theorem 5.3 will be broken down in three steps (i) we first show that using the reconstructions
introduced in Definition 5.1, the energy-type-norm (5.12) stating the differences between the exact and the
reconstructed solutions can be bounded by the dual norm of the residuals (ii) we then bound the dual norm
of the residuals by fully computable estimators (iii) we end the proof by putting the previous pieces together
and incorporating the nonconformity error in the overall error using the triangle inequality.

6.1 Definition of the residuals

We introduce here the residuals stemming from the weak formulation in Section 5.3. To this aim, we let
|| · ||H1

0 (Ω) stand for the energy norm

||v||H1
0 (Ω) =

{∫
Ω

|K(x)
1
2∇v(x)|2 dx

} 1
2

, (6.1a)

and we equip XT with the energy norm

||v||XT =

{∫ T

0

∫
Ω

|K(x)
1
2∇v(x, t)|2 dx dt

} 1
2

. (6.1b)

That of XT is left equipped with

||v||XT
=

{∫ T

0

∫
Ω

|∇v(x, t)|2 dx dt

} 1
2

. (6.1c)

Recalling the weak formulation (5.11), and that (p̂hτ , ûhτ ) ∈ ET . We define the residuals RP(p̂hτ , ûhτ ) ∈ XT

and RU(p̂hτ , ûhτ ) ∈ XT such that

〈RP(p̂hτ , ûhτ ), q〉X′T ,XT :=

∫ T

0

(g, q) dt−
∫ T

0

〈∂tϕ(p̂hτ , ûhτ ), q〉dt−
∫ T

0

(K∇p̂hτ ,∇q) dt, ∀q ∈ XT , (6.2a)

〈RU(p̂hτ , ûhτ ),v〉X′T ,XT
:=

∫ T

0

(f ,v) dt+

∫ T

0

(θ(ûhτ ), ε(v)) dt− α
∫ T

0

(p̂hτ ,∇·v) dt, ∀v ∈ XT . (6.2b)
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The dual norms of the residuals are defined in a standard way and given by

||RP(p̂hτ , ûhτ )||X′T := sup
q∈XT
||q||XT =1

〈RP(p̂hτ , ûhτ ), q〉X′T ,XT , (6.3a)

||RU(p̂hτ , ûhτ )||X′T := sup
v∈XT
||v||XT =1

〈RU(p̂hτ , ûhτ ),v〉X′T ,XT
. (6.3b)

6.2 Bounding the error of the displacement and the pressure by the dual norm
of the residuals

We now proceed to step (i) of the proof, i.e, we show that the dual norm of the residuals (6.3) bound the
energy-type norm (5.12). The results are obtained through duality technique [23, 28]. To this aim, we first
give this intermediate result.

Lemma 6.1 (Duality bound). Let (p,u) be the weak solution of the problem (2.1) given by (5.11). Let
(p̂hτ , ûhτ ) ∈ Et. Then, there holds, for a.e. t ∈ (0, T ),

‖(p− p̂hτ ,u− ûhτ )‖2[t ≤
1

2
||ϕ(p− p̂hτ ,u− ûhτ )(·, 0)||2H−1(Ω) +

1

2
||RP(p̂hτ , ûhτ )||2X′t +

1

2µ
||RU(p̂hτ , ûhτ )||2X′t

+
1

2
||ϕ(p− p̂hτ ,u− ûhτ )||2X′t . (6.4)

Proof. For a.e. t ∈ (0, T ), we denote by W (·, t) ∈ H1
0 (Ω) the solution to

(K∇W,∇φ) = (ϕ(p− p̂hτ ,u− ûhτ )(·, t), φ), ∀φ ∈ H1
0 (Ω). (6.5)

For any t ∈ (0, T ), the existence and uniqueness of W (·, t) is guaranteed by standard arguments. Moreover,
since ϕ(p− p̂hτ ,u− ûhτ ) is in X ′t there holds W ∈ Xt. From (6.5), we infer that

||W (·, t)||H1
0 (Ω) = sup

φ∈H1
0 (Ω)

||φ||
H1

0(Ω)
=1

(K∇W,∇φ),

= sup
φ∈H1

0 (Ω)
||φ||

H1
0(Ω)

=1

(ϕ(p− p̂hτ ,u− ûhτ )(·, t), φ),

= ||ϕ(p− p̂hτ ,u− ûhτ )(·, t)||H−1(Ω). (6.6)

Now, we choose q = W1(0,t) as a test function in (6.2a) and v = (u − ûhτ )1(0,t) as a test in (6.2b), where
1(0,t) is the characteristic function of the interval (0, t). Summing the resulting equations, we obtain

〈RP(p̂hτ , ûhτ ),W 〉X′t,Xt + 〈RU(p̂hτ , ûhτ ),u− ûhτ 〉X′t,Xt
= A1 +A2 +A3 +A4, (6.7)

with

A1 =

∫ t

0

〈∂tϕ(p− p̂hτ ,u− ûhτ ),W 〉ds,

A2 =

∫ t

0

(K∇(p− p̂hτ ),∇W ) ds,

A3 =

∫ t

0

(θ(u− ûhτ ), ε(u− ûhτ )) ds,

A4 = −α
∫ t

0

(p− p̂hτ ,∇·(u− ûhτ )) ds.

First thanks to (6.5), we obtain

A1 =

∫ t

0

(K∂t∇W,∇W ) ds =
1

2

(
||W (·, t)||2H1

0 (Ω) − ||W (·, 0)||2H1
0 (Ω)

)
.
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Hence from (6.6), we obtain

A1 =
1

2
||ϕ(p− p̂hτ ,u− ûhτ )(·, t)||2H−1(Ω) −

1

2
||ϕ(p− p̂hτ ,u− ûhτ )(·, 0)||2H−1(Ω). (6.8a)

Now, from (6.5), we infer that

A2 = c0||p− p̂hτ ||2Qt + α

∫ t

0

(∇·(u− ûhτ ), p− p̂hτ ) ds. (6.8b)

By definition, we have

A3 = ||u− ûhτ ||2Σt . (6.8c)

Finally, we infer using Cauchy-Schwarz, Young’s inequality and then Korn’s inequality [37] that

〈RP(p̂hτ , ûhτ ),W 〉X′t,Xt + 〈RU(p̂hτ , ûhτ ),u− ûhτ 〉X′t,Xt
≤ 1

2
||RP(p̂hτ , ûhτ )||2X′t +

1

2µ
||RU(p̂hτ , ûhτ )||2X′t

+
1

2
||W (·, t)||2Xt + µ||ε(u− ûhτ )||2Qt . (6.9)

Employing (6.8) and (6.9) in (6.7), we obtain (6.4).

Now, we are able to state the main result of this Section.

Theorem 6.2 (Upper bound on the error by the residuals). Let (p,u) be the weak solution of the prob-
lem (2.1) given by (5.11). Let (p̂hτ , ûhτ ) ∈ ET . Then, there holds

‖(p− p̂hτ ,u− ûhτ )‖2en ≤
2eT − 1

2
||ϕ(p− p̂hτ ,u− ûhτ )(·, 0)||2H−1(Ω)

+
1

2
||RP(p̂hτ , ûhτ )||2X′T +

1

2µ
||RU(p̂hτ , ûhτ )||2X′T

+

∫ T

0

(
||RP(p̂hτ , ûhτ )||2X′t +

∫ t

0

||RP(p̂hτ , ûhτ )||2X′se
t−sds

)
dt

+
1

µ

∫ T

0

(
||RU(p̂hτ , ûhτ )||2X′t +

∫ t

0

||RU(p̂hτ , ûhτ )||2X′se
t−sds

)
dt. (6.10)

Proof. First, using Grönwall’s Lemma, we infer from (6.4)

1

2
||ϕ(p− p̂hτ ,u− ûhτ )(·, t)||2H−1(Ω)

≤ 1

2
||RP(p̂hτ , ûhτ )||2X′t +

1

2µ
||RU(p̂hτ , ûhτ )||2X′t −

1

2

(
||u− ûhτ ||2Σt + 2c0||p− p̂hτ ||2Qt

)
+

1

2

∫ t

0

||RP(p̂hτ , ûhτ )||2X′se
t−sds+

1

2µ

∫ t

0

||RU(p̂hτ , ûhτ )||2X′se
t−sds

− 1

2

(∫ t

0

||u− ûhτ ||2Σse
t−sds+ 2c0

∫ t

0

||p− p̂hτ ||2Qse
t−sds

)
,

+
et

2
||ϕ(p− p̂hτ ,u− ûhτ )(·, 0)||2H−1(Ω). (6.11)
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We integrate the above inequality over the interval (0, T ), to obtain

1

2
‖ϕ(p− p̂hτ ,u− ûhτ )‖2X′T ≤

1

2

∫ T

0

(
||RP(p̂hτ , ûhτ )||2X′t +

∫ t

0

||RP(p̂hτ , ûhτ )||2X′se
t−sds

)
dt

+
1

2µ

∫ T

0

(
||RU(p̂hτ , ûhτ )||2X′t +

∫ t

0

||RU(p̂hτ , ûhτ )||2X′se
t−sds

)
dt

+
eT − 1

2
||ϕ(p− p̂hτ ,u− ûhτ )(·, 0)||2H−1(Ω)

− 1

2

∫ T

0

(
||u− ûhτ ||2Σt + 2c0||p− p̂hτ ||2Qt

)
dt

− 1

2

∫ T

0

(∫ t

0

||u− ûhτ ||2Σse
t−sds+ 2c0

∫ t

0

||p− p̂hτ ||2Qse
t−sds

)
dt. (6.12)

Now, adding
1

2
‖ϕ(p − p̂hτ ,u − ûhτ )‖2X′T in both sides of (6.4) for t = T , then we use (6.12) to bound the

last term, we end up with (6.10).

Corollary 6.3 (Well-posedness of (5.11)). Under Assumption 2.1, there exist a unique solution to (5.11).
Moreover, there exist a constant C > 0 such that ‖(p,u)‖en ≤ C||ϕ(p,u)(·, 0)||H−1(Ω).

Proof. For the existence of a weak solution to (5.11), we can adopt the arguments in [52] for a slightly
different weak formulation or adapt the results of Theorem 3.1. For the uniqueness of a weak solution, we
suppose that (p̂hτ , ûhτ ) satisfies (5.11). This implies first that RP(p̂hτ , ûhτ ) = RU(p̂hτ , ûhτ ) = 0. Thanks

to the estimate (6.10), we obtain that ‖(p− p̂hτ ,u− ûhτ )‖2en ≤ 2eT−1
2 ||ϕ(p− p̂hτ ,u− ûhτ )(·, 0)||2H−1(Ω), and

hence the uniqueness of the weak solution for a given initial data, as well as the continuous dependence
with respect to the initial data.

6.3 Bounding the dual norm of the residuals by the estimators

For step (ii) of the proof, we shall bound the dual norm of the residuals by fully computable a posteriori error
estimators. As usual, to work with the nonconforming approximation (ũhτ , p̃hτ ), the XT− and XT−norms
are again extended to piecewise regular-in-space functions, i,e,

|||v|||2XT :=
N∑
n=1

∫
In

∑
K∈T nh

||K 1
2∇v||2K dt, and |||v|||2XT

:=
N∑
n=1

∫
In

∑
K∈T nh

||∇v||2K dt. (6.13)

We have the following result:

Lemma 6.4 (Upper bound on the residuals)). Let (p,u) be the weak solution of the problem (2.1) given
by (5.11). Let (p̂hτ , ûhτ ) be the reconstructed functions as given in Definition 5.1. Then there holds

||RP(p̂hτ , ûhτ )||X′T ≤


N∑
n=1

∫
In

∑
K∈T nh

(
ηnR,P,K + ηnF,P,K(t)

)2
dt


1
2

, (6.14a)

||RU(p̂hτ , ûhτ )||X′T ≤


N∑
n=1

∫
In

∑
K∈T nh

(
ηnR,U,K + ηnF,U,K(t)

)2
dt


1
2

. (6.14b)

Proof. Let 1 ≤ n ≤ N be given and let q ∈ XT with |||q|||XT = 1. Adding and subtracting (wn
h ,∇q)

to (6.2a) and applying the Green theorem, we obtain

〈RP(p̂hτ , ûhτ ), q〉X′T ,XT :=

N∑
n=1

∫
In

{(gn − ∂tϕ(p̂nh, û
n
h)−∇·wn

h , q) + (K∇(p̃nh − p̂hτ ),∇q)} dt. (6.15)
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We apply Lemma 5.2, the Poincaré inequality (5.7) and Cauchy-Schwarz inequality, it is inferred that

〈RP(p̂hτ , ûhτ ), q〉X′T ,XT

:=

N∑
n=1

∫
In

∑
K∈T nh

(gn − ∂tϕ̂nh −∇·wn
h , q − π0q)K dt+

N∑
n=1

∫
In

∑
K∈T nh

(K∇(p̃nh − p̂hτ ),∇q)K dt,

≤
N∑
n=1

∫
In

∑
K∈T nh

{
(
ηnR,P,K + ηnF,P,K(t)

)
|||q|||K} dt.

Applying the Cauchy-Schwarz inequality yields (6.14a). Proceeding in a similar way for (6.14b) with v ∈ XT

such that |||v|||XT
= 1; first recalling that

〈RU(p̂hτ , ûhτ ),v〉X′T ,XT
:=

N∑
n=1

∫
In

∑
K∈T nh

{(σ(p̂hτ , ûhτ ),∇v)K + (fn,v)K} dt, (6.16)

where we used the fact that σ(p̂hτ , ûhτ ) is symmetric so we replaced ε(v) by∇v in the first term in the right-
hand side of (6.16). Now, adding and subtracting (σnh,∇v) to (6.16), applying the Poincaré inequality (5.7)
together with the Cauchy-Schwarz inequality, and use the local conservation property of the mixed scheme
for the mechanics problem, we obtain

〈RU(p̂hτ , ûhτ ),v〉X′T ,XT
:=

N∑
n=1

∫
In

∑
K∈T nh

{(σ(p̂hτ , ûhτ )− σnh,∇v)K + (∇·σ̂nh + fn,v − π0v)K} dt,

≤
N∑
n=1

∫
In

∑
K∈T nh

{
(
ηnR,U,K + ηnF,U,K(t)

)
||∇v||K} dt. (6.17)

We obtain (6.14b) by applying again the Cauchy-Schwarz inequality.

6.4 End of the proof of Theorem 5.3

In step (iii) of the proof, we combine the upper bound in (6.10) with the results of the previous section to
obtain a posteriori estimate for the displacement and pressure errors. First, let us recall that our approximate
solution (p̃hτ , ũhτ ) is not an element of ET . For this reason, we can not apply (6.10) to ‖(p− p̃hτ ,u−ũhτ )‖en.
Thus, we decompose ‖(p− p̃hτ ,u− ũhτ )‖en into two parts using the triangle inequality, i.e,

‖(p− p̃hτ ,u− ũhτ )‖en ≤ ‖(p− p̂hτ ,u− ûhτ )‖en + ‖(p̂hτ − p̃hτ , ûhτ − ũhτ )‖en, (6.18)

and then apply (6.10) to bound ‖(p− p̂hτ ,u− ûhτ )‖en as follows

‖(p− p̃hτ ,u− ũhτ )‖en ≤ LP + LU,

with

LP =

{
2eT − 1

2
(ηIC,P)2 +

1

2
||RP(p̂hτ , ûhτ )||2X′T

+

∫ T

0

(
||RP(p̂hτ , ûhτ )||2X′t +

∫ t

0

||RP(p̂hτ , ûhτ )||2X′se
t−sds

)
dt

} 1
2

, (6.19a)

LU =

{
2eT − 1

2
(ηIC,U)2 +

1

2µ
||RU(p̂hτ , ûhτ )||2X′T

+
1

µ

∫ T

0

(
||RU(p̂hτ , ûhτ )||2X′t +

∫ t

0

||RU(p̂hτ , ûhτ )||2X′se
t−sds

)
dt

} 1
2

. (6.19b)
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We then proceed as in [28, Thm. 5.3] or [1, Thm. 6.1] using the results of Section 6.3 to bound the terms
involving ||RP(p̂hτ , ûhτ )||X′t and ||RU(p̂hτ , ûhτ )||X′t , t ∈ (0, T ), with the estimators.

There remains to give a computable upper bound to ‖(p̂hτ − p̃hτ , ûhτ − ũhτ )‖en. We have from the
definition (5.12)

‖(p̂hτ − p̃hτ , ûhτ − ũhτ )‖2en :=
c0
2
||p̃hτ − p̂hτ ||2QT +

1

4
||ũhτ − ûhτ ||2ΣT +

1

4
||(ϕ̃hτ − ϕ̂hτ )(·, T )||2H−1(Ω)

+
1

2
‖ϕ̃hτ − ϕ̂hτ‖2X′T + 2c0

∫ T

0

(
||p̃hτ − p̂hτ ||2Qt +

∫ t

0

||p̃hτ − p̂hτ ||2Qse
t−sds

)
dt

+

∫ T

0

(
||ũhτ − ûhτ ||2Σt +

∫ t

0

||ũhτ − ûhτ ||2Σse
t−sds

)
dt. (6.20)

For the first two terms of (6.20), we have

c0
2
||p̃hτ − p̂hτ ||2QT =

N∑
n=1

∫
In

∑
K∈T nh

(
ηnNC1,P,K(t)

)2
dt,

1

4
||ũhτ − ûhτ ||2ΣT =

N∑
n=1

∫
In

∑
K∈T nh

(
ηnNC1,U,K(t)

)2
dt.

Now, since the quantity (ϕ̃hτ − ϕ̂hτ ) is piecewise affine and continuous in time, and since for all 1 ≤ n ≤ N
and on each element K ∈ T nh , (ϕ̃nh − ϕ̂nh) has zero mean value by (4.5b):

||(ϕ̃hτ − ϕ̂hτ )(·, T )||2H−1(Ω) = sup
q∈H1

0 (Ω)

||K
1
2∇q||=1

(
ϕ̃Nh − ϕ̂Nh , q − π0q

)2
,

≤
∑

K∈T Nh

hKc− 1
2

K,K

π
||ϕ̃Nh − ϕ̂Nh |||q|||K

2

,

≤
∑

K∈T Nh

hKc− 1
2

K,K

π
||ϕ̃Nh − ϕ̂Nh ||K

2

,

= 4
∑

K∈T Nh

(
ηNNCF,K

)2
. (6.21a)

For the fourth term, we have first

‖ϕ̃hτ − ϕ̂hτ‖2X′T =

N∑
n=1

∫
In

||(ϕ̃hτ − ϕ̂hτ )(·, t)||2H−1(Ω) dt.

Let vhτ = ϕ̃hτ − ϕ̂hτ , vhτ is piecewise affine and continuous in time, it is then inferred that∫
In

||vhτ (·, t)||2H−1(Ω) dt = τn
∫ 1

0

||vn−1
h + τ(vnh − vn−1

h )||2H−1(Ω)dτ,

≤ 2

3
τn
(
||vn−1
h ||2H−1(Ω) + ||vnh ||2H−1(Ω)

)
. (6.21b)

Now, for all 1 ≤ n ≤ N and on each element K ∈ T nh , vnh has zero mean value by (4.5b), so one can proceed
as for (6.21a), to infer

1

2
‖ϕ̃hτ − ϕ̂hτ‖2X′T≤

N∑
n=1

τn
∑
K∈T nh

(
ηnNC2,K

)2
. (6.21c)

Gathering the above results in (6.18) to obtain the estimate (5.14).



A posteriori error analysis for Biot’s poro-elasticity 20

7 Distinguishing the error components and adaptive algorithm

In this section, we first elaborate the error estimate (5.14), so as to distinguish the error components
resulting from the spatial and the temporal discretization. Once these error contributions are identified,
they will be used to design an adaptive algorithm where the mesh size and time step are locally adapted as
in [26, 28, 31, 48].

7.1 An a posteriori error estimate distinguishing the space and time errors

Let us define the spatial error estimators(
ηnsp,P

)2
=

∫
In

∑
K∈T nh

(
ηnR,P,K + ηnDF,P,K

)2
dt, (7.1a)

(
ηnsp,U

)2
=

∫
In

∑
K∈T nh

(
ηnR,U,K + ηnDF,U,K

)2
dt, (7.1b)

and the temporal error estimators(
ηntm,P

)2
=

∫
In

∑
K∈T nh

1

3
|||p̂nh − p̂n−1

h |||2K dt, (7.1c)

(
ηntm,U

)2
=

∫
In

∑
K∈T nh

1

3
‖σ(p̂nh, û

n
h)− σ(p̂n−1

h , ûn−1
h )‖2K dt, (7.1d)

where

ηnDF,P,K := |||wn
h + K∇p̂nh|||?,K , K ∈ T nh , (7.1e)

ηnDF,U,K := ‖σnh − σ(p̂nh, û
n
h)‖K , K ∈ T nh . (7.1f)

We set their global versions like in (5.15), for a = sp, tm,

ηa,J :=

√
LJ

2

({
N∑
n=1

(
ηna,J

)2} 1
2

+
√

2

{
N∑
n=1

τn
n∑
l=1

(
ηla,J

)2} 1
2

+
√

2

{
N∑
n=1

n∑
l=1

Jnl

( l∑
q=1

(
ηqa,J

)2 )} 1
2
)

+ δaηNC,J, J = P, U,

(7.2a)

where δa = 0 for a = tm and δsp = 1. We have this result:

Theorem 7.1 (A posteriori error estimate distinguishing error components). Let (p,u) be the weak solution
of the problem (2.1) given by (5.11). Let (p̃hτ , ũhτ ) be the approximate pressure and displacement as obtained
in Section 4.4. Let (p̂hτ , ûhτ ) be the reconstructed pressure and displacement as given in Definition 5.1.
Then, there holds

‖(p− p̃hτ ,u− ũhτ )‖en ≤
∑

J=P,U

{
√

2eT − 1

2
ηIC,J + ηsp,J + ηtm,J}. (7.3)

Proof. The idea is to split the diffusive flux estimator ηnF,P,K(t) as well as the stress estimator ηnF,U,K(t) into
two contributions using the triangle inequality (see [4, 31, 48]); for all K ∈ T nh , t ∈ In,

|||wn
h + K∇p̂hτ (·, t)|||?,K ≤ |||wn

h + K∇p̂nh|||?,K + |||K(∇p̂hτ (·, t)−∇p̂nh)|||?,K , (7.4a)

||σnh − σ(p̂hτ , ûhτ )(·, t)||K ≤ ||σnh − σ(p̂nh, û
n
h)||K + ||σ(p̂hτ , ûhτ )(·, t)− σ(p̂nh, û

n
h)||K . (7.4b)

We then integrate in time the last terms on the right-hand side of of above inequalities and use the equality of
norms in (7.4a), i.e, |||K∇v|||?,K = ||K− 1

2 (K∇v)||K = |||v|||K . Inserting the resulting inequalities in (5.14)
with the use of definition (7.1) leads to the estimate (7.3).
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7.2 Balancing and space-time adaptivity

In this section we use the error estimate in Theorem 7.1 in an algorithm with adaptive refinement/coarsening
of the space–time mesh, based on balancing the space and time errors. To do so, first the space and time
error components should be equilibrated by selecting the time step τn and adjusting the spatial meshes T nh
in such a way that

γtmη
n
sp ≤ ηntm ≤ Γtmη

n
sp, (7.5a)

where ηnJ = ηnJ,P + ηnJ,U, for J = sp, tm, and where γtm, Γtm are two user-given weights, typically close to
1. The goal of this balancing is to have ηntm and ηnsp of comparable size instead of getting ηntm much smaller
than ηnsp. This balancing can be defined locally (element-wise) as

γtm,Kη
n
sp,K ≤ ηntm,K ≤ Γtm,Kη

n
sp,K , ∀K ∈ T nh , (7.5b)

where γtm,K and Γtm,K are the local (element-wise) weights. In the next step, we have to adapt the
space mesh; refinement/coarsening so that the local spatial error estimators are distributed equally: for all
K1, K2 ∈ T nh ,

ηnsp,K1
≈ ηnsp,K2

. (7.5c)

To account for limited computing resources, we fix refinement thresholds hmin > 0 and τmin > 0 for the
mesh size and the time step, respectively, i.e, we require that for all 1 ≤ n ≤ N ,

min
K∈T nh

hK ≥ hmin, and τn ≥ τmin.

We also need to fix threshold that the error on the time interval In should not exceed some fixed error en,
for all 1 ≤ n ≤ N . Based on the above considerations and balancing conditions, we propose the following
algorithm:

Algorithm 1: Complete solution algorithm with adaptive space–time refinement

Data: Enter f , g, p0, σ0 and Ω, T , K, c0, µ, λ and α.
Result: The quadruplet (σhτ ,uhτ ,whτ , phτ ).

1 Choose an initial mesh T 0
h , an initial time step τ0, and set t0 = 0;

2 Choose the weights γtm and Γtm, and the refinement thresholds τmin and hmin;
3 Calculate the initial data estimators ηIC,P and ηIC,U /* Initial mesh adaptation loop */;
4 Adapt the mesh T 0

h such that the local initial condition error estimators ηIC,P,K and ηIC,U,K are
distributed equally;

5 while tn ≤ T do /* Time loop */

6 n←− n+ 1;

7 T nh ←− T
n−1
h ;

8 τn ←− τn−1;
9 Calculate the quadruplet (σnh,u

n
h,w

n
h , p

n
h);

10 Calculate the estimators ηnsp and ηntm;

11 repeat {Space refinement}
12 repeat {Space–time balancing}
13 if ηntm ≤ γtmη

n
sp then

14 τn ← 2τn;
15 end
16 if ηntm ≥ Γtmη

n
sp then

17 τn ← 1
2τ

n;
18 end

19 until the balance(7.5a) or (7.5b) is satisfied or τn ≤ τmin;
20 Refine or coarsen the cells K ∈ T nh until (7.5c) is satisfied or hK ≤ hmin;

21 until ηnsp + ηntm ≤ en;

22 (σnh,u
n
h,w

n
h , p

n
h)← (σnKn ,unKn ,wn

Kn , pnKn)Kn∈T nh
;

23 tn ← tn−1 + τn;

24 end
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8 Numerical results

This section discusses the computational results of applying our a posteriori error estimates when solv-
ing (2.1) using the two mixed schemes (4.3) and (4.4).

8.1 Example 1: analytical solution

To illustrate numerically our theoretical results, we consider in Ω = [0, 1]2 the analytical solution of the
Biot system (2.1) (see [19]):

u(x, t) :=

(
tx(1− x)y(1− y)
ty(1− y)x(1− x)

)
, and p(x, t) = tx(1− x)y(1− y), 0 ≤ t ≤ 1. (8.1)

The effective parameters are K = I, c0 = α = 1, and µ = λ = 0.6. We choose source terms, initial and
Dirichlet boundary conditions such that (8.1) is the solution of problem (2.1). First, convergence in space
and time are evaluated on a series of space or time uniform refinement. These results are then compared
with those obtained with the adaptive algorithm (Algorithm 1). We compare the estimated errors for the
pressure and displacement with the analytical errors measured in the following energy-norms

‖p− p̃hτ‖2P :=
c0
2
||p− p̃hτ ||2QT +

c20
2
||(p− p̃hτ )(T )||2H−1(Ω) + c20‖p− p̃hτ‖2X′T

+ 2c0

∫ T

0

(
||p− p̃hτ ||2Qt +

∫ t

0

||p− p̃hτ ||2Qse
t−sds

)
dt, (8.2a)

‖u− ũhτ‖2U :=
1

4
||u− ũhτ ||2ΣT +

α2

2
||∇·(u− ũhτ )(T )||2H−1(Ω) + α2‖∇·(u− ũhτ )‖2X′T

+

∫ T

0

(
||u− ũhτ ||2Σt +

∫ t

0

||u− ũhτ ||2Σse
t−sds

)
dt. (8.2b)

derived from (5.12). In practice, the dual norms in the above norms or in the energy norm (5.12) are
incalculable and then they are approximated by solving auxiliary problems as detailed in [28].

8.1.1 Standard case

For both schemes, we set τn = 1/128 in order to compare the convergence rates of the spatial discretization
errors ignoring influences of time discretization errors. In Table 1, we present the convergence results of
Method 1 with AF1-elements. The results of Method 2 with AFW1-elements are presented in Table 2. The
last column in both tables displays the corresponding effectivity indices, given by the ratio of the estimates
over the global error measured in the energy norm given by (5.12) denoted in the table as een.

Method 1
1/h ηsp,P ηsp,U ||p− p̃hτ ||P ||u− ũhτ ||U een Ieff

4 2.91e-2 — 1.61e-1 — 1.02e-2 — 4.35e-2 — 5.27e-2 3.61
8 1.52e-2 0.94 4.61e-2 1.81 5.25e-3 0.96 1.17e-2 1.89 1.68e-2 3.60
16 7.88e-3 0.95 1.24e-2 1.90 2.67e-3 0.98 3.05e-3 1.94 5.71e-3 3.54
32 4.06e-3 0.97 3.24e-3 1.93 1.34e-3 1.00 7.55e-4 2.02 2.09e-3 3.52

Table 1: Error estimators and analytical errors under space refinement at t = T .

We observe that that all the convergence rates are in agreement with the expected convergence rates;
they are, in particular, not influenced by the time discretizations as well as the overall error is dominated
by the errors from the mechanics problem. This seems to indicate that the schemes with postprocessed
solutions has similar convergence properties. We also regard the effectivity indices corresponding to the two
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Figure 1: Actual (right) and estimated (left) error distribution on the initial mesh and after two mesh
refinements with Method 1.

Method 2
1/h ηsp,P ηsp,U ||p− p̃hτ ||P ||u− ũhτ ||U een Ieff

4 5.15e-2 — 1.28e+0 — 4.24e-2 — 2.96e-1 — 3.36e-2 3.93
8 2.85e-2 0.85 3.88e-1 1.73 2.26e-2 0.91 8.41e-2 1.82 1.06e-2 3.92
16 1.52e-2 0.90 1.15e-1 1.76 1.18e-2 0.94 2.14e-2 1.97 3.31e-2 3.92
32 8.02e-3 0.93 3.39e-2 1.77 6.04e-3 1.02 5.04e-3 2.00 1.10e-2 3.94

Table 2: Error estimators and analytical errors under space refinement at t = T .

methods as similar and likewise excellent; Method 1, in particular, gives a slightly better efficiency. For
the temporal refinement, the two methods exhibits similar convergence properties with optimal effectivity
indices (not presented). Figures 1 and 2 depict the distribution of the estimated error and analytical errors
at the final time step. Clearly, the two methods reflect the distribution of the analytical error in the whole
domain.

8.1.2 Adaptive case

In the second part of this test case, we compare the previously error estimates obtained on uniform and
fixed meshes and time steps with the estimates obtained using Algorithm 1. We start with an initial mesh
of 311 elements. The initial time step τ0 was chosen as 0.001 and was not changed by the criterion ηIC ≤ e0.
The other parameters used in the algorithm are γtm = 0.75 and Γsp = 1.3 and en = 5 · 10−3τn. Once more
the two methods produce nearly identical results and therefore only those results pertaining Method 2 are
presented. In Figure 3 (left and center), we gives the initial and final meshes. In Figure 4, we compare the
estimated error at the final time to the exact error for Method 2. Again, the distribution of the estimated
error reflects the exact one and it is evenly distributed throughout the domain.

In Figure 3 (right), we plot the evolution of the error estimates depending on the total number of space–
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Figure 2: Actual (right) and estimated (left) error distribution on the initial mesh and after two mesh
refinements with Method 2.

time unknowns. As shown for both methods, one can reduce the number of unknowns necessary to attain
the prescribed precision using the derived estimators and adaptively refined space–time grids. Finally, one
has to mention that each problem solves for Method 2 is inexpensive compared to Method 1 as only fewer
degree of freedoms are required with weakly imposed stresses. This is particularly important for three-
dimensional problems, where Method 2 is feasible and easier in practice than Method 1 that has highly
number of degrees of freedom (stress with 162 degrees of freedom per element).

Figure 3: Initial mesh (left) and final mesh (center) and the comparison between a static algorithm (with
fixed mesh and time step) and the adaptive algorithm (right).
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Figure 4: Actual (right) and estimated (left) error distribution at t = T on the last mesh of an adaptive
algorithm with Method 1.

8.1.3 Balancing criteria

In order to illustrate the importance of the space–time balancing criterion (7.5a) in the adaptive algorithm,
we show by a series of computations its impact on the overall estimate. To this aim, we apply Algorithm 1
with Method 2 on two computations in which the space and time errors are not equilibrated. In the first
case, we set γtm = 2 and Γsp = 3 and we let en = 5 · 10−3τn as previously. This case corresponds to an
over-refinement in-space. In the second case, we choose γtm = 1/3 and Γsp = 1/2 which will induces an
over-refinement in-time. In Figure 5 (left), the ratio of the time error over the space error as a function of

Figure 5: The ratio of the time error over the space error as a function of the total number of space–
time unknowns (left); over-refinement in-space (green) or in-time (blue) are violating criterion (7.5a) in
comparison with with a computation honoring (7.5a) (black). A comparison of the induced overall errors
(right).

the total number of space–time unknowns is depicted for the two situations as well as for the case where
the space and time errors are equilibrated. The effect of these choices on the overall estimate is shown in
Figure 5 (right). Clearly, one can conclude that violating the balancing criteria (7.5a) reduces the efficiency
of the algorithm in terms of precision as well as the total computational cost is considerably increased, thus,
confirms that (7.5a) is an essential ingredient for our adaptive algorithm.
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8.2 Example 2: flow through saturated levee

Coupled fluid–structure interaction problems appear in many geotechnical applications, e.g., earthen dams,
levees, and other geotechnical structures. This example considers the behavior of a saturated levee after
a flood event. One of the major reasons of levee failure is erosion due to overtopping due to this flood
event. Here, we consider the flow through saturated levee in advance of any overtopping [20]. The geometry
of the levee is given in Figure 6, and consists of a lower and upper part (lower 5 [m] and upper 10 [m],
respectively). For the flow problem, we impose a Dirichlet boundary condition p = 1 · 102 × x(15 − y)

Figure 6: A sketch of the levee and the associated boundary conditions.

on the left-hand side of the upper part and we set p = 0 on the opposite side (known as seepage face).
On the remaining boundary, no-flow boundary conditions are applied. For the mechanics, no displacement
in normal direction is assumed on the boundary of the lower part of the levee. On the boundary of the
upper part, zero effective stress is applied. The initial displacement and pressure are chosen to satisfy the
imposed boundary conditions and wet set T = 40 hours. The permeability in this test case is taken constant
K = 3 · 10−3 [m2] and the Biot parameters are c0 = 0.4, α = 0.5, and µ = λ = 0.35, satisfying (3.5).

Figure 7: The adaptive meshes with the criteria en = 4 · 10−3τn (left) and en = 2 · 10−3τn (right).

We test Method 2 through the adaptive algorithm with various thresholds for the errors, i.e, we set
initially en = 8 · 10−3τn refined then 3 times by a factor of 2. The other parameters used in the algorithm
are γtm = 0.7 and Γsp = 1.25. We plot in Figure 7 the meshes at the final time with en = 4 · 10−3τn and
en = 1 · 10−3τn. We can see that reducing the threshold en allows more mesh refinement but only around
the seepage face. In Figure 8, we compare the estimated error obtained with space-time adaptivity (with
en = 4 · 10−3τn) to the estimated error with standard method with uniform space-time meshes. We clearly
observe the performance of the adaptive algorithm to evenly distribute the total error over the domain as
well as reducing it around the seepage face.

In the last part of this test case we analyze the performance of the adaptive algorithm in terms of
precision against the number of unknowns. To this aim, we plot in Figure 9 (left) the estimated error and
the actual error calculated with a reference solution approximated on very fine space-time discretization as
a function of the total number of space–time unknowns in the adaptive and standard cases. As expected,
these results confirm that the use of the adaptive algorithm reduces significantly the number of space-
time-unknowns for approximately the same value of the error. The right part of Figure 9 displays the
corresponding effectivity indices, given by the ratio of the estimates over the actual error calculated with a
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Figure 8: Error estimators with standard (left) and adaptive (right) methods at t = 24 hours.

reference solution approximated on a very fine space-time discretization. The effectivity index confirms a
moderate overestimation of the total error and proves the accuracy of the estimate (5.14).

Figure 9: Comparison between the adaptive and standard (with fixed mesh and time step) methods for the
levee test case.

8.3 Example 3: flow inside an aneurysmal sac

In this study we aim to investigate the adaptive algorithm for the fluid-dynamics of blood in the presence of
an aneurysm. This is one of the most dangerous anomalies that may affects the arteries, and its treatment
is very difficult. In most cases, the proposed therapy consists in introducing a metallic multi-layered stent
(see Figure 10) inside the porous sac.

This device slows down the vorticity in the aneurysm by lowering the flow velocity, pressure, displacement
and stresses in the aneurysmal sac. Numerical simulation is a powerful approach for the investigation of the
relationship between stenting and aneurysm re-growth and rupture, and can provide scientific guidelines
for the design of stent structure which may reduce the velocity and the oscillatory shear stress inside the
sac [33, 43].

For this test case, the domain Ω is as given in the right of the Figure 10 in which four circular struts
are aligned in the aperture of the aneurysmal sac. The initial and boundary conditions are extracted from
solving a coupled Biot-Stokes equations in the arterial geometry given in the left of Figure 10. That is,
the coupled Biot-Stokes equations was first solved on the extended domain (including the artery area in
Figure 10), where the Biot system is used inside the porous aneurysmal sac (lower part) and a Stokes flow
is used in the remaining part of the artery (upper part), and where Γ1 is the interface between the two
subdomains where natural transmission conditions are used. Note that when the permeability tends to zero
in the poroelasticity problem, a Stokes-type problem is obtained (see [51]). The resulting solution inside
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Figure 10: A sketch of stented artery with an aneurysmal sac used to generate the data (left). The
computational domain (right).

the anurysmal sac is used to generate a realistic time-dependent boundary condition on Γ1 for the present
test case [7]. For this setup, the initial pressure and displacement are set accordingly to u(0) = 0 and
p(0) = 10−1. On the inlet boundary Γin a parabolic velocity profiles was enforced with peak value of 1000
mm/s, multiplied by sin(π(1 − t/40)3) to obtain a pulse like flow pattern. On the outlet boundary Γout,
we set a free-stress boundary condition and on Γext a no-flow boundary condition. On the outer boundary
of the porous sac Ω as well as on the boundary of the struts Γo, we impose no-flow and -displacement in
normal direction, i.e, w · n|Γ1∪Γo = 0 and u · n|Γ1∪Γo = 0. The total simulation time is T = 30 s and the
time step is τn = 3 · 10−4 s. The remaining model parameters are the blood viscosity which is set equal to
3.5 · 10−3N/(s·m2), K = 10−6, α = 0.1, c0 = 5.0 · 10−3, µ = 4.28 · 103 and λ = 1.07 · 103, satisfying (3.5).

With the generated data, we compare the performance of the adaptive algorithm with Method 2 to
two computations, both are with fixed meshes and time steps. The parameters used in the algorithm are
en = 3 · 10−2τn, γtm = 0.8 and Γsp = 1.25. The first computation is set as a reference solution, where the
discretization is chosen very fine and the second one (standard) is chosen in a way to have approximately
the same number of space-time unknowns as in the adaptive algorithm. The results related to the three
computations are depicted in Table 3.

# Space-time unknowns ηsp,P ηtm,P ηsp,U ηtm,U Total
Reference 4,145,912 1.41e-1 3.61e-1 7.44e-2 3.67e-2 6.13e-1
Standard 517,849 3.78e-1 6.12e-1 6.89e-1 5.66e-2 1.74e+0
Adaptive 502,113 3.03e-1 3.88e-1 1.21e-1 4.92e-2 8.62e-1

Table 3: Comparison between the reference, standard and adaptive solutions.

We easily remark that the adaptive solution is much better than the standard one, for approximately
the same computational cost. We also notice that the error from the flow problem dominates the total
error, which can be considerably reduced if a multi-scale space-time discretization is used. In Figure 11,
we plot the first component of the normal stress tensor σh · n and the first component of the velocity wh

along the red line tangent to the inserted stent (as indicated in the right Figure 10), at the final time T .
We can see that the results with the adaptive algorithm are very satisfactory compared to the standard
one. The adaptive algorithm is particularly effective in detecting the oscillations on the solution induced
by the presence of the stent. The approximate solution in the adaptive and standard cases is is depicted
in Figure 12. In Figure 13, we compare the adaptive estimated error to the standard one at the final time
T . The adaptive error is not only evenly distributed throughout the domain but also reduced around the
corners and the struts of stent.

9 Conclusions

Two mixed finite element formulations of the Biot’s consolidation model are presented and analyzed. Each
method utilizes a pair of mixed finite element methods, one for the linear elasticity and one for the mixed
Poisson problem. The methods differ by using either symmetric stress space or weakly symmetric stress
through the introduction of Lagrange multiplier enforcing the symmetry of the stress in a weak sense. We
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Figure 11: Comparison of the first component of the normal stress tensor σh ·n and the first component of
the velocity wh along the line (see the red line in Figure 10 right) tangent to the stent at t = T .

Figure 12: Approximate pressure and velocity (top) and displacement (bottom) with standard (left) and
adaptive (right) methods corresponding to the results of Figure 13.

analyzed the existence and uniqueness of a week solution to the formulations and showed in particular
their equivalence at the continuous level. We then propose a unified and guaranteed a posteriori error
estimates for the Biot system when discretized with coupled mixed finite elements method in-space and in-
time with a backward Euler scheme. The a posteriori error estimate requires conforming reconstructions of
the displacement and pressure; both are continuous and piecewise affine in time. Precisely, regardless of the
mixed method, we present a guaranteed and fully computable error estimate that bounds the energy-type
error between the unknown exact solution and the approximate solution. This estimate is then decomposed
into estimators characterizing the space, and time error components. We also separate the pressure error
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Figure 13: Error estimators with standard (left) and adaptive (right) methods at t = T .

components from those of displacement errors. This is efficiently used in an adaptive space–time algorithm
where the individual error component estimators are used to adjust the time step, and to select the mesh
elements to be refined or coarsened. Numerical results illustrate the effectiveness of our estimates and the
performance of the adaptive algorithm. Finally, we shall point out that the developments in this paper
also apply to any locally conservative scheme such as cell-centered finite volume scheme, mimetic finite
difference and hybrid high-order discontinuous Galerkin. The present theory can be extended to derive
adaptive iterative coupling schemes based on a posteriori error estimates for Biot’s consolidation model ,
which are the subject of ongoing work.

A Appendix: Proof of Theorem 3.1

The proof will be broken down in several steps: we first construct solutions of certain finite-dimensional
approximations of (3.1), then we derive suitable energy estimates in Lemma A.6 and prove then the Theorem.

A.1 Construction of approximate solutions

We introduce the finite-dimensional approximation of Problem A. To this aim we introduce some notations:
Let {τn |n ∈ N} be a Hilbert basis of Ws and {zm |m ∈ N} a Hilbert basis of Q. That of spaces W and Q
are, {vk | k ∈ N} and {ql | l ∈ N}, respectively. For each quadruplet of positive integers (n,m, k, l) ∈ N4, we
define by the following finite dimensional subspaces:

Ws,n := span{τ 1, τ 2, ..., τn}, Qm := span{z1, z2, ..., zm},
Wk := span{v1,v2, ...,vk}, Ql := span{q1, q2, ..., ql}.

Therefore, let (σn,um,wk, pl) : [0, T ]4 7→Ws,n ×Qm ×Wk ×Ql be the solution of the following problem:

−(Aσn, τ i)− (um,∇·τ i)−
cr
dα

(plI, τ i) = 0, i = 1, ..., n (A.1a)

(c0 + cr)(∂tpl, qj) +
cr
dα

(∂tσn, qjI) + (∇·wk, qj) = (g(t), qj), j = 1, ..., l, (A.1b)

(K−1wk,vj)− (pl,∇·vj) = 0, j = 1, ..., k, (A.1c)

(∇·σn, zi) = (−f(t), zi), i = 1, ...,m, (A.1d)

with

(um(0), zi) = u0, ∀i = 1, ...,m, and (pl(0), qj) = p0, ∀j = 1, ..., l. (A.1e)
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Lemma A.1 (Construction of approximate solutions). For each quadruplet (n,m, k, l) ∈ N4, (n,m, k, l) ≥ 1,
there exists a unique solution (σn,um,wk, pl) to problem (A.1).

The proof of this Lemma will be broken down in several steps. First, we write a DAEs system equivalent
to (A.1). To do so, we introduce the following notations:

(Gp(t))i = (g(t), qi), (P0)i = (p0, qi), ∀1 ≤ i ≤ l, (Cpp)ij = (c0 + cr)(qj , qi), ∀1 ≤ i, j ≤ l,

(Cσσ)ij = (Aτ j , τ i), ∀1 ≤ i, j ≤ n, (Cpσ)ij =
cr
dα

(qjI, τ i), ∀1 ≤ j ≤ l, 1 ≤ i ≤ n,

(Fu(t))i = (f(t), zi), (U0)i = (u0, zi), ∀1 ≤ i ≤ m, (Cuσ)ij = (zi,∇·τ j), ∀1 ≤ i ≤ m, 1 ≤ j ≤ n,
(Cwp)ij = (∇·vi, qj), ∀1 ≤ i ≤ k, ∀1 ≤ j ≤ l, (Cww)ij = (K−1vi,vj), ∀1 ≤ i, j ≤ k.

We also use the following notations; Pl to denote the vector of degrees of freedom of pl(t) with respect to
the basis {qi}l0, Sl to denote the vector of degrees of freedom of σn(t) with respect to the basis {τ i}n0 , Um
to denote the vector of degrees of freedom of um(t) with respect to the basis {vi}m0 and Wk to denote the
vector of degrees of freedom of wk(t) with respect to the basis {zi}k0 . Now, using the above notations, and
for all (n,m, k, l) ∈ N4, problem (A.1) may be rewritten as

−CσσSn(t)−CT
uσUm(t)−CT

pσPl(t) = 0, (A.2)

Cpp
dPl
dt

(t) +Cpσ
dSn
dt

(t) +CT
wpWk(t) = Gp(t), (A.3)

CwwCk(t)−CwpPl(t) = 0, (A.4)

−CuσSn(t) = Fu(t), (A.5)

Pl(0) = P0, Um(0) = U0 . (A.6)

The above equations yield a linear system of DAEs type for the vector X(t) = (Pl(t),Sn(t),Wk(t),Um(t)):

BdX

dt
(t) +DX(t) = E(t), (A.7)

where E(t) = (Gp(t), 0, 0,−Fu(t))T and

B :=


Cpp Cpσ 0 0

0 0 0 0
0 0 0 0
0 0 0 0

 , (A.8)

and

D :=


0 0 CT

wp 0
CT
pσ Cσσ 0 CT

uσ

Cwp 0 −Cww 0
0 Cuσ 0 0

 . (A.9)

So it suffices to see that the matrix pencil sB+D is nonsingular for some s 6= 0 to prove the existence of the
discrete solution satisfying the initial conditions (A.6). We set s = 1 and show that B + D is nonsingular.
The results presented next extends those in [59] to any dimensional. Note that we can write B + D as a
block 2× 2 matrix as follows

B +D =

(
A BT

B −C

)
, (A.10)

where

A =

(
Cpp Cpσ
CT
pσ Cσσ

)
, B =

(
Cwp 0

0 Cuσ

)
, C =

(
Cww 0

0 0

)
. (A.11)

The following lemma will be useful in proving the invertibility of B +D (see Yi 2014 [59] for 2D case).

Lemma A.2. If A and C are positive semidefinite and ker(A) ∩ ker(B) = ker(BT) ∩ ker(C) = {0}, then
B +D is invertible.
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Let U = Ws,n ×Ql and R = Qm ×Wk, and define the bilinear forms φA : U ×U → R, φB : U ×R → R
and φC : R×R → R, where

φA((σn, pl), (τ , q)) = (c0 + cr)(pl, q) +
cr
dα

(Ipl, τ ) +
cr
dα

(σn, qI) + (Aσn, τ ), (A.12)

φB((τ , q), (um,wk)) = (∇ ·wk, q) + (um,∇ · τ ), (A.13)

φC((um,wk), (z,v)) = (K−1wk,v), (A.14)

and with kernel spaces given by

ker(φA) = {(σ, p) ∈ U : φA((σ, p), (τ , q)) = 0,∀(τ , q) ∈ U}, (A.15)

ker(φB) = {(τ , q) ∈ U : φB((τ , q), (u,w)) = 0,∀(u,w) ∈ R}, (A.16)

ker(φC) = {(u,w) ∈ R : φC((u,w), (z,v)) = 0,∀(z,v) ∈ R}. (A.17)

Lemma A.3. There exist a constant C = C(λ, µ, c0, d) > 0 such that

φA((τ , q), (τ , q)) ≥ C
(
||q||2 + ||τ ||2

)
, ∀(τ , q) ∈ U . (A.18)

Proof. Denoting by τ = {τi,j}1≤i,j≤d, with τi,j = τj,i, for i 6= j, and using the definition of the fourth order
compliance tensor (3.2), together with the Young and triangle inequalities yields

φA((τ , q), (τ , q)) = (c0 + cr)||q||2 +
2cr
dα

(Iq, τ ) + (Aτ , τ ),

≥ (c0 + cr)||q||2 +
1

2µ

(
d∑
i

||τi,i||2 + 2

d−1∑
i=1

||τi,i+1||2
)
− λ

2µ(2µ+ dλ)

d∑
i=1

||τi,i||2

− 2cr
dα

(
ε

2
||q||2 +

1

ε

d∑
i=1

||τi,i||2
)
. (A.19)

Letting ε = dα , we obtain

φA((τ , q), (τ , q)) ≥ c0||q||2 +
1

2µ

d−1∑
i=1

||τi,i+1||2 +
(2d− 4)µ+ (d2 − d)λ

2µd(2µ+ dλ)

d∑
i=1

||τi,i||2, (A.20)

where all the coefficients are strictly positive for any dimension d = 2, 3.

The proof of the following Lemma is straightforward from the properties of K.

Lemma A.4. The bilinear form φC is positive semidefinite, i.e.

φC((z,v), (z,v)) ≥ 0, ∀(z,v) ∈ R. (A.21)

Proceeding as in [59, Lemma 3.4& 3.5], we promptly obtain the following result.

Lemma A.5. We have ker(φA) ∩ ker(φB) = {(0, 0)} and ker(φBT) ∩ ker(φC) = {(0, 0)}

From the above Lemmas, the conditions of Lemma A.2 are fulfilled, and thus there exist a solution to
problem (A.7).

A.2 A priori estimates

The next step is to derive a priori estimates with the aim to pass to the limit in a subsequence of the
approximated solution.

Lemma A.6 (A priori estimates). There exists a constant C independent of (n,m, k, l) such that

||pl||H1(0,T ;L2(Ω)) + ||wk||L∞(0,T ;L2(Ω)) + ||wk||L2(0,T ;H(div,Ω)) + ||um||H1(0,T ;L2(Ω))

+ ||∂tσn||L2(0,T ;L2(Ω)) + ||σn||L2(0,T ;Hs(div,Ω)) + ||σn(0)||

≤ C
(
||p0||H1

0 (Ω) + ||g||L2(0,T ;L2(Ω)) + ||f ||H1(0,T ;L2(Ω))

)
, ∀(n,m, k, l) ≥ 1.
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For the proof of this Lemma, we will make use of this intermediate result

Lemma A.7. There exist the constant C1 and C2 independent of (n,m, k, l) such that

||σn||2A ≤
(

2

d
cr +

1

2(2µ+ dλ)

)
||pl||2 + C1||f ||2, ∀n, l, k,m ≥ 1, (A.22)

||um||2 ≤ C2

(
2

d
cr +

1

2(2µ+ dλ)

)
||pl||2 +

1

2µ+ dλ
||f ||2, ∀n, l, k,m ≥ 1, (A.23)

where || · ||A is the energy-norm given by

||τ ||A =

∫
Ω

Aτ : τ dx.

Proof. For any given t ∈ (0, T ), we know that there exist σ̃(·, t) ∈Ws,n such that −∇·σ̃(·, t) = um(·, t) and
||σ̃|| ≤ C||um||. Then, using equation (A.1a), we obtain

||um||2 = −(um,∇·σ̃) = (Aσn, σ̃) +
cr
dα

(plI, σ̃),

≤ C (||σn||+ ||pl||) ||σ̃||,
≤ C̃ (||σn||+ ||pl||) ||um||.

Therefore,

||um|| ≤ C̃ (||σn||+ ||pl||) . (A.24)

Now, take τ i = σn in (A.1a) and zi = um in (A.1d) and summing, we obtain:

(Aσn,σn) = − cr
dα

(plI,σn) + (f(t),um). (A.25)

Using the definition of A and applying the Cauchy-Schwarz and Young’s inequality leads to

||σn||2A ≤
α2

2µ+ dλ
||pl||2 +

1

4(2µ+ dλ)
||σn||2 +

1

2ε
||f ||2 +

ε

2
||um||2, (A.26)

for any ε > 0. Now, using (A.24) and setting the suitable ε, say ε = 1/(4C̃2(2µ+ dλ)), we get

||σn||2A ≤
4α2 + 1

4(2µ+ dλ)
||pl||2 + 2C̃2(2µ+ dλ)||f ||2 +

1

2(2µ+ dλ)
||σn||2. (A.27)

Now we use the fact that || · ||A is equivalent to the L2-norm, i.e,

1

2µ+ dλ
||τ ||2 ≤ ||τ ||2A ≤

1

2µ
||τ ||2, (A.28)

to deduce from (A.27)

||σn||2A ≤
(

2

d
cr +

1

2(2µ+ dλ)

)
||pl||2 + C1||f ||2, (A.29)

with C1 = 2C̃2(2µ+ dλ). This result together with (A.24) implies (A.23).

We prove now Lemma A.6 by deriving successively the estimates on pl, ∂tpl and σn, ∂tσn, and finally
estimates for ∇·wk for the H(div,Ω)-norm and ∇·σn for the H(div,Ω)-norm. That of the estimate for um
will be straightforwardly deduced from the previous Lemma.
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Proof. Let (n,m, k, l) ≥ 1 and take ∂tσn as test function in (A.1a), then derivate (A.1d) with respect to t
and take um as test function. We take then pl as test function (A.1b) and wk as test function in (A.1c).
Summing the four equations, we obtain

(c0 + cr)(∂tpl, pl) + (K−1wk,wk) = (Aσn, ∂tσn) + (g(t), pl) + (−∂tf(t),um). (A.30)

Using the properties of K, (c0 + cr) and applying the Cauchy-Schwarz inequality and Young’s inequality,
we get

(c0 + cr)(∂tpl, pl) =
(c0 + cr)

2

d

dt
||pl(t)||2,

(K−1wk,wk) ≥ cK||wk||2,

(Aσn, ∂tσn) + (g(t), pl) + (−∂tf(t),um) ≤ 1

2

d

dt
||σn||2A +

1

2ε1
||pl||2 +

ε1
2
||g||2 +

ε2
2
||∂tf ||2 +

1

2ε2
||um||2,

for any ε1, ε2 > 0. We deduce from these inequalities

(c0 + cr)

2

d

dt
||pl(t)||2 + cK||wk||2 ≤

1

2

d

dt
||σn||2A +

1

2ε1
||pl||2 +

ε1
2
||g||2 +

ε2
2
||∂tf ||2 +

1

2ε2
||um||2,

We integrate this inequality over (0, t), for t ∈ (0, T ), to get

(c0 + cr)||pl(t)||2 + 2cK

∫ t

0

||wk(s)||2 ds+ ||σn(0)||2A ≤ ||σn(t)||2A + (c0 + cr)||p0||2∫ t

0

(
1

ε1
||pl||2 +

1

ε2
||um||2

)
ds+

∫ t

0

(
ε1||g||2 + ε2||∂tf ||2

)
ds.

We now replace (A.22) and (A.23) in the above inequality, letting γ0 = c0−
1− 2(d− 2)α2

2(2µ+ dλ)
> 0 using (3.5),

and adjusting ε1 and ε2, we get

||pl(t)||2 +
2cK
γ0

∫ t

0

||wk(s)||2 ds+
1

γ0
||σn(0)||2A ≤ C

(
||p0||2 + ||g||2L2(0,T ;L2(Ω)) + ||f ||2H1(0,T ;L2(Ω))

)
+

∫ t

0

||pl(s)||2 ds.

It is inferred from Grönwall’s lemma that

||pl||2L2(0,T ;L2(Ω)) + ||σn(0)||2 ≤ C(||p0||2 + ||g||2L2(0,T ;L2(Ω)) + ||f ||2H1(0,T ;L2(Ω))).

To derive the estimate for ∂tpl, we take ∂tpl as test function in (A.1b) and derivate (A.1c) with respect to
t and taking vj = wk. Therefore, we derivate (A.1a) with respect to t and take ∂tσn as test function, then
derivate (A.1d) with respect to t and take ∂tum as test function. Summing the four equations, we get

(c0 + cr)(∂tpl, ∂tpl) + (K−1∂twk,wk) = (A∂tσn, ∂tσn) + (g, ∂tpl) + (−∂tf , ∂tum). (A.31)

We recall that ∂tσ̃ ∈ Hs(div,Ω) and satisfies −∇·(∂tσ̃) = ∂tum such that ||∂tσ̃|| ≤ C||∂tum||. We use the
same techniques as used to derive (A.24), we obtain

||∂tum|| ≤ C (||∂tσn||+ ||∂tpl||) . (A.32)

We now differentiate (A.1a) and (A.1d) with respect to t, and take τ i = ∂tσn in (A.1a) and zi = ∂tum
in (A.1d) then we sum the resulting equations, we infer that

(A∂tσn, ∂tσn) = − cr
dα

(I∂tpl, ∂tσn) + (−∂tf(t), ∂tum). (A.33)
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We then follow the same steps as used to derive (A.29): Applying the Cauchy-Schwarz and Young’s inequality
to obtain

||∂tσn||2A ≤
(

2

d
cr +

1

2(2µ+ dλ)

)
||∂tpl||2 + C3||∂tf ||2, (A.34)

for a constant C3 > 0. Using the property of K and Cauchy-Schwarz inequality as well as the inequali-
ties (A.32) and (A.34), it is inferred from (A.31) that there exist C such that

||∂tpl||2 +
2

γ0

d

dt
||
√

K−1wk||2 ≤ C(||g||2 + ||∂tf ||2).

We integrate this inequality over (0, t) for t ∈ (0, T ), we find∫ t

0

||∂tpl(s)||2 ds+
2

γ0
||
√

K−1wk(t)||2 ≤ 2

γ0
||
√

K−1wk(0)||2 + C

∫ t

0

(||g||2 + ||∂tf ||2) ds. (A.35)

To bound ||wk(0)||, we take wk ∈Wk as the test function in (A.1c)

(K−1wk(0),wk(0)) = (pl(0),∇ ·wk(0)). (A.36)

The above equation holds true for all k, l ≥ 1, thus we integrate by parts in the right-hand side and let
l→∞ to obtain

cK||wk||2 ≤ (K−1wk(0),wk(0)) = (∇pl(0),wk(0)) ≤ ||p0||H1
0 (Ω)||wk||, (A.37)

where we have used the fact that pl(0)→ p0 in L2(Ω) and p0 ∈ H1
0 (Ω). Thus, we have

||wk|| ≤ C||p0||H1
0 (Ω). (A.38)

This result together with (A.35) yields

||∂tpl||2L2(0,T ;L2(Ω)) + ||wk||2L∞(0,T ;L2(Ω)) ≤ C(||p0||2H1
0 (Ω) + ||g||2L2(0,T ;L2(Ω)) + ||f ||2H1(0,T ;L2(Ω))). (A.39)

Now, it remains to bound ||∇·wk||L2(0,T ;L2(Ω)) and ||∇·σn||L2(0,T ;L2(Ω)). We fix k and let ∇·wk =
∑∞
j ξjkqj

as ∇·wk ∈ L2(Ω), for a.e. t ∈ (0, T ), where we set ξjk = (∇·wk(t), qj). Now we fix l and multiply (A.1b) by

ξjk and summing over j = 1, ..., l, and using (A.34), and (A.39) we find out

(∇·wk,

l∑
j

ξjkqj) ≤
1

2
||

l∑
j

ξjkqj ||
2 + C

(
||∂tf ||2 + ||g||2

)
. (A.40)

Integrating over the time we find∫ T

0

(∇·wk,

l∑
j

ξjkqj) dt ≤ C
(
||f ||2H1(0,T ;L2(Ω)) + ||g||2L2(0,T ;L2(Ω))

)
+

1

2

∫ T

0

||
l∑
j

ξjkqj ||
2 dt. (A.41)

We tend s to +∞, then use the fact that ∇·wk =
∑∞
j ξjkqj , we obtain∫ T

0

||∇·wk||2dt ≤ C
(
||f ||2H1(0,T ;L2(Ω)) + ||g||2L2(0,T ;L2(Ω))

)
+

1

2

∫ T

0

||∇·wk||2L2(Ω) dt. (A.42)

Thus,

||∇·wk||2L2(0,T ;L2(Ω)) ≤ C
(
||f ||2H1(0,T ;L2(Ω)) + ||g||2L2(0,T ;L2(Ω))

)
. (A.43)

We use the same techniques to obtain

||∇·σn||2L2(0,T ;L2(Ω)) ≤ C||f ||
2
L2(0,T ;L2(Ω)). (A.44)
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A.3 End of the proof of Theorem 3.1

We now prove that there exist a unique solution (σ,u,w, p) to Problem A.

• Lemma A.6 implies that the sequences {pl}∞0 and {∂tpl}∞0 are bounded in L2(0, T ;L2(Ω)). That of
{σn}∞0 is bounded in L2(0, T ;Hs(div,Ω)), such that {∂tσn}∞0 is bounded in L2(0, T ;L2(Ω)). The
sequences {um}∞0 and {∂tum}∞0 are bounded in L2(0, T ; L2(Ω)). Finally, the sequence {wk}∞0 is
bounded in L∞(0, T ; L2(Ω)) ∩ L2(0, T ; H(div,Ω)). Therefore, there exist subsequences, still denoted
by {pl}∞0 , {σn}∞0 , {wk}∞0 and {um}∞0 and functions p ∈ L2(0, T ;L2(Ω)) with ∂tp ∈ L2(0, T ;L2(Ω)),
σ ∈ L2(0, T ;Hs(div,Ω)) with ∂tσ ∈ L2(0, T ;L2(Ω)), w ∈ L∞(0, T ; L2(Ω)) ∩ L2(0, T ; H(div,Ω)) and
u ∈ L2(0, T ; L2(Ω)) with ∂tu ∈ L2(0, T ; L2(Ω)) such that

pl ⇀ p in L2(0, T ;L2(Ω)),

∂tpl ⇀ ∂tp in L2(0, T ;L2(Ω)),

wk ⇀ w in L2(0, T ; H(div,Ω)),

um ⇀ u in L2(0, T ; L2(Ω)), (A.45)

∂tum ⇀ ∂tu in L2(0, T ; L2(Ω)),

σn ⇀ σ in L2(0, T ;Hs(div,Ω)),

∂tσn ⇀ ∂tσ in L2(0, T ;L2(Ω)).

For fixed set (n0,m0, k0, l0) ≥ 1, we let (τ , z,v, q) ∈ ×C1(0, T ;Ws,n0
×Qm0

×Wk0
×Ql0) as test func-

tions in (A.1) and then integrate each equation with respect to time, for (n,m, k, l) ≥ (n0,m0, k0, l0),

−
∫ T

0

{(Aσn, τ )− (um,∇·τ )− cr
dα

(plI, τ )} dt = 0, (A.46)∫ T

0

{(c0 + cr)(∂tpl, q) +
cr
dα

(∂tσn, qI) + (∇·wk, q)} dt =

∫ T

0

(g(t), q) dt, (A.47)∫ T

0

{(K−1wk,v)− (pl,∇·v)} dt = 0, (A.48)∫ T

0

(∇·σn, z) dt =

∫ T

0

(−f(t), z) dt, (A.49)

and passing to the limit, we obtain

−
∫ T

0

{(Aσ, τ )− (u,∇·τ )− cr
dα

(pI, τ )} dt = 0, (A.50)∫ T

0

{(c0 + cr)(∂tp, q) +
cr
dα

(∂tσ, qI) + (∇·w, q)} dt =

∫ T

0

(g(t), q) dt, (A.51)∫ T

0

{(K−1w,v)− (p,∇·v)} dt = 0, (A.52)∫ T

0

(∇·σ, z) dt =

∫ T

0

(−f(t), z) dt. (A.53)

We then use the density of the spaces for the test functions in L2(0, T ;Ws)×L2(0, T ; Q)×L2(0, T ; W)×
L2(0, T ;Q) to show that the equations of Problem A holds true for a.e. t ∈ (0, T ) (see [32]).

• To end this part of the theorem, we need to see that p(0) = p0 as well as σ(0) = σ0. We take
q ∈ C1(0, T ;Q) with q(T ) = 0 and integrate (A.47) by parts in time, we obtain∫ T

0

{−(c0+cr)(∂tq, pl)−
cr
dα

(∂tq, tr(σn))+(∇·wk, q)}dt =

∫ T

0

(g(t), q) dt+(pl(0), q(0))+(σn(0), q(0)I).

(A.54)
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From (A.51), we get∫ T

0

{−(c0 + cr)(∂tq, pl)−
cr
dα

(∂tq, tr(σn))+(∇·w, q)} dt =

∫ T

0

(g(t), q) dt+(p(0), q(0))+(σ(0), q(0)I).

(A.55)
Thus, when passing to the limit in (A.54), we obtain that p(0) = p0 as well as σ(0) = σ0 since
pl(0)→ p0 in L2(Ω), σn(0)→ σ0 in L2(Ω) and as q(0) is chosen arbitrarily.

• To end the proof we analyze the uniqueness of the solution. As the equations are linear, it suffices
to check that (σ,u,w, p) := 0, for g = 0 and f = 0. We take ∂tσ as test function in (3.4a), then
derivate (3.4d) with respect to t and take u as test function. We take then p as test function in (3.4b)
and w as test function in (3.4c). We obtain

(c0 + cr)

2

d

dt
||p||2 + (K−1w,w) =

1

2

d

dt
||σ||2A. (A.56)

Integrating with respect to t, we see that

(c0 + cr)

2
||p(t)||2 +

∫ t

0

(K−1w,w) dt =
1

2
||σ(t)||2A. (A.57)

Now, take τ = σ in (3.4a) and z = u in (3.4d) and summing, we obtain:

(Aσ,σ) = − cr
dα

(Ip,σ). (A.58)

Applying the Cauchy-Schwarz, then Young’s inequality and (A.28) leads to

||σ||2A ≤ cr||p||2. (A.59)

Combine (A.57) and (A.59) and using the properties of K to see

c0
2
||p(t)||2 +

∫ t

0

(K−1w,w) dt ≤ 0, (A.60)

and then that p = 0 and w = 0. From (A.59), we deduce that σ = 0. It remains to see that u = 0.
We know that for any given t ∈ (0, T ), there exist ẽσ(·, t) ∈ Ws such that −∇·ẽσ(·, t) = u(·, t) and
||ẽσ|| ≤ C||u||. From (3.4a), we get

||u||2 = −(u,∇·ẽσ) = (Aσ, ẽσ) +
cr
dα

(Ip, ẽσ),

≤ C (||σ||+ ||p||) ||ẽσ||,
≤ C (||σ||+ ||p||) ||u||.

Therefore,

||u|| ≤ C (||σ||+ ||p||) , (A.61)

and therefore u = 0 for a.e. t ∈ (0, T ).
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