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Abstract

This paper is concerned with the analysis of fully mixed finite element method applied to the Biot’s
consolidation model. We consider two mixed formulations that use the stress tensor and Darcy velocity
as primary variables as well as the displacement and pressure. The first formulation is with a symmetric
stress tensor while the other enforces the symmetry of the stress weakly through the introduction of a
Lagrange multiplier. The well-posedness of the two formulations is shown through a Galerkin’s method
and suitable a priori estimates. The two formulations are then discretized with the backward Euler
scheme in time and with two mixed finite elements in space. We present next a unified a posteriori
error analysis for the two formulations. Our estimates are based on a H1(Ω)-conforming reconstruc-

tion of the pressure and a suitable
[
H1(Ω)

]2
-conforming reconstruction of the displacement; both are

continuous and piecewise affine in time. These reconstructions are used to infer a guaranteed and fully
computable upper bound on the energy-type error measuring the differences between the exact and the
approximate pressure and displacement. The error components resulting from the spatial and the tem-
poral discretization are distinguished. They are then used to design an adaptive space–time algorithm.
Numerical experiments illustrate the efficiency of our estimates and the performance of the adaptive
algorithm.

Key words: Biot’s poro-elasticity problem; mixed formulations; well-posedness; a posteriori error estimate;
space error; time error; adaptive algorithm.

1 Introduction

Biot’s consolidation model describes the deformation of an elastic porous medium and the viscous fluid
flow inside when the porous medium is saturated by the fluid [7]. The governing equations to describe
this interaction between the fluid flow and deforming porous medium are Darcy’s law to describe the fluid
motion, whereas the deformation of porous media is governed by linear elasticity. This model problem is
of interest in a number of applications, such as petroleum engineering, geomechanics, energy storage in the
subsurface, CO2 sequestration and understanding of biological tissues.

Many results on this problem and on its numerical approximation have been derived in the past. Results
on well-posedness of the classical two-field formulation based on displacement and pressure variables are
carried out by Showalter [28]. The corresponding a priori error analysis can be found in [24], and the a
posteriori error analysis was derived in [26]. In particular, several numerical schemes have been developed
for the three-field formulation [5, 6, 25, 29]. The involved variables in this formulation are the displacements,
fluid flux (Darcy velocity), and the pore pressure. This formulation is widely used since it permits flexible
discretizations of the problem by using different numerical methods applied separately for the fluid flow
and elasticity problems. Among others we cite, in particular, the coupling of continuous and discontinuous
Galerkin methods, and mixed finite element method studied in [29]. The coupling of nonconforming and
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mixed finite element methods for the formulation was recently studied in [31]. Particularly, a stabilized
discretization for the classical P1-RT0-P0 approach was recently proposed in [27]. One can also see [5,
11, 27] and the references therein for more discretization schemes. More recently, the mixed finite element
methods as a numerical approximation of the four-field formulation has received increasing attention. In this
formulation, two pairs of mixed finite elements spaces, one for linear elasticity and one for mixed Poisson
problem, are used. This formulation uses the stress, displacement, flux, and pressure as primary unknowns.
The motivation for using mixed methods for this model problem is manifold. First, these methods are
widely used in computational fluid mechanics because they keep conservation law of mass or energy and
produces continuous normal fluxes, regardless of mesh quality. Secondly, the stress and the Darcy velocity
as variables are of primary interest in many applications. This eliminates the need to use postprocessing
techniques to produce the flux and stress from the numerical pressure and displacement. The availability of
these variables allows the coupling of the Biot equation with other fluid flow or mechanical systems, where in
particular, transmission conditions across physical interfaces, involving the stress and flux are imposed [20].

In this work we consider coupled mixed methods for Biot’s consolidation model, and we shall mainly
be concerned with the a posteriori error analysis for this model problem. To the best of our knowledge,
contrarily to the case of a priori error estimates [22, 32], no results are available for a posteriori error
estimates for the Biot’s consolidation model in mixed form. Residual-based error estimates for the two-field
formulation can be found, e.g., in [14]. Recently, a posteriori error analysis of this later formulation has been
derived in [26], where the discrete solution is achieved using Taylor–Hood H1-conforming finite elements in
space (using piecewise polynomials of order k ≥ 1 for the pressure and of order (k+1) for the displacement)
and a backward Euler scheme in time. The estimates are based on flux reconstructions to compute the error
indicators that bounds the dual norm of the residual. Therein, the spatial and the temporal discretization
are distinguished, then used in an algorithm adapting the mesh and the time so as to equilibrate these error
sources.

The main contribution of this article is to derive unified a posteriori error estimates for the Biot’s
consolidation model given in mixed form. To this aim, first of all to fill the gap of lacking rigorous well-
posedness results for the mixed formulation, we analyze the well-posedness of two mixed formulations
presented in [22, 32] and show their equivalence in the continuous case. Numerical approximation is then
achieved by two mixed finite elements schemes in space (one for the Poisson problem and one for the linear
elasticity) and the backward Euler scheme in time. Then a posteriori error estimates are derived which are
valid for the aforementioned mixed formulations, and, in a more general sense, for any locally conservative
method such as cell-centered finite volume scheme and mimetic finite difference, and others. Precisely,

we first show that, using H1(Ω)-conforming reconstruction of the pressure and a
[
H1(Ω)

]2
-conforming

reconstruction of the displacement, continuous and piecewise affine in time, an energy-type-norm differences
between the exact and the approximate pressure and displacement can be bounded by the dual norm of the
residuals [10, 13, 15]. The estimates are then established in this energy-type error by deriving a guaranteed
and fully computable upper bound on the dual norm of the residuals (cf. [1, 17, 26]). In the present work,
and as in the mentioned works, we will show how a posteriori error estimates can distinguish between the
space and time errors as well as between the pressure and displacement errors. This is essential for the
development of space–time adaptive marching algorithm as well as adaptive iterative coupling schemes in
which we decouple the flow calculation from the deformation calculation and then solve the two equations
sequentially using an iterative method; see the fixed-stress split scheme presented in [5, 9].

The paper is organized as follows. In Section 2, we present the physical model and the assumptions on
the effective parameters. Section 3 recalls the four-field formulation of the problem and then defines two
mixed weak solutions of the problem as well as the relevant functions spaces. We analyze the well-posedness
of the aforementioned formulations and shows in particular their equivalence. In Section 4, we present the
resulting discrete formulations, by combining in space two mixed finite elements for the flow and mechanical
problems, and the backward Euler scheme in time. Section 5 defines the postprocessing of the pressure and
displacement as well as the corresponding H1(Ω)-conforming reconstructions. In Section 6, we show how to
bound an energy-type error in the pressure and displacement by the dual norm of the residuals. We present
then a guaranteed and fully computable error estimate that bounds the energy-type error in the pressure
and displacement. In Section 7, the a posteriori estimate is elaborated by distinguishing its space and time
error components. This is next used in Section 8 to propose a space–time adaptive marching algorithm.
Finally, we show numerical results in Section 9.
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2 Presentation of the problem

Let Ω be a connected polygonal domain of R2. We denote by ∂Ω its boundary (supposed to be Lipschitz-
continuous) and by n the unit normal to ∂Ω, outward to Ω. Let a time interval (0, T ) be given with T > 0.
We consider Biot’s consolidation equations, modeling flow in deformable porous media. The mathematical
form of this problem as it is presented in [7, 28] reads: find u and p such that there holds,

−(λ+ µ)∇(∇·u)− µ∇2u + α∇p = f , in Ω× (0, T ), (2.1a)

∂t (c0p+ α∇·u)−∇·(K∇p) = g, in Ω× (0, T ), (2.1b)

where f is the body force, µ and λ are the Lamé parameters, α is the Biot–Willis constant, K is the
permeability tensor divided by fluid viscosity, c0 is the constrained-specific storage coefficient and g is the
volumetric source term. The vector field u is the displacement and p is the fluid pressure. We denote by
θ the effective stress tensor; θ(u) := 2µε(u) + λtr(ε(u))I, where ε(u) is the linearized strain tensor given
by ε(u) := (∇u + ∇Tu)/2 and where tr denotes the trace of matrices. The total stress tensor σ(p,u) is
given by σ(p,u) := θ(u)−αpI, presenting the internal forces on surface elements. The momentum balance
for the fluid is interpreted as the Darcy law for the volumetric fluid flux w := −K∇p. To complete the
system (2.1a)–(2.1b), we have to prescribe suitable boundary and initial conditions. To this aim, we adopt
the following partitions of the boundary; ∂Ω = Γf ∪Γp and ∂Ω = Γt∪Γd, and for the simplicity we consider
only homogeneous (mixed) boundary conditions:

w · n = 0 on Γf × (0, T ), and p = 0 on Γp × (0, T ), (2.1c)

σ · n = 0 on Γt × (0, T ), and u = 0 on Γd × (0, T ). (2.1d)

Other types of boundary conditions could be dealt with in the same way as in [8, 9, 22]. We close the model
by giving the following initial conditions:

u(0) = 0 and p(0) = 0, in Ω× {0}. (2.1e)

For simplicity, we consider only homogeneous initial conditions, but the results are valid for more general
case; see Remark 8.1. Let us recall that the well-posedness and regularity of the initial-boundary value
problem (2.1) in a slightly different setting for the boundary conditions has been studied by Showalter [28].
In the next section, we present two mixed formulations of (2.1) introduced in [22, 32], where each of which
uses two mixed finite element methods, one for linear elasticity of the Hellinger–Reissner formulation and
the other for mixed Poisson problems. For the linear elasticity, the first formulation uses symmetric space
for the stress unknown, while the second formulation uses mixed finite elements with weakly symmetric
stress.

Before transcribing the mixed weak formulations of problem (2.1), we make precise the assumptions on
the effective parameters:

Assumption 2.1 (Data). 1. Let c0, α, µ, and λ be strictly positive constants.

2. Let K, be a symmetric and uniformly positive definite tensor which satisfies the following assumption:
there exist positive constants cK and CK such that for or a.e. x ∈ Ω and for all ζ ∈ R2

0 < cK|ζ|2 ≤ ζTK−1(x)ζ, and |K(x)ζ| ≤ CK|ζ|, (2.2)

and whose terms are for simplicity supposed piecewise constant on the meshes defined below and
constant in time.

3 Mixed variational formulation

In this section, we present two mixed formulations of problem (2.1). To do so, we need to introduce some
function spaces and their norms that will be used throughout. Firstly, we will use the convention that if V
is a space of functions, then we designate by V a space of vector functions having each component in V , and
we designate by V the space of tensor functions having each component in V . The space L2(Ω) is the space
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of squared integrable functions endowed with its natural inner product written (·, ·)L2(Ω) with associated

norm denoted by || · ||. We designate by H1(Ω) the usual Sobolev space and by H1
0 (Ω) for its zero-trace

subspace. Its norm and semi-norm are written || · ||H1
0 (Ω) and | · |H1

0 (Ω) respectively. In particular, H−1(Ω)

is the dual of H1
0 (Ω). We will also make use of the subspaces H1

0,Γp
(Ω) =

{
v ∈ H1(Ω) |v = 0 on Γp

}
and

H1
0,Γd

(Ω) =
{
v ∈ H1(Ω) |v = 0 on Γd

}
. Further, let H(div,Ω) be the space of vector-valued functions from

L2(Ω) that admit a weak divergence in L2(Ω). Its natural norm is

||v||div,Ω :=
(
||v||2 + ||∇·v||2

) 1
2 .

We define the subspace
H0,Γf (div,Ω) :=

{
v ∈ H(div,Ω): v · n|Γf = 0

}
.

We also define H(div,Ω) to be the space of tensor-valued functions from L2(Ω) that admit a weak divergence
(by rows) in L2(Ω). We define its subspace

H0,Γt(div,Ω) := {τ ∈ H(div,Ω): τ · n|Γt = 0} .

Additionally, we define the symmetric tensor space Hs(div,Ω)

Hs(div,Ω) := {τ ∈ H(div,Ω): τij = τji, 1 ≤ i, j ≤ 2} ,

and its subspace
Hs

0,Γt(div,Ω) := {τ ∈ Hs(div,Ω): τ · n|Γt = 0} .
Then, we set

Q := L2(Ω), W := H0,Γf (div,Ω), M := H0,Γt(div,Ω), � := Hs
0,Γt(div,Ω).

3.1 First variational formulation

Following [32] and the references therein, we derive the first mixed formulation for the problem (2.1). To
this aim, we first rewrite problem (2.1) as

Aσ − ε(u) +
α

2(µ+ λ)
pI = 0, in Ω× (0, T ), (3.1a)

∂t (c0p+ α∇·u) +∇·w = g, in Ω× (0, T ), (3.1b)

K−1w +∇p = 0, in Ω× (0, T ), (3.1c)

−∇·σ = f , in Ω× (0, T ), (3.1d)

where A is the fourth-order compliance tensor given by

Aτ =
1

2µ

(
τ − λ

2(µ+ λ)
tr(τ )I

)
, (3.2)

and known to be bounded and symmetric definite uniformly with respect to x ∈ Ω. In addition, we
rewrite (3.1b) using the following relationship

∇·u = tr(ε(u)) =
1

2(µ+ λ)
tr(σ) +

α

µ+ λ
p, (3.3)

derived by taking the trace-operator on both sides of (3.1a). Let cr =
α2

µ+ λ
. Using (3.3) in (3.1b), and

integrating by parts with vanishing boundary conditions, we derive the mixed variational formulation of the
problem (2.1) which reads as follows: for a.e. t ∈ (0, T ), find (σ(t), p(t),w(t),u(t)) ∈ �×Q×W×Q such
that

−(Aσ, τ )− (u,∇·τ )− cr
2α

(Ip, τ ) = 0, ∀τ ∈ �, (3.4a)

(c0 + cr)(∂tp, q) +
cr
2α

(∂tσ, qI) + (∇·w, q) = (g, q), ∀q ∈ Q, (3.4b)

(K−1w,v)− (p,∇·v) = 0, ∀v ∈W, (3.4c)

−(∇·σ, z) = (f , z), ∀z ∈ Q, (3.4d)
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together with the initial condition (2.1e). Note that in (3.4), we used that (tr(ξ), q) = (ξ, qI) for any matrix
ξ and a scalar q. In what follows the constrained specific storage coefficient c0 is assumed to be strictly
positive and satisfies:

c0 ≥
1

2(λ+ µ)
. (3.5)

We refer to [4] for a similar setting and to [23] for a more detailed discussion of scaling of the Biot system.
The well-posedness of problem (3.4), (2.1e) is then given in the following result.

Theorem 3.1. If the source term g is such that g ∈ L2(0, T ;L2(Ω)) and the body force f is in H1(0, T ;L2(Ω))
then the problem (3.4), (2.1e) has a unique solution

(σ,u) ∈
(
L2(0, T ;Hs

0,Γt(div,Ω)) ∩H1(0, T ;L2(Ω))
)
×H1(0, T ;L2(Ω)), (3.6a)

(w, p) ∈
(
L2(0, T ;H0,Γf (div,Ω)) ∩ L∞(0, T ;L2(Ω))

)
×H1(0, T ;L2(Ω)). (3.6b)

In turn, the well-posedness of problem (3.1), (2.1e) stems from the Lemma given next.

The proof of this result uses a standard approach as in [25] based on Galerkin’s method and a priori
energy estimates. It is given in Appendix A.

Lemma 3.2. Suppose that f ∈ H1(0, T ;L2(Ω)) and g ∈ H1(0, T ;L2(Ω)). Let (σ, p,w,u) as given in (3.6)
with the improved regularity w ∈ H1(0, T ;H0,Γf (div,Ω)), be the solution of (3.4), (2.1e). Then, (σ, p,w,u)
solves the initial boundary problem (3.1), (2.1e) in the following sense:

Aσ(t)− ε(u)(t) +
cr
2α
p(t)I = 0, in Ω, (3.7a)

(c0 + cr)
dp

dt
(t) +

cr
2α

d(tr(σ))

dt
(t) +∇·w(t) = g(t), in Ω, (3.7b)

K−1w(t) +∇p(t) = 0, in Ω, (3.7c)

−∇·σ(t) = f(t), in Ω, (3.7d)

for almost every t ∈ (0, T ), and such that (2.1c)–(2.1e) holds true. Conversely, any solution (σ, p,w,u) of
Biot’s consolidation problem in the sense given by (3.7) is a solution of (3.4), (2.1e).

Proof. It stems from the above considerations that any solution of (3.7) given by the quadruplet (σ, p,w,u)
is such that, for a.e. t ∈ (0, T ), (σ(t), p(t),w(t),u(t)) ∈ � × Q ×W × Q, and solves (3.4), (2.1e).
Conversely let (σ, p,w,u) as given in (3.6) with the additional regularity w ∈ H1(0, T ;H0,Γf (div,Ω))
solve (3.4), (2.1e). It follows from the Sobolev embedding theorem for functions of a single variable t that
we have (σ, p) ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;Hs

0,Γt
(div,Ω)) × C(0, T ;L2(Ω)). Thus, choosing smooth test

functions with compact support in Ω, we immediately derive that (σ, p,w,u) satisfies the initial boundary
problem (3.7) such that u(0) = 0 and p(0) = 0. Furthermore, since K−1w belongs to L2(0, T ;L2(Ω))
(3.7c) implies that p ∈ L2(0, T ;H1

0,Γp
(Ω)). Similarly, since both σ and pI are in L2(0, T ;L2(Ω)) then it

follows from (3.7a) that u ∈ L2(0, T ;H1
0,Γd

(Ω)). It remains to recover the regularity of (σ, p) in time.

Since both ∇·w and g are in C([0, T ];L2(Ω)), we infer from (3.7b) that (σ, p) ∈ (C1([0, T ];L2(Ω)) ∩
L2(0, T ;Hs

0,Γt
(div,Ω)))×(C1(0, T ;L2(Ω))∩L2(0, T ;H1

0,Γp
(Ω))). Consequently, Biot’s consolidation problem

is satisfied in this sense.

3.2 Second variational formulation

We now present a second mixed formulation of the problem (3.1), (2.1e), in which the symmetry condition for
the space of the stress tensor is now relaxed and replaced through the introduction of a Lagrange multiplier.
In this formulation as presented in [22], we introduce the new unknown ζ as the skew-symmetric part of ∇u
and extend the definition of A from the symmetric tensor space to all tensors. We denote this extension by
A as well, since it will also be given by formula (3.2). With these definitions, equation (3.1a) can now be
replaced by

Aσ −∇u +
α

2(µ+ λ)
pI + ζ = 0, in Ω× (0, T ), (3.8)
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and then enforcing the symmetry of σ weakly through

(σ, τ ) = 0, ∀τ ∈ QAS, (3.9)

where QAS = [L2(Ω)]2×2
AS denotes the subspace of [L2(Ω]2×2 composed of skew symmetric–valued tensors.

The mixed formulation for the problem (2.1) reads now: for a.e. t ∈ (0, T ), find (σ(t), p(t),w(t),u(t), ζ(t)) ∈
M×Q×W ×Q×QAS such that

−(Aσ, τ )− (u,∇·τ )− cr
2α

(Ip, τ ) + (ζ, τ ) = 0, ∀τ ∈M, (3.10a)

(c0 + cr)(∂tp, q) +
cr
2α

(∂tσ, qI) + (∇·w, q) = (g, q), ∀q ∈ Q, (3.10b)

(K−1w,v)− (p,∇·v) = 0, ∀v ∈W, (3.10c)

−(∇·σ, z) + (σ,γ) = (f , z), ∀(z,γ) ∈ Q×QAS. (3.10d)

Next we prove that problem (3.10), (2.1e) is equivalent to problem (3.4), (2.1e). Since we know from
Theorem 3.1 that (3.4), (2.1e) as well as (3.1) has a unique solution, equivalence will also establish
that (3.10), (2.1e) is uniquely solvable.

Lemma 3.3. Suppose that f ∈ H1(0, T ;L2(Ω)) and g ∈ L2(0, T ;L2(Ω)), the weak formulation (3.10), (2.1e)
admits a unique solution

(σ,u, ζ) ∈
(
L2(0, T ;H0,Γt(div,Ω)) ∩H1(0, T ;L2(Ω))

)
×H1(0, T ;L2(Ω))×H1(0, T ;L2(Ω)), (3.11a)

(w, p) ∈
(
L2(0, T ;H0,Γf (div,Ω)) ∩ L∞(0, T ;L2(Ω))

)
×H1(0, T ;L2(Ω)). (3.11b)

Moreover, under the assumption of Lemma (3.2) the weak formulations (3.4), (2.1e) and (3.10), (2.1e) are
equivalent.

Proof. The well-posedness of (3.10), (2.1e) can be obtained by mimicking the proof of Theorem 3.1. Let us
inspect the equivalence of the two formulations. Let (σ(t), p(t),w(t),u(t), ζ(t)) be a solution of (3.10), (2.1e),
then σ is symmetric, i.e., σ(t) ∈ Hs(div,Ω), and therefore (σ(t), p(t),w(t),u(t)) ∈ �×Q×W×Q solves the
first mixed formulation (3.4), (2.1e). On the other hand, if (σ, p,w,u) solves (3.7), then u(t) ∈ H1(Ω) and,
if we set ζ(t) to the skew-symmetric part of ∇u(t), then (σ(t), p(t),w(t),u(t), ζ(t)) solves (3.10), (2.1e).
In this respect, the two formulations (3.4), (2.1e) and (3.10), (2.1e) are equivalent under the assumption of
Lemma (3.2).

4 The mixed finite elements method

In this section, after introducing some notations, we present a fully discrete formulation of (3.4), (2.1e), as
well as of (3.10), (2.1e). We employ for both formulations discontinuous Galerkin method of order zero in
time (DG0), and in space, two mixed finite elements (MFE) for the linear elasticity and flow subproblems.
For the first formulation, we use a MFE method with symmetric stress tensors for the elasticity based
on the Hellinger–Reissner variational principle [19] and for flow we use standard the MFE method with
Raviart–Thomas–Nédélec space as used in the second formulation. However, for this later formulation we
use mixed finite elements with weakly symmetric stress for the elasticity based on the Arnold–Falk–Winther
mixed finite elements [2].

4.1 The temporal discretization

For integer values N ≥ 0, let (τn)0≤n≤N denote a sequence of positive real numbers corresponding to the

discrete time steps such that T =
∑N
n=1 τ

n. Let t0 = 0, and tn =
∑n
j=1 τ

j , 1 ≤ n ≤ N be the discrete

times. Let In = (tn−1, tn], 1 ≤ n ≤ N . For every time step 0 ≤ n ≤ N , we let vnh := vhτ (·, tn) for any
sufficiently smooth function vhτ .
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4.2 The spatial meshes

Let 0 ≤ n ≤ N be fixed. We consider a spatial discretization T nh of the domain Ω at time tn, consisting
of polygonal elements K, which are supposed to be closed simplices or closed rectangular parallelepipeds.
We assume that the meshes T nh , 0 ≤ n ≤ N , are matching and covers exactly the polygonal domain Ω.
This means that for K, L ∈ T nh with K 6= L, the Lebesgue measure of K ∩ L is 0, or that there exists a
face denoted e such that e = K ∩ L. We suppose that the initial mesh T 0

h is introduced to approximate
the initial condition. The meshes are then refined or coarsened as time progresses. For all 1 ≤ n ≤ N , we
denote by T n−1,n

h , a common refinement of T n−1
h and T nh .

4.3 The discrete functional spaces

Let 0 ≤ n ≤ N be fixed. We denote by Pl(K) the space of polynomials on K ∈ T nh of degree less than or
equal to l. We use the notation ‖·‖K for the norm in L2(K), K ∈ T nh . The corresponding inner product is
(·, ·)K . Let |K| be the Lebesgue measure of K ∈ T nh . We define the broken Sobolev space H1(T nh ) as the
space of all functions v ∈ L2(Ω) such that v|K ∈ H1(K), for all K ∈ T nh . The energy semi-norm on H1(T nh )
is given by

|||v|||2 =
∑
K∈T nh

||K 1
2∇v||2K , ∀v ∈ H1(T nh ), (4.1)

where the sign ∇ to denote the element-wise gradient, i.e., the gradient of a function restricted to a mesh
element K ∈ T nh . The energy norm in L2(Ω) is given by

|||v|||2? =
∑
K∈T nh

||K− 1
2v||2K , ∀v ∈ L2(T nh ). (4.2)

To deal with the nonconformity of the displacement, we will also make use of the broken Sobolev space
H1(T nh ) as the space of all vector functions v ∈ L2(Ω) such that v|K ∈ H1(K), for all K ∈ T nh . The broken
norm on H1(T nh ) is given by

||v||2 =
∑
K∈T nh

||∇v||2K , ∀v ∈ H1(T nh ). (4.3)

The broken norm in L2(Ω) is given by

||v||2 =
∑
K∈T nh

||v||2K , ∀v ∈ L2(T nh ). (4.4)

Let E be a space of functions defined on Ω. We denote P 1
τ (E) the vector space of functions continuous in

time and with values in E. We have then if vhτ ∈ P 1
τ (E), then ∂tvhτ ∈ P 0

τ (E) is such that for all 0 ≤ n ≤ N ,

∂tv
n
h := ∂tvhτ |In =

vnh − v
n−1
h

τn
. (4.5)

We also denote by P 0
τ (E) the space of functions piecewise constant in time and with values in E. In what

follows, we denote respectively by cK,K and CK,K the smallest and the largest eigenvalue of the tensor K
in K ∈ T nh .

For all 0 ≤ n ≤ N , let Qnh ×Wn
h ⊂ L2(Ω) ×H(div,Ω) be the Raviart–Thomas–Nédélec mixed finite

element spaces of order zero on the mesh T nh :

Qnh := {qh ∈ L2(Ω); ∀K ∈ T nh , qh|K ∈ P0(K)},
Wn

h := {vh ∈ H0,Γf (div,Ω); ∀K ∈ T nh , vh|K ∈ RTN0(K)},

where RTN0(K) denotes the lowest-order Raviart–Thomas–Nédélec finite-dimensional subspace associated
with the element K ∈ T nh ; any vh ∈ RTN0(K) takes the form [P0(K)]2 + P0(K)x for the example of
simplices. The degrees of freedom of vh ∈ RTN0(K) correspond to the values of the flux of vh across the
faces e ∈ ∂K.
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For all 0 ≤ n ≤ N , let Qn
h × �nh ⊂ L2(Ω)×Hs(div,Ω) be the Arnold–Winther mixed finite elements for

the lowest-order stresses on the mesh T nh :

Qn
h := {zh ∈ L2(Ω); ∀K ∈ T nh , zh|K ∈ [P1(K)]

2},
�nh := {τh ∈ Hs

0,Γt(div,Ω); ∀K ∈ T nh , τh|K ∈ AW1(K)},

where AW1(K) denotes the Arnold–Winther Stress space of order 1; any tensor τh ∈ AW1(K) is such that

τh ∈ [P3(K)]
2×2
S with ∇·τh ∈ [P1(K)]

2
, where [P3(K)]2×2

S denotes the subspace of [P3(K)]2×2 composed of
symmetric–valued tensors.

Similarly, we will make use of the lowest order Arnold–Falk–Winther mixed finite elements (AFW1)
for the second formulation. For all 0 ≤ n ≤ N , let Qn

h × Mnh × Qnh ⊂ L2(Ω) × H(div,Ω) × L2(Ω) be the
Arnold–Falk–Winther mixed finite elements for the lowest-order stresses on the mesh T nh :

Qn
h := {zh ∈ L2(Ω); ∀K ∈ T nh , zh|K ∈ [P0(K)]

2},
Mnh := {τh ∈ H0,Γt(div,Ω); ∀K ∈ T nh , τh|K ∈ AFW1(K)},
QnAS,h := {ζh ∈ [L2(Ω)]2×2

AS ; ∀K ∈ T nh , ζh|K ∈ [P0(K)]2×2
AS },

where AFW1(K) = [P1(K)]
2×2

and [P0(K)]2×2
AS denotes the subspace of [P0(K)]2×2 composed of antisymmetric–

valued tensors.

4.4 The MFE scheme

The discrete form of the first mixed formulation (3.4), (2.1e) reads as follows: Given σ0
h and p0

h, find
(σnh, p

n
h,w

n
h ,u

n
h) ∈ �nh ×Qnh ×Wn

h ×Qn
h, for all 1 ≤ n ≤ N , such that

−(Aσnh, τ )− (unh,∇·τ )− cr
2α

(Ipnh, τ ) = 0, ∀τ ∈ �nh, (4.6a)

(c0 + cr)(
pnh − p

n−1
h

τn
, q) +

cr
2α

(
σnh − σ

n−1
h

τn
, qI) + (∇·wn

h , q) = (gnh , q), ∀q ∈ Qnh, (4.6b)

(K−1wn
h ,v)− (pnh,∇·v) = 0, ∀v ∈Wn

h , (4.6c)

−(∇·σnh, z) = (fnh , z), ∀z ∈ Qn
h. (4.6d)

The well-posedness of this discrete mixed formulation is summarized in [32], where error estimates are
derived. The uniqueness is shown by energy arguments. That of the existence is obtained by analyzing the
resulting system at each time step.

The discrete form of the second mixed formulation (3.10), (2.1e) reads as follows: Given σ0
h and p0

h, find
(σnh, p

n
h,w

n
h ,u

n
h, ζ

n
h) ∈ Mnh ×Qnh ×Wn

h ×Qn
h ×QnAS,h, for all 1 ≤ n ≤ N , such that

−(Aσnh, τ )− (unh,∇·τ )− cr
2α

(Ipnh, τ ) + (ζnh, τ ) = 0, ∀τ ∈ �nh, (4.7a)

(c0 + cr)(
pnh − p

n−1
h

τn
, q) +

cr
2α

(
σnh − σ

n−1
h

τn
, qI) + (∇·wn

h , q) = (gnh , q), ∀q ∈ Qnh, (4.7b)

(K−1wn
h ,v)− (pnh,∇·v) = 0, ∀v ∈Wn

h , (4.7c)

−(∇·σnh, z) + (σnh,γ) = (fnh , z), ∀(z,γ) ∈ Qn
h ×QnAS,h. (4.7d)

The existence and uniqueness of the solution of this later formulation can be obtained using the same
techniques as used for the first one (cf. [32]). A priori error estimates for this formulation were derived in [22].
Let us remark that the two discrete formulations are not equivalent since the discrete stress tensor σnh in
this later formulation will not necessarily inherit the symmetry property of σnh from the first formulation.
However, the five-fields formulation (4.7) may be advantageous compared to the classical one (4.6), since
only mixed finite elements with weakly symmetric stress will be used. This is advantageous because it require
less computational costs and as the hybridization techniques of Fraejis de Veubeke (cf. [3]) results usually a
system with reduced sizes. In what follows, we denote by (σhτ , phτ ,whτ ,uhτ , ζhτ ) the discrete space–time
functions piecewise constant in time given by (σhτ , phτ ,whτ ,uhτ , ζhτ )(·, tn) = (σnh, p

n
h,w

n
h ,u

n
h, ζ

n
h), for each

0 ≤ n ≤ N .
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5 Postprocessing and H1-, and H1-conforming reconstructions

The approximate pressure phτ as well as the approximate displacement uhτ inherited from the two meth-
ods are only piecewise constant in space and in time. These approximations are not appropriate for an
energy a posteriori error estimate. Following [15, 17], the ingredients for the a posteriori error analysis of
problem (3.4), (2.1e) as well as problem (3.10), (2.1e) will be:

(i) To construct a local postprocessing p̃hτ of the approximate pressure phτ using the known fluxes as
well as a local postprocessing ũhτ of the approximate displacement uhτ using the known stress. Both
postprocessed functions are then discontinuous piecewise quadratic in space and continuous piecewise
affine in time.

(ii) To construct from p̃hτ a scalar function p̂hτ and from ũhτ a vector function ûhτ , both are piecewise
quadratic in space and continuous in Ω, and continuous piecewise affine in time.

5.1 The postprocessed scalar variable p̃hτ and vector variable ũhτ

We first introduce a postprocessing of the scalar variable phτ as described in [15]. We define the postprocessed
approximation p̃nh ∈ P2(T nh ) in each element K ∈ T nh as the solution of

−K∇p̃nh = wn
h , ∀K ∈ T nh , (5.1a)

(p̃nh, 1)K = (pnh, 1)K , ∀K ∈ T nh . (5.1b)

Such a postprocessing is local and its cost is negligible and valid for the two mixed finite schemes described
above (cf. [3] for more details). The error analysis of this post-processing is given in [30]. In contrast to
the postprocessing of the pressure, we should distinguish that of the displacement inherited from the two
schemes. We suppose that the discrete solution is that of the first scheme (4.6). Then, extending the above
postprocessing (cf. [17, Section 7.4]) to the vector case, leads to define a postprocessing ũnh of unh such that

ũnh ∈ [P2(T nh )]
2
, and

ε(ũnh)− α

2(µ+ λ)
pnhI = Aσnh, ∀K ∈ T nh , (5.2a)

(ũnh, ei)K
|K|

= ui,nh |K , i = 1, ..., d, ∀K ∈ T nh , (5.2b)

where ei ∈ R2 denotes the i-th Euclidean unit vector. For the second scheme (4.7), we modify the postpro-

cessing ũnh of unh to be such that ũnh ∈ [P2(T nh )]
2
, and satisfies

∇ũnh −
α

2(µ+ λ)
pnhI− ζ

n
h = Aσnh, ∀K ∈ T nh , (5.3a)

(ũnh, ei)K
|K|

= ui,nh |K , i = 1, ..., d, ∀K ∈ T nh . (5.3b)

It is easy to see that ũnh is well-defined by checking that both reconstructions (5.2) and (5.3) stems from
nonsingular linear systems. The error analysis of this post-processing is given in [22]. We define the
continuous, piecewise affine in–time functions p̃hτ and ũhτ by

p̃hτ (·, tn) = p̃nh, ũhτ (·, tn) = ũnh, 1 ≤ n ≤ N. (5.4)

5.2 The reconstructed pressure p̂nh and displacement ûnh

We reconstruct from the postprocessed pressure p̃nh a function p̂nh, H1(Ω)-conforming, satisfying the mean
value constraint (5.1b), and from the postprocessed displacement ũnh a function ûnh, H1(Ω)-conforming and
satisfying the mean value constraint (5.2b). To do so, for all 1 ≤ n ≤ N , and for a given postprocessed
function p̃nh ∈ P2(T nh ) defined by (5.1), we prescribe at the degrees of freedom of P2(T nh )∩H1(Ω) a piecewise
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continuous polynomial p̂nh ∈ P2(T nh )∩H1(Ω). If x is a Lagrange node situated in the interior of Ω or situated
at the boundary ∂Ω \ Γp, we set

p̂nh(x) := Iav(p̃nh)(x) +
∑

K∈T n,n+1
h

anKbK(x),

where for all K ∈ T n,n+1
h , bK denotes the standard (time-independent) bubble function supported on K,

defined as the product of the barycentric coordinates of K, and scaled so that its maximal value is 1, and
where Iav : P2(T nh )→ P2(T nh ) ∩H1(Ω) is the interpolation operator given by

Iav(φh)(x) =
1

|Tx|
∑
K∈Tx

φh|K(x),

with Tx being the set of all elements of T nh sharing the node x. At the Lagrange nodes x situated on the
boundary Γp, we set p̂nh(x) := 0. In order to guarantee that the mean value constraint (5.1b) holds true, we
choose

anK =
1

(bK , 1)K
(p̃nh − Iav(p̃nh), 1)K . (5.5)

The same procedure applied to the postprocessed displacement ũnh ∈ [P2(T nh )]
2
, leads to a H1(Ω)-conforming

vector function as we set
ûnh(x) := Iav(ũnh)(x) +

∑
K∈T n,n+1

h

anKbK(x),

when x is a Lagrange node situated in the interior of Ω or situated at the boundary ∂Ω \ Γd. If x ∈ Γd,

we set ûnh(x) = 0. Here, Iav is given by Iav : [P2(T nh )]
2 → [P2(T nh )]

2 ∩H1(Ω), and where bK denotes the
vector bubble function supported on K. Similarly, in order to obtain a H1(Ω)-conforming vector function
while maintaining (5.2b), we choose

ai,nK =
1

(bK , ei)K
(ũnh − Iav(ũnh), ei)K , i = 1, ..., d. (5.6)

As usually, we define the continuous, piecewise affine in–time functions p̂hτ and ûhτ by

p̂hτ (·, tn) = p̂nh, ûhτ (·, tn) = ûnh, 1 ≤ n ≤ N. (5.7)

An important result of the reconstructions above is given by the following Lemma:

Lemma 5.1. Let p̂hτ and ûhτ be the reconstructed functions as obtained in Section 5.2. Define by ϕ(p,u) :=
c0p+ α∇·u the fluid content. Then there holds

(∂tϕ(p̂nh − p̃nh, ûnh − ũnh), 1)K = 0, ∀K ∈ T nh , (5.8a)

(gn − ∂tϕ(p̂nh, û
n
h)−∇·wn

h , 1)K = 0, ∀K ∈ T nh . (5.8b)

Proof. For all 1 ≤ n ≤ N , and for all K ∈ T nh , we have from the definition of ϕ and (4.5) together with the
divergence theorem:

(∂tϕ(p̂nh, û
n
h), 1)K = c0(∂tp̂

n
h, 1)K + α(∂t∇·ûnh, 1)K ,

=
c0
τn

(p̂nh − p̂n−1
h , 1)K +

α

τn
(∇·ûnh −∇·ûn−1

h , 1)K ,

=
c0
τn

(p̂nh − p̂n−1
h , 1)K +

α

τn

∑
e∈∂K

2∑
i=1

nie(û
n
h − ûn−1

h , ei)K ,

where we set ne =
∑2
i=1 n

i
eei. For the first term, we know from the above reconstructions that p̂nh and

p̃nh have the same mean values on all the elements of T nh and of T n−1
h . Similarly, p̂n−1

h and p̃n−1
h have

the same mean values on all the elements of T nh and of T n−1
h . Thus, for the first term, we infer that

(∂tp̂
n
h, 1)K = (∂tp̂

n
h, 1)K for all K ∈ T nh . For the second term, using the mean value constraint (5.2b)
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maintained in the reconstruction, we infer that (∂t∇·ûnh, 1)K = (∂t∇·ũnh, 1)K for all K ∈ T nh . Thus, (5.8a)
holds true. The local conservation property of the scheme implies at each time step n, 0 ≤ n ≤ N ,(

gn − (c0 + cr)
pnh − p

n−1
h

τn
− cr

2α

σnh − σ
n−1
h

τn
−∇·wn

h , 1

)
K

= 0, ∀K ∈ T nh . (5.9)

Taking the trace-operator on both sides of (5.2a) or (5.3a), using the fact that ∇·ũnh = tr(ε(ũnh)) = tr(∇ũnh),
and replacing the result in (5.8a) gives at each time step n, 0 ≤ n ≤ N ,

(∂tϕ(p̂nh, û
n
h), 1)K =

(
(c0 + cr)

pnh − p
n−1
h

τn
+
cr
2α

σnh − σ
n−1
h

τn
, 1

)
K

, ∀K ∈ T nh . (5.10)

Replacing the above result in (5.9), we obtain (5.8b).

6 The a posteriori error estimates

We present in this section our a posteriori error analysis of the two mixed schemes given in the previous
section. The idea is to estimate the error between the (exact) weak solution (p,u) and the approximate
solution (p̃hτ , ũhτ ) presented in Section 5 in an energy norm, for which we shall define first the residuals.

6.1 Definition of the residuals

Let XT := L2(0, T ;H1
0 (Ω)), the dual space of XT is given by X ′T := L2(0, T ;H−1(Ω)) and ZT :=

H1(0, T ;H1
0(Ω)); for the sake of simplicity, we set Γt = ∅ and Γf = ∅. To work with the nonconform-

ing approximation (ũhτ , p̃hτ ) of Section 5.1, we introduce the (broken) energy-norm on XT where ∇ is now
the broken gradient operator:

|||v|||2XT =

N∑
n=1

∫
In

∑
K∈T nh

||K 1
2∇v||2K dt, ∀v ∈ XT . (6.1)

The broken XT -norm is

|||v|||2XT
=

N∑
n=1

∫
In

∑
K∈T nh

||∇v||2K dt, ∀v ∈ XT . (6.2)

Following [28], we introduce the space–time space

ET := {(p,u) | p ∈ XT , u ∈ ZT , such that ∂tϕ(p,u) ∈ X ′T } ,

then define a weak formulation of (2.1) as the following: find (p,u) ∈ ET such that p(0) = 0 and u(0) = 0
and such that ∫ T

0

〈∂tϕ(p,u), q〉dt+

∫ T

0

(K∇p,∇q) dt =

∫ T

0

(g, q) dt, ∀q ∈ XT , (6.3a)∫ T

0

(θ(u), ε(v)) dt− α
∫ T

0

(p,∇·v) dt = −
∫ T

0

(f ,v) dt, ∀v ∈ XT . (6.3b)

where 〈·, ·〉 denotes the duality pairing between H−1(Ω) and H1
0 (Ω). Now, let (ûhτ , p̂hτ ) ∈ ET be given (not

the numerical solution). Define the following continuous linear forms RP(p̂hτ , ûhτ ) and RU(p̂hτ , ûhτ ) on
XT and XT respectively: for all q ∈ XT and v ∈ XT ,

〈RP(p̂hτ , ûhτ ), q〉X′T ,XT :=

∫ T

0

(g, q) dt−
∫ T

0

〈∂tϕ(p̂hτ , ûhτ ), q〉dt−
∫ T

0

(K∇p̂hτ ,∇q) dt, (6.4)

〈RU(p̂hτ , ûhτ ),v〉X′T ,XT
:=

∫ T

0

(f ,v) dt+

∫ T

0

(θ(ûhτ ), ε(v)) dt− α
∫ T

0

(p̂hτ ,∇·v) dt. (6.5)
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The norm of the residuals are defined in a standard way and given by

||RP(p̂hτ , ûhτ )||X′T := sup
q∈XT
||q||XT =1

〈RP(p̂hτ , ûhτ ), q〉X′T ,XT , (6.6)

||RU(p̂hτ , ûhτ )||X′T := sup
v∈XT
||v||XT =1

〈RU(p̂hτ , ûhτ ),v〉X′T ,XT
. (6.7)

6.2 Bounding the error of the displacement and the pressure by the dual norm
of the residuals

In this section we prove that the dual norm of the residuals bound an energy-type norm of the differences
between the exact and the approximate pressure and displacement. The results are obtained through duality
technique [10, 13]. To this aim, and for all times t ∈ (0, T ), let

Qt := L2(0, t;L2(Ω)), Xt := L2(0, t;H1
0 (Ω)), X ′t := L2(0, t;H−1(Ω)), Zt = H1(0, t;H1

0(Ω)),

and
Et := {(p,u) | p ∈ Xt, u ∈ Zt, such that ∂tϕ(p,u) ∈ X ′t} .

Let us define the following two energy-type error measures:

||u− ûhτ ||2Ξt := 2µ||ε(u− ûhτ )||2Qt + λ||∇·(u− ûhτ )||2Qt , (6.8)

and

‖(p− p̂hτ ,u− ûhτ )‖2\t := c0||p− p̂hτ ||2Qt +
1

2
||u− ûhτ ||2Ξt +

1

2
||ϕ(p− p̂hτ ,u− ûhτ )(t)||2H−1(Ω). (6.9)

We first state the following bound:

Lemma 6.1. Let (p,u) be the weak solution of the problem (2.1) given by (6.3). Let (p̂hτ , ûhτ ) ∈ Et. Then,
there holds, for a.e. t ∈ (0, T ),

‖(p− p̂hτ ,u− ûhτ )‖2\t ≤
1

2
||RP(p̂hτ , ûhτ )||2X′t +

1

2µ
||RU(p̂hτ , ûhτ )||2X′t

+
1

2
||ϕ(p− p̂hτ ,u− ûhτ )(t)||2X′t . (6.10)

Proof. For a.e. t ∈ (0, T ), we denote by W (·, t) ∈ H1
0 (Ω) the solution to

(K∇W,∇φ) = (ϕ(p− p̂hτ ,u− ûhτ )(t), φ), ∀φ ∈ H1
0 (Ω). (6.11)

For any t ∈ (0, T ), the existence and uniqueness of W (·, t) is guaranteed by standard arguments. Moreover,
since both ϕ(p,u)(t) and ϕ(p̂hτ , ûhτ )(t) are in X ′t there holds W ∈ Xt. From (6.11), we infer first that

|||K 1
2∇W (·, t)|| = sup

φ∈H1
0 (Ω)

||φ||
H1

0(Ω)
=1

(K∇W,∇φ),

= sup
φ∈H1

0 (Ω)
||φ||

H1
0(Ω)

(ϕ(p− p̂hτ ,u− ûhτ )(t), φ),

= ||ϕ(p− p̂hτ ,u− ûhτ )(t)||H−1(Ω). (6.12)

Now, we choose v = (u − ûhτ ) as a test in (6.5) and let q = W be a test function in (6.4). Summing the
resulting equations, we obtain

〈RP(p̂hτ , ûhτ ), q〉X′t,Xt + 〈RU(p̂hτ , ûhτ ),v〉X′t,Xt
= A1 +A2 +A3 +A4, (6.13)
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with

A1 =

∫ t

0

〈∂tϕ(p− p̂hτ ,u− ûhτ ),W 〉ds,

A2 =

∫ t

0

(K∇(p− p̂hτ ),∇W ) ds,

A3 =

∫ t

0

(θ(u− ûhτ ), ε(u− ûhτ )) ds,

A4 = −α
∫ t

0

(p− p̂hτ ,∇·(u− ûhτ )) ds.

First thanks to (6.11), we obtain

A1 =

∫ t

0

(K∂t∇W,∇W ) ds =
1

2

(
||K 1

2∇W (·, t)||2 − ||K 1
2∇W (·, 0)||2

)
.

Hence from (6.12), we obtain

A1 =
1

2
||ϕ(p− p̂hτ ,u− ûhτ )(t)||2H−1(Ω), (6.14)

as W (·, 0) = 0. Now, from (6.11), we infer that

A2 = c0

∫ t

0

(p− p̂hτ )2 ds+ α

∫ t

0

(∇·(u− ûhτ ), p− p̂hτ ) ds. (6.15)

By definition, we have

A3 = ||u− ûhτ ||2Ξt . (6.16)

Finally, we infer using Cauchy-Schwarz, young’s inequality and then Korn’s inequality [21] that

〈RP(p̂hτ , ûhτ ), q〉X′t,Xt + 〈RU(p̂hτ , ûhτ ),v〉X′t,Xt
≤ 1

2
||RP(p̂hτ , ûhτ )||2X′t +

1

2µ
||RU(p̂hτ , ûhτ )||2X′t

+
1

2
||W (·, t)||2Xt + µ||ε(u− ûhτ )||2Qt . (6.17)

Employing (6.14),(6.15), (6.16), and (6.17) in (6.13), we obtain (6.10).

The next step, is devoted to bound the following energy-type norm

‖(p− p̂hτ ,u− ûhτ )‖2en :=
1

2
‖(p− p̂hτ ,u− ûhτ )‖2\T +

1

2
‖ϕ(p− p̂hτ ,u− ûhτ )‖2X′T

+ 2c0

∫ T

0

(
||p− p̂hτ ||2Qt +

∫ t

0

||p− p̂hτ ||2Qse
t−sds

)
dt

+

∫ T

0

(
||u− ûhτ ||2Ξt +

∫ t

0

||u− ûhτ ||2Ξse
t−sds

)
dt; (6.18)

presenting an energy error of the displacement and the pressure by the dual norm of the residuals.

Theorem 6.2. Under the Assumptions of Lemma 6.1, there holds,

‖(p− p̂hτ ,u− ûhτ )‖2en ≤
1

2
||RP(p̂hτ , ûhτ )||2X′T +

1

2µ
||RU(p̂hτ , ûhτ )||2X′T

+

∫ T

0

(
||RP(p̂hτ , ûhτ )||2X′t +

∫ t

0

||RP(p̂hτ , ûhτ )||2X′se
t−sds

)
dt

+
1

µ

∫ T

0

(
||RU(p̂hτ , ûhτ )||2X′t +

∫ t

0

||RU(p̂hτ , ûhτ )||2X′se
t−sds

)
dt; (6.19)
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Proof. First, using Gronwall’s Lemma, we infer from (6.10)

1

2
||ϕ(p− p̂hτ ,u− ûhτ )(t)||2H−1(Ω)

≤ 1

2
||RP(p̂hτ , ûhτ )||2X′t +

1

2µ
||RU(p̂hτ , ûhτ )||2X′t −

1

2

(
||u− ûhτ ||2Ξt + 2c0||p− p̂hτ ||2Qt

)
+

1

2

∫ t

0

||RP(p̂hτ , ûhτ )||2X′se
t−sds+

1

2µ

∫ t

0

||RU(p̂hτ , ûhτ )||2X′se
t−sds

− 1

2

(∫ t

0

||u− ûhτ ||2Ξse
t−sds+ 2c0

∫ t

0

||p− p̂hτ ||2Qse
t−sds

)
. (6.20)

We integrate the above inequality over the interval (0, T ), to obtain

1

2
‖ϕ(p− p̂hτ ,u− ûhτ )‖2X′T ≤

1

2

∫ T

0

(
||RP(p̂hτ , ûhτ )||2X′t +

∫ t

0

||RP(p̂hτ , ûhτ )||2X′se
t−sds

)
dt

+
1

2µ

∫ T

0

(
||RU(p̂hτ , ûhτ )||2X′t +

∫ t

0

||RU(p̂hτ , ûhτ )||2X′se
t−sds

)
dt

− 1

2

∫ T

0

(
||u− ûhτ ||2Ξt + 2c0||p− p̂hτ ||2Qt

)
dt

− 1

2

∫ T

0

(∫ t

0

||u− ûhτ ||2Ξse
t−sds+ 2c0

∫ t

0

||p− p̂hτ ||2Qse
t−sds

)
dt. (6.21)

Now, adding
1

2
‖ϕ(p− p̂hτ ,u− ûhτ )‖2X′T in both sides of (6.10) for t = T , then we use (6.21) to bound the

last term, we end up with (6.19)

We have also this simple estimate:

Lemma 6.3 (Simple bounds for the displacement and pressure errors). Under the Assumptions of Lemma 6.1,
there holds,

‖(p− p̂hτ ,u− ûhτ )‖2en ≤
eT

2

(
||RP(p̂hτ , ûhτ )||2X′T +

1

µ
||RU(p̂hτ , ûhτ )||2X′T

)
. (6.22)

Proof. Using Lemma 6.1, for all t ∈ (0, T ), one has

||ϕ(p− p̂hτ ,u− ûhτ )(t)||2H−1(Ω) ≤ ||RP(p̂hτ , ûhτ )||2X′t +
1

µ
||RU(p̂hτ , ûhτ )||2X′t + ||ϕ(p− p̂hτ ,u− ûhτ )(t)||2X′t .

The Gronwall lemma yields for all t ∈ (0, T ),

||ϕ(p− p̂hτ ,u− ûhτ )(t)||2H−1(Ω) ≤ e
t

(
||RP(p̂hτ , ûhτ )||2X′t +

1

µ
||RU(p̂hτ , ûhτ )||2X′t

)
. (6.23)

Using the above inequality in (6.10) then setting t = T yields (6.22).

Remark 6.4 (Uniqueness of the weak solution). If we suppose that (p̂hτ , ûhτ ) is a weak solution of (2.1).
This implies first that RP(p̂hτ , ûhτ ) = RU(p̂hτ , ûhτ ) = 0. Thanks to the estimate (6.19) (or (6.22)), we get
‖(p− p̂hτ ,u− ûhτ )‖en = 0, and hence the uniqueness of the weak solution.

6.3 Bounding the dual norm of the residuals by the estimators

We now bound the dual norm of the residuals by fully computable a posteriori error estimators. Let a time
step 1 ≤ n ≤ N , and a mesh element K ∈ T nh be given. We define the residual estimators

ηnR,P,K := CP,Kc
− 1

2

K,KhK‖g
n − ∂tϕ(p̂nh, û

n
h)−∇·wn

h‖K , K ∈ T nh , (6.24)

ηnR,U,K := CP,KhK‖∇·σnh + fn‖K , K ∈ T nh , (6.25)
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and the flux estimators

ηnF,P,K(t) := ‖wn
h + K∇p̂hτ (t)‖?,K , K ∈ T nh , t ∈ In, (6.26)

ηnF,U,K(t) := ‖σnh − σ(p̂hτ , ûhτ )(t)‖K , K ∈ T nh , t ∈ In. (6.27)

Herein hK denotes the diameter of the mesh element K, and CP,K is the constant from Poincaré inequality:

‖q − π0q‖ ≤ CP,KhK‖∇q‖K , ∀q ∈ H1(K), (6.28)

where π0q is the mean value of q on the element K and CP,K = 1/π whenever the element K is convex.
We have the following result:

Theorem 6.5. Let (p,u) be the weak solution of the problem (2.1) given by (6.3). Let (p̂hτ , ûhτ ) be the
reconstructed functions as obtained in Section 5.2. Then there holds

||RP(p̂hτ , ûhτ )||X′T ≤


N∑
n=1

∫
In

∑
K∈T nh

{
(
ηnR,P,K + ηnF,P,K(t)

)2}dt


1
2

, (6.29)

||RU(p̂hτ , ûhτ )||X′T ≤


N∑
n=1

∫
In

∑
K∈T nh

{
(
ηnR,U,K + ηnF,U,K(t)

)2} dt


1
2

. (6.30)

Proof. Let 1 ≤ n ≤ N be given and let q ∈ XT with |||q|||XT = 1. Adding and subtracting (whτ ,∇q)
to (6.4) and applying the Green theorem, we obtain

〈RP(p̂hτ , ûhτ ), q〉X′T ,XT :=

∫ T

0

(g − ∂tϕ(p̂hτ , ûhτ )−∇·whτ , q) dt+

∫ T

0

(K∇(p̃hτ − p̂hτ ),∇q) dt. (6.31)

We apply Lemma 5.1, the Poincaré inequality (6.28) and Cauchy-Schwarz inequality, it is inferred that

〈RP(p̂hτ , ûhτ ), q〉X′T ,XT

:=

N∑
n=1

∫
In

∑
K∈T nh

(gn − ∂nt ϕ(p̂hτ , ûhτ )−∇·whτ , q)K dt+

N∑
n=1

∫
In

∑
K∈T nh

(K∇(p̃hτ − p̂hτ ),∇q)K dt,

:=

N∑
n=1

∫
In

∑
K∈T nh

(gn − ∂tϕ(p̂nh, û
n
h)−∇·wn

h , q − π0q)K dt

+

N∑
n=1

∫
In

∑
K∈T nh

(K∇(p̃hτ − p̂hτ ),∇q)K dt,

≤
N∑
n=1

∫
In

{
∑
K∈T nh

(
ηnR,P,K + ηnF,P,K(t)

)
|||∇q(t)|||K} dt.

Applying the Cauchy-Schwarz inequality yields

||RP(p̂hτ , ûhτ )||X′T ≤


N∑
n=1

∫
In

∑
K∈T nh

{
(
ηnR,P,K + ηnF,P,K(t)

)2} dt


1
2

. (6.32)

Proceeding in a similar way for (6.30) with v ∈ XT such that |||v|||XT
= 1; first recalling that

〈RU(p̂hτ , ûhτ ),v〉X′T ,XT
:=

∫ T

0

(σ(p̂hτ , ûhτ ), ε(v)) dt+

∫ T

0

(f ,v) dt,

:=

∫ T

0

(σ(p̂hτ , ûhτ ),∇v) dt+

∫ T

0

(f ,v) dt, (6.33)
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where we used the fact that σ(p̂hτ , ûhτ ) is symmetric so we can replace ε(v) by ∇v in the first term in
the right-hand side of (6.33). Now, adding and subtracting (σhτ ,∇v) to (6.33), applying the Poincaré
inequality (6.28) together with the Cauchy-Schwarz inequality, we obtain

〈RU(p̂hτ , ûhτ ),v〉X′T ,XT
:=

∫ T

0

(σ(p̂hτ , ûhτ )− σhτ ,∇v) dt+

∫ T

0

(∇·σ̂hτ + f ,v − π0v) dt,

≤
N∑
n=1

∫
In

{
∑
K∈T nh

(
ηnR,U,K + ηnF,U,K(t)

)
|||v(t)|||K}dt. (6.34)

We infer (6.30) by applying again the Cauchy-Schwarz inequality.

6.4 The a posteriori error estimate

Now, we combine the upper bound in (6.19) with the results of the previous section to obtain a posteriori
estimate for the displacement and pressure errors. To capture the nonconformity from the numerical scheme,
we additionally define the nonconformity estimators:

ηnNC1,U,K(t) :=

{
2µ‖ε(ũhτ − ûhτ )(t)‖2K + λ‖∇·(ũhτ − ûhτ )(t)‖2K

} 1
2

, K ∈ T nh , t ∈ In, (6.35)

ηnNC2,U,K(t) :=
hKc

− 1
2

K,K

π
‖∇·(ũhτ − ûhτ )(t)‖K , K ∈ T nh , t ∈ In, (6.36)

ηnNC1,P,K(t) := ‖(p̃hτ − p̂hτ )(t)‖K , K ∈ T nh , t ∈ In, (6.37)

ηnNC2,P,K(t) :=
hKc

− 1
2

K,K

π
‖(p̃hτ − p̂hτ )(t)‖K , K ∈ T nh , t ∈ In, (6.38)

ηNNCTF,U,K :=
hKc

− 1
2

K,K

π
‖∇·(ũNhτ − ûNhτ )‖K , K ∈ T Nh , (6.39)

ηNNCTF,P,K :=
hKc

− 1
2

K,K

π
‖(p̃Nhτ − p̂Nhτ‖K , K ∈ T Nh . (6.40)

Theorem 6.6. Let (p,u) be the weak solution of the problem (2.1) given by (6.3). Let (p̃hτ , ũhτ ) be the
postprocessed pressure and displacement as obtained in Section (5.1). Let (p̂hτ , ûhτ ) be the reconstructed
pressure and displacement as obtained in Section (5.2). Then there holds

‖(p− p̃hτ ,u− ũhτ )‖en ≤ ηP + ηU + ηNC,P + ηNC,U, (6.41)

where

ηJ :=

√
LJ

2

{
N∑
n=1

(ηnJ )
2

+ 2

N∑
n=1

τn
n∑
l=1

(
ηlJ
)2

+ 2

N∑
n=1

n∑
l=1

Jnl

( l∑
q=1

(ηqJ)
2
)} 1

2

, J = P, U, (6.42a)

ηNC,J :=

√
CJ
2

{
N∑
n=1

(
ηnNC1,J

)2
+ 2δJ

(
ηnNC2,J

)2
+ 4

N∑
n=1

τn
n∑
l=1

(
ηlNC1,J

)2
+ 4

N∑
n=1

n∑
l=1

Jnl

( l∑
q=1

(
ηqNC1,J

)2 )
+ δJ

(
ηNNCTF,J

)2} 1
2

, J = P, U, (6.42b)
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with

ηnJ :=


∫
In

∑
K∈T nh

(
ηnR,J,K + ηnF,J,K(t)

)2
dt


1
2

, 1 ≤ n ≤ N, J = P, U, (6.43)

ηnNC1,P :=


∫
In

∑
K∈T nh

(
ηnNC1,P,K(t)

)2
dt


1
2

, 1 ≤ n ≤ N, (6.44)

ηnNC2,U :=


∫
In

∑
K∈T nh

(
ηnNC2,U,K(t)

)2
dt


1
2

, 1 ≤ n ≤ N, (6.45)

ηNNCTF,J :=

 ∑
K∈T Nh

(
ηNNCTF,J,K

)2
1
2

, J = P, U, (6.46)

and where we have set LP = 1 and LU = 1
µ , CP = c0 and CU = 1

2 , δP = c0 and δU = 2α2, and for
1 ≤ n, l ≤ N ,

Jnl :=

∫
In

∫
Il
et−sdsdt.

Proof. From the triangle inequality, we have

‖(p− p̃hτ ,u− ũhτ )‖en ≤ ‖(p− p̂hτ ,u− ûhτ )‖en + ‖(p̂hτ − p̃hτ , ûhτ − ũhτ )‖en. (6.47)

Then, we decompose ‖(p̂hτ − p̃hτ , ûhτ − ũhτ )‖en into two parts separating the pressure terms from the
displacement terms, using the triangle inequality:

‖(p̂hτ − p̃hτ , ûhτ − ũhτ )‖en ≤ ‖p̂hτ − p̃hτ‖P + ‖ûhτ − ũhτ‖U, (6.48)

with

‖p̂hτ − p̃hτ‖2P :=
c0
2
||p̃hτ − p̂hτ ||2QT +

c20
2
||(p̃hτ − p̂hτ )(T )||2H−1(Ω) + c20‖p̃hτ − p̂hτ‖2X′T

+ 2c0

∫ T

0

(
||p̃hτ − p̂hτ ||2Qt +

∫ t

0

||p̃hτ − p̂hτ ||2Qse
t−sds

)
dt, (6.49)

‖ûhτ − ũhτ‖2U :=
1

4
||ũhτ − ûhτ ||2ΞT +

α2

2
||∇·(ũhτ − ûhτ )(T )||2H−1(Ω) + α2‖∇·(ũhτ − ûhτ )‖2X′T

+

∫ T

0

(
||ũhτ − ûhτ ||2Ξt +

∫ t

0

||ũhτ − ûhτ ||2Ξse
t−sds

)
dt. (6.50)

We then apply (6.19), to get

‖(p− p̃hτ ,u− ũhτ )‖en

≤

{
1

2
||RP(p̂hτ , ûhτ )||2X′T +

∫ T

0

(
||RP(p̂hτ , ûhτ )||2X′t +

∫ t

0

||RP(p̂hτ , ûhτ )||2X′se
t−sds

)
dt

} 1
2

+

{
1

2µ
||RU(p̂hτ , ûhτ )||2X′T +

1

µ

∫ T

0

(
||RU(p̂hτ , ûhτ )||2X′t +

∫ t

0

||RU(p̂hτ , ûhτ )||2X′se
t−sds

)
dt

} 1
2

+ ‖p̂hτ − p̃hτ‖P + ‖ûhτ − ũhτ‖U. (6.51)

We then use the results of Section 6.3 to bound ||RP(p̂hτ , ûhτ )||X′T and ||RP(p̂hτ , ûhτ )||X′T with the estima-
tors. Thus, there remains to give a computable upper bound to ‖p̂hτ − p̃hτ‖P as well as to ‖ûhτ − ũhτ‖U
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and then combine these results. For the first term of (6.49), we have

||p̃hτ − p̂hτ ||2QT =

N∑
n=1

∫
In

∑
K∈T nh

||(p̃hτ − p̂hτ )(t)||2K dt,

=

N∑
n=1

∫
In

∑
K∈T nh

(
ηnNC1,P,K(t)

)2
dt. (6.52)

Then, since for all 1 ≤ n ≤ N and on each element K ∈ T nh , the quantity (p̃hτ − p̂hτ ) has zero mean value
by (5.1b):

||(p̃hτ − p̂hτ )(T )||2H−1(Ω) = sup
q∈H1

0 (Ω)

||K
1
2∇q||=1

((p̃hτ − p̂hτ )(T ), q)
2
,

= sup
q∈H1

0 (Ω)

||K
1
2∇q||=1

(
p̃Nhτ − p̂Nhτ , q − π0q

)2
,

≤
∑

K∈T Nh

hKc− 1
2

K,K

π
||p̃Nhτ − p̂Nhτ ||K |||q|||

2

,

≤
∑

K∈T Nh

hKc− 1
2

K,K

π
||p̃Nhτ − p̂Nhτ ||K

2

,

=
∑

K∈T Nh

(
ηNNCTF,P,K

)2
. (6.53)

Similarly, we obtain

‖p̃hτ − p̂hτ‖2X′T ≤
N∑
n=1

∫
In

∑
K∈T nh

(
ηnNC2,P,K(t)

)2
.

We use the same idea to bound ||ũhτ − ûhτ ||U; the first term of (6.50) is given by

||ũhτ − ûhτ ||2ΞT =

N∑
n=1

∫
In

∑
K∈T nh

{
2µ||ε(ũhτ − ûhτ )(t)||2K + λ||∇·(ũhτ − ûhτ )(t)||2K

}
dt,

=

N∑
n=1

∫
In

∑
K∈T nh

(
ηnNC1,U,K(t)

)2
. (6.54)

For the second and third terms of (6.50), we use the fact that for all 1 ≤ n ≤ N and on each element
K ∈ T nh , the quantity (ũhτ − ûhτ ) (and also for ∇·(ũhτ − ûhτ )) has zero mean value by (5.2b) to infer

||∇·(ũhτ − ûhτ )(T )||2H−1(Ω) ≤
∑

K∈T Nh

(
ηNNCTF,U,K

)2
,

‖∇·(ũhτ − ûhτ )‖2X′T ≤
N∑
n=1

∫
In

∑
K∈T nh

(
ηnNC2,U,K(t)

)2
.

Gathering the above results in (6.51) to obtain the estimate (6.41).
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7 An a posteriori error estimate distinguishing the space and time
errors

In this section, we elaborate the error estimate (6.19), proceeding as in [1, 15, 18, 26] so as to distinguish the
error components resulting from the spatial and the temporal discretization. In particular, separating the
space and time errors of the displacement from the estimated space and time errors of the pressure is useful
if instead of a monolithic scheme, an iterative coupled solution method is involved for (4.6) and (4.7) (cf.
[9, 8, 33]). To this purpose, the diffusive flux estimator ηnF,P,K(t) as well as the stress estimator ηnF,U,K(t)
are split into two contributions using the triangle inequality. We define for all 1 ≤ n ≤ N ,(

ηnsp,P

)2
=

∫
In

∑
K∈T nh

(
ηnR,P,K + ηnDF,P,K

)2
,
(
ηnsp,U

)2
=

∫
In

∑
K∈T nh

(
ηnR,U,K + ηnDF,U,K

)2
,

(
ηntm,P

)2
=

∫
In

∑
K∈T nh

1

3
‖∇p̂nh −∇p̂n−1

h ‖2K ,
(
ηntm,P

)2
=

∫
In

∑
K∈T nh

1

3
‖σ(p̂nh, û

n
h)− σ(p̂n−1

h , ûn−1
h )‖2K , (7.1)

where

ηnDF,P,K := ‖wn
h + K∇p̂nh‖?,K , K ∈ T nh , (7.2)

ηnDF,U,K := ‖σnh − σ(p̂nh, û
n
h)‖K , K ∈ T nh . (7.3)

We have this result:

Theorem 7.1 (A posteriori error estimate distinguishing error components). Let (p,u) be the weak solution
of the problem (2.1) given by (6.3). Let (p̃hτ , ũhτ ) be the postprocessed pressure and displacement as obtained
in Section (5.1). Let (p̂hτ , ûhτ ) be the reconstructed pressure and displacement as obtained in Section (5.2).
Then there holds

‖(p− p̃hτ ,u− ũhτ )‖en ≤ ηtm,P + ηsp,P + ηtm,U + ηsp,U, (7.4)

where

ηtm,J :=

√
LJ

2

({
N∑
n=1

(
ηntm,J

)2} 1
2

+
√

2

{
N∑
n=1

τn
n∑
l=1

(
ηltm,J

)2} 1
2

+
√

2

{
N∑
n=1

n∑
l=1

Jnl

( l∑
q=1

(
ηqtm,J

)2 )} 1
2
)
, J = P, U,

ηsp,J :=

√
LJ

2

({
N∑
n=1

(
ηnsp,J

)2} 1
2

+
√

2

{
N∑
n=1

τn
n∑
l=1

(
ηlsp,J

)2} 1
2

+
√

2

{
N∑
n=1

n∑
l=1

Jnl

( l∑
q=1

(
ηqsp,J

)2 )} 1
2
)

+ ηNC,J, J = P, U.

(7.5a)

In the spirit of Lemma 6.1 the following simplified version of the a posteriori estimate of Theorem 7.1,
distinguishing the different error components can immediately be obtained.

Corollary 7.2 (A simple estimate distinguishing error components). Under the Assumptions of Lemma 7.1,
there holds,

‖(p− p̃hτ ,u− ũhτ )‖en ≤ ηtm,P + ηsp,P + ηtm,U + ηsp,U. (7.6)

Herein,

ηtm,J :=

√
LJ

2

{
N∑
n=1

(
ηntm,J

)2} 1
2

, J = P, U,

ηsp,J :=

√
LJ

2

{
N∑
n=1

(
ηnsp,J

)2} 1
2

+ ηNC,J, J = P, U,

(7.7a)

and LP = eT and LU = eT

µ .
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8 An adaptive algorithm

In this section we investigate the error estimate in Theorem 7.1 to design an adaptive algorithm where the
mesh size and time step are locally adapted as in [26, 15, 13, 12] and the references therein. This is based
on balancing the space and time errors for an adaptive refinement of the space–time mesh. To do so, first
the space and time error components should be equilibrated by selecting the time step τn and adjusting the
spatial meshes T nh in such a way that

γtmη
n
sp ≤ ηntm ≤ Γtmη

n
sp, (8.1)

where ηnJ = ηnJ,P + ηnJ,U, for J = sp, tm, and where γtm, Γtm are two user-given weights, typically close to
1. The goal of this balancing is to have ηntm and ηnsp of comparable size instead of getting ηntm much smaller
than ηnsp. This balancing can be defined locally (element-wise) as

γtm,Kη
n
sp,K ≤ ηntm,K ≤ Γtm,Kη

n
sp,K , ∀K ∈ T nh , (8.2)

where γtm,K and Γtm,K are the local (element-wise) weights. In the next step, we have to adapt the
space mesh; refinement/coarsening so that the local spatial error estimators are distributed equally: for all
K1, K2 ∈ T nh ,

ηnsp,K1
≈ ηnsp,K2

. (8.3)

To account for limited computing resources, we fix refinement thresholds hmin > 0 and τmin > 0 for both
the mesh size and the time step and require, for all 1 ≤ n ≤ N ,

min
K∈T nh

hK ≥ hmin, and τn ≥ τmin.

We also need to fix threshold that the error on the time interval In should not exceed en, for all 1 ≤ n ≤ N .
Based on the above considerations and balancing conditions, we propose the following algorithm:

Algorithm: {Adaptive algorithm}
Data: Enter T , p0, σ0 and Ω, K, c0, µ, λ and α.
Result: The quadruplet (σhτ , phτ ,whτ ,uhτ ).
Choose an initial mesh T nh , an initial time step τ0, and set t0 = 0;
while tn ≤ T do {Time loop}

n←− n+ 1;

T nh ←− T
n−1
h ;

τn ←− τn−1;
Calculate the quadruplet (σnh, p

n
h,w

n
h ,u

n
h);

Calculate the estimators ηnsp and ηntm;

repeat {Space refinement}
repeat {Space–time balancing}

if ηntm ≤ γtmη
n
sp then

τn ← 2τn;
end
if ηntm ≥ Γtmη

n
sp then

τn ← 1
2τn;

end

until the balance(8.1) or (8.2) is satisfied or τn ≤ τmin;
Refine or coarsen the cells K ∈ T nh until (8.3) is satisfied or hK ≤ hmin;

until ηnsp + ηntm ≤ en;

(σnh, p
n
h,w

n
h ,u

n
h)← (σnKn , pnKn ,wn

Kn ,unKn)Kn∈T nh
;

tn ← tn−1 + τn;

end
Algorithm 1: Complete solution algorithm with adaptive space–time refinement
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Remark 8.1 (The initial data estimator). In practice, the initial data is inhomogeneous and additional
initial condition estimator should be added to the estimate (6.41). The initial condition estimator takes the
following form:

ηIC :=
eT

2
||ϕ(p− p̂hτ ,u− ûhτ )(0)||H−1(Ω). (8.4)

In particular, regarding the proof of Lemma 6.1 and Theorem 6.2 and their proofs implies the appearance of
the term eT , which can grows exponentially with the final time T . In practice, this does not affect the global
estimate as the initial condition ||ϕ(p− p̂hτ ,u− ûhτ )(0)||H−1(Ω) can be made sufficiently small. Moreover,
a new step is added to the above algorithm in which the initial mesh is adapted in such away the local
initial condition error estimators ηIC,K , for all K ∈ T 0

h , are distributed equally and satisfies ηIC ≤ e0,
where e0 is an additional user-given weight for the initial data (cf. [13, 1] for more details). The initial
estimator ηIC can also be decomposed in two components, as one for the initial pressure and one for the
initial displacement.

Remark 8.2 (Time oscillation of the source terms). For the sake of simplicity, we assumed the source terms
f and g to be piecewise constant in time. When this is not true, additional data time-oscillation estimators
should be added to the estimates (7.4), and (6.41);

ηosc,g := ‖g̃ − g‖X′T , and ηosc,f := ‖f̃ − f‖X′T , (8.5)

where g̃ ∈ P 0
τ (L2(Ω)) is such that g̃|In = g̃n where we have set g̃n = 1

τn

∫
In
g(·, t) dt, and accordingly for f̃ ;

f̃ ∈ P 0
τ (L2(Ω)) such that f̃ |In = f̃n with f̃n = 1

τn

∫
In

f(·, t) dt. In that case, the residual estimators are given
by

ηnR,P,K := CP,Kc
− 1

2

K,KhK‖g̃
n − ∂tϕ(p̂nh, û

n
h)−∇·wn

h‖K , K ∈ T nh , (8.6)

ηnR,U,K := CP,KhK‖∇·σnh + f̃n‖K , K ∈ T nh . (8.7)

9 Numerical results

This section discusses the computational results of applying our a posteriori error estimates when solv-
ing (2.1) using the mixed scheme (4.6) or the one given by (4.7). To illustrate numerically our theoretical
results, we consider in Ω = [0, 1]2 the analytical solution of Biot’s consolidation problem (2.1) (see [9]).

u(x, t) :=

(
tx(1− x)y(1− y)
ty(1− y)x(1− x)

)
, and p(x, t) = tx(1− x)y(1− y). (9.1)

The effective parameters are K = 1, c0 = α = 1, and µ = λ = 0.6. We choose source terms, initial
and Dirichlet boundary conditions such that Eq. (9.1) is the solution of problem (2.1). Convergence in
space and time are evaluated on a series of space or time uniform refinement. We compare the estimated
errors for the pressure and displacement with the analytical errors measured in the norms defined by (6.49)
and (6.50). For both methods, we set τn = h3 in order to compare the convergence rates of the spatial
discretization errors ignoring influences of time discretization errors. In table 1, we present the estimated
errors of Method 1 with AFW1 elements. That of Method 2 are presented in table 2. The last column in
both tables displays the corresponding effectivity indices, given by the ratio of the estimates over the global
error measured in the energy norm given by (6.18) denoted in the table as een.

We observe that the predicted error overestimated the exact errors–recall that there are no undetermined
multiplicative constants in our estimate. One can observe that the convergence rates as well as the effictivity
indices (see Figure 3 right) are very satisfactory, and we can see that they are not influenced by the time
discretizations. In particular, Method 2 gives a slightly better efficiency. For the temporal refinement, the
same convergence behavior with similar effectivity indices was observed (not presented). Figures 1 and 2
depict the distribution of the estimate errors and the analytical errors at the final time step where both
methods reflect the distribution of the analytical error in the whole domain.

In the second part of this test case, we compare the previously estimates obtained on uniform and
fixed meshes and time steps with the estimates obtained using the Adaptive Algorithm of the previous
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Figure 1: Actual (right)and estimated (left) error distribution on an initial mesh and after two mesh
refinements with Method 1.

Method 1
1/h ηsp,P ηsp,U ||p− p̃hτ ||P ||u− ũhτ ||U een Ieff

4 3.15e-2 2.28e-1 1.15e-2 8.05e-2 9.09e-2 2.86
8 1.75e-2 1.35e-1 6.21e-3 4.26e-2 4.86e-2 3.14
16 9.47e-3 7.57e-2 3.31e-3 2.27e-2 2.56e-2 3.32
32 5.01e-3 4.19e-2 1.69e-3 1.34e-2 1.32e-2 3.55

Table 1: Error estimators and analytical errors under space refinement with t = T and τn = h3.

section. We start with an initial mesh of 311 elements. The initial time step τ0 was chosen as 0.005 and
was not changed by the criterion ηIC ≤ e0. The other parameters used in the Algorithm are γtm = 0.75
and γsp = 1.4 and en = 5 · 10e−3τn. The performance of the algorithm is tested for the two methods. In
Figure 3 (left and center), we gives the initial and final meshes. In Figure 3 (right), we plot the evolution
of the error estimates depending on the total number of space–time unknowns of the static algorithm and
that of the adaptive algorithm. As shown for both methods, one can reduce the number of unknowns
necessary to attain the prescribed precision using the derived estimators and adaptively refined space–time
grids. Particularly, with the adaptive algorithm, the two methods attain the prescribed precision with
approximately the same number of space–time unknowns. Note that Method 1 require less computational
costs compared to Method 2. Figure 4, compares the error estimate at the final time to the exact error for
Method 1. Again, the distribution of the estimate error reflects the exact error and one can easily remark
that the error is evenly distributed throughout the domain.
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Figure 2: Actual (right)and estimated (left) error distribution on an initial mesh and after two mesh
refinements with Method 2.

Method 2
1/h ηsp,P ηsp,U ||p− p̃hτ ||P ||u− ũhτ ||U een Ieff

4 2.91e-2 1.61e-1 1.02e-2 5.35e-2 6.37e-2 2.98
8 1.52e-2 8.61e-2 5.25e-3 2.72e-2 3.26e-2 3.10
16 7.88e-3 4.44e-2 2.71e-3 1.40e-2 1.67e-2 3.13
32 4.06e-3 2.30e-2 1.40e-3 7.22e-3 8.58e-3 3.18

Table 2: Error estimators and analytical errors under space refinement with t = T and τn = h3.

Figure 3: Initial mesh (left) and final mesh (center) and the comparison between a static algorithm (with
fixed mesh and time step) and the adaptive algorithm (right).
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Figure 4: Actual (right) and estimated (left) error distribution at t = T on the last mesh of an adaptive
algorithm with Method 1.

10 Conclusions

Two mixed finite element formulations of the Biot’s consolidation model are presented and analyzed. Each
method utilize a pair of mixed finite element methods, one for the linear elasticity and one for the mixed
Poisson problem. The methods uses either symmetric stress space or weakly symmetric stress through the
introduction of Lagrange multiplier enforcing the symmetry of the stress in a weak sense. We propose for the
two methods a unified and guaranteed a posteriori error estimates based on a conforming reconstructions of
the displacement and pressure; both continuous and piecewise affine in time. Precisely, independent of the
mixed method, we present a guaranteed and fully computable error estimate that bounds the energy-type
error between the unknown exact solution and the approximate solution. This estimate is then decomposed
into estimators characterizing the space, and time error components. We also separate the pressure error
components from those of displacement errors. This is efficiently used in an adaptive space–time algorithm
where the individual error component estimators are used to adjust the time step, and to select the mesh
elements to be refined or coarsened. Numerical results with analytical solutions illustrate the effectiveness
of our estimates and the performance of the adaptive algorithm. Finally, we shall point out that the
developments in this paper also apply to any locally conservative scheme such as cell-centered finite volume
scheme and mimetic finite difference.

A Appendix: Proof of Theorem 3.1

The proof will be broken down in several steps: we first construct solutions of certain finite-dimensional
approximations of (3.4), then we derive suitable energy estimates in Lemma A.2 and prove then the Theorem.

We introduce the finite-dimensional approximation of (3.4), (2.1e). To this aim we introduce some
notations: Let {τn |n ∈ N} be a Hilbert basis of � and {zm |m ∈ N} a Hilbert basis of Q. That of spaces
W and Q are, {vk | k ∈ N} and {ql | l ∈ N} respectively. For each quadruplet of positive integers (n, l, k,m) ∈
N4, we define by the following finite dimensional subspaces:

�n := span{τ 1, τ 2, ..., τn}, Qm := span{z1, z2, ..., zm},
Wk := span{v1,v2, ...,vk}, Ql := span{q1, q2, ..., ql}.
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Therefore, let (σn, pl,wk,um) : [0, T ]4 7→ �n ×Ql ×Wk ×Qm be the solution of the following problem:

−(Aσn, τ iσ )− (um,∇·τ iσ )− cr
2α

(Ipl, τ iσ ) = 0, iσ = 1, ..., n (A.1a)

(c0 + cr)(∂tpl, qjp) +
cr
2α

(∂tσn, qjpI) + (∇·wk, qjp) = (g(t), qjp), jp = 1, ..., l, (A.1b)

(K−1wk,vjw)− (pl,∇·vjw) = 0, jw = 1, ..., k, (A.1c)

(∇·σn, ziu) = (−f(t), ziu), iu = 1, ...,m, (A.1d)

with

(um(0), ziu) = 0, ∀iu = 1, ...,m, and (pl(0), qjp) = 0, ∀jp = 1, ..., l. (A.1e)

Using the same techniques from [32], one can obtain

Lemma A.1 (Construction of approximate solutions). For each quadruplet (n, l, k,m) ∈ N4, there exists a
unique solution (σn, pl,wk,um) to problem (A.1).

Proof. Let us introduce the following notations:

(Gl(t))ip = (g(t), qip), (Cl)ipjp = (c0 + cr)(qjp , qip), ∀0 ≤ ip, jp ≤ l,

(En)iσjσ = (Aτ jσ , τ iσ ), ∀0 ≤ iσ, jσ ≤ n, (Anl)jpjσ =
cr
2α

(Iqjp , τ iσ ), ∀0 ≤ jp ≤ l, 0 ≤ iσ ≤ n,

(Fm(t))iu = (f(t), ziu), ∀0 ≤ iu ≤ m, (Bmn)iujσ = (∇·τ jσ , ziu), ∀0 ≤ iu ≤ m, 0 ≤ jσ ≤ n,
(Dkl)iwjp = (∇·viw , qjp), ∀0 ≤ iw ≤ k, ∀0 ≤ jp ≤ l, (Vk)iwjw = (K−1viw ,vjw), ∀0 ≤ iw, jw ≤ k.

We also use the following notations; Pl to denote the vector of degrees of freedom of pl(t) with respect to
the basis {qip}l0, Sl to denote the vector of degrees of freedom of σn(t) with respect to the basis {τ iσ}n0 ,
Um to denote the vector of degrees of freedom of um(t) with respect to the basis {viu}m0 and Wk to denote
the vector of degrees of freedom of wk(t) with respect to the basis {ziw}k0 . Now, using the above notations,
and for all (n, l, k,m) ∈ N4, problem (A.1) may be rewritten as

−EnSn(t)−BT
mnUm(t)−AnlPl(t) = 0, (A.2)

Cl
dPl
dt

(t) +AT
nl

dSn
dt

(t) +DlkWk(t) = Gl(t), (A.3)

VkWk(t)−DT
lkPl(t) = 0, (A.4)

BmnSn(t) = −Fm(t), (A.5)

Pn(0) = 0, Um(0) = 0 . (A.6)

Regarding the assumptions concerning K as well as the property of A, we obtain that Vk and En are
symmetric and positive definite square matrices of size k and n respectively, and we have

(E−1
n )iσjσ = 2(λ+ µ)(τ jσ , τ iσ ), ∀0 ≤ iσ, jσ ≤ n, (A.7)

(V −1
k )iwjw = (Kviw ,vjw), ∀0 ≤ iw, jw ≤ k. (A.8)

We have then

Sn(t) = −E−1
n B

T
mnUm(t)−E−1

n AnlPl(t), (A.9)

Wk(t) = V −1
k DT

lkPl(t). (A.10)

Substituting (A.9) and (A.10) into (A.3) and (A.5), we obtain

(Cl + Jl)
dPl
dt

(t)−Hlm
dUm

dt
(t) +Llpl(t) = Gl(t), (A.11)

MmUm(t) + HT
lmPl(t) = −Fm(t), (A.12)
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where Jl = −AT
nlE
−1
n Anl, Hlm = AT

nlE
−1
n B

T
mn, Ll = DlkV

−1
k DT

lk and Mm = BmnE
−1
n B

T
mn. Now, we

differentiate (A.12) with respect to time and plugging the result into (A.11), we obtain

(
Cl + Jl +HlmM−1

m HT
lm

) dPl
dt

(t) +Llpl(t) = Gl(t) + M−1
m Fm(t). (A.13)

Now, it is inferred from (A.7) that (Dl)ipjp = (Cl+Jl)ipjp = c0(qjp , qip). Thus,
(
Dl +HlmM−1

m HT
lm

)
is the

sum of a symmetric, positive-definite matrixDl and a symmetric, nonnegative definite matrixHlmM−1
m HT

lm.
Therefore, their sum is symmetric and positive definite, and thus can be inverted in (A.13), leading to a
system of l linear ODEs of order 1 with initial condition (A.6). Hence, there exists a unique function

Pl ∈ (C[0, T ])
l
, with

dPl
dt
∈
(
L2(0, T )

)l
which satisfies (A.13) together with (A.6). From (A.12), we obtain

Um ∈ (C[0, T ])
m

such that
dUm

dt
∈
(
L2(0, T )

)l
. Similarly, from (A.9)–(A.10), one obtain Wk ∈ (C[0, T ])

k

such that
dWk

dt
∈
(
L2(0, T )

)k
as well as Sn ∈ (C[0, T ])

n
such that

dSn
dt
∈
(
L2(0, T )

)n
. As a result

(σn, pl,wk,um) is the unique solution to problem (A.1).

The next step is to derive a priori estimates with the aim to pass to the limit in a subsequence of the
approximated solution.

Lemma A.2 (A priori estimates). There exists a constant C independent of (n, l, k,m) such that

||pl||H1(0,T ;L2(Ω)) + ||wk||L∞(0,T ;L2(Ω)) + ||wk||L2(0,T ;H(div,Ω))

+ ||∂tσn||L2(0,T ;L2(Ω)) + ||σn||L2(0,T ;Hs(div,Ω)) + ||ul||H1(0,T ;L2(Ω))

≤ C
(
||g||L2(0,T ;L2(Ω)) + ||f ||H1(0,T ;L2(Ω))

)
, ∀(n, l, k,m) ≥ 1.

For the proof of this Lemma, we will make use of this intermediate result

Lemma A.3. There exist the constant C1 and C2 independent of (n, l, k,m) such that

||σn||2A ≤
(
cr +

1

2(λ+ µ)

)
||pl||2 + C1||f ||2, ∀n, l, k,m ≥ 1, (A.14)

||um||2 ≤ C2

(
cr +

1

2(λ+ µ)

)
||pl||2 +

1

2(λ+ µ)
||f ||2, ∀n, l, k,m ≥ 1, (A.15)

where || · ||A is the energy-norm given by

||τ ||A =

∫
Ω

Aτ : τ dx.

Proof. For any given t ∈ (0, T ), we know that there exist σ̃(·, t) ∈ H1(Ω)∩�n such that −∇·σ̃(·, t) = um(·, t)
and ||σ̃||H1

0 (Ω) ≤ C||um||. Then, using equation (A.1a), we obtain

||um||2 = −(um,∇·σ̃) = (Aσn, σ̃) +
cr
2α

(Ipl, σ̃),

≤ C (||σn||+ ||pl||) ||σ̃||,
≤ C̃ (||σn||+ ||pl||) ||um||.

Therefore,

||um|| ≤ C̃ (||σn||+ ||pl||) . (A.16)

Now, take τ iσ = σn in (A.1a) and ziu = um in (A.1d) and summing, we obtain:

(Aσn,σn) = − cr
2α

(Ipl,σn) + (f(t),um). (A.17)
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Using the definition of A and applying the Cauchy-Schwarz and Young’s inequality leads to

||σn||2A ≤
α2

2(α+ µ)
||pl||2 +

1

8(λ+ µ)
||σn||2 +

1

2ε
||f ||2 +

ε

2
||um||2, (A.18)

for any ε > 0. Now, using (A.16) and setting the suitable ε, say ε = 1/(8C̃2(λ+ µ)), we get

||σn||2A ≤
2α2 + 1

2(λ+ µ)
||pl||2 +

1

4C̃2(λ+ µ))
||f ||2 +

1

4(λ+ µ)
||σn||2. (A.19)

Now we use the fact that || · ||A is equivalent to the L2-norm, i.e,

1

2(λ+ µ)
||τ ||2 ≤ ||τ ||2A ≤

1

2µ
||τ ||2, (A.20)

to deduce from (A.19)

||σn||2A ≤
(
cr +

1

2(λ+ µ)

)
||pl||2 + C1||f ||2, (A.21)

with C1 =
1

4C̃2(λ+ µ)
. This result together with (A.16) implies (A.15).

We prove now Lemma A.2 by deriving successively the estimates on pl, ∂tpl and σm, ∂tσm, and finally
estimates for ∇·wk for the H(div,Ω)-norm and ∇·σn for the H(div,Ω)-norm. That of the estimate for um
will be straightforwardly deduced from the previous Lemma.

Proof. Let (n, l, k,m) ≥ 1 and take ∂tσn as test function in (A.1a), then derivate (A.1d) with respect to t
and take um as test function. We take then pl as test function (A.1b) and wk as test function in (A.1c).
Summing the four equations, we obtain

(c0 + cr)(∂tpl, pl) + (K−1wk,wk) = (Aσn, ∂tσn) + (g(t), pl) + (−∂tf(t),um). (A.22)

Using the properties of K, (c0 + cr) and applying the Cauchy-Schwarz inequality and Young’s inequality,
we get

(c0 + cr)(∂tpl, pl) =
(c0 + cr)

2

d

dt
||pl(t)||2,

(K−1wk,wk) ≥ cK||wk||2,

(Aσn, ∂tσn) + (g(t), pl) + (−∂tf(t),um) ≤ 1

2

d

dt
||σn||2A +

1

2ε1
||pl||2 +

ε1
2
||g||2 +

ε2
2
||∂tf ||2 +

1

2ε2
||um||2,

for any ε1, ε2 > 0. We deduce from these inequalities

(c0 + cr)

2

d

dt
||pl(t)||+ cK||wk||2 ≤

1

2

d

dt
||σn||2A +

1

2ε1
||pl||2 +

ε1
2
||g||2 +

ε2
2
||∂tf ||2 +

1

2ε2
||um||2,

We integrate this inequality over (0, t), for t ∈ (0, T ), to get

(c0 + cr)||pl(t)||2 + 2cK

∫ t

0

||wk(s)||2 ds ≤||σn(t)||2A +

∫ t

0

(
1

ε1
||pl||2 +

1

ε2
||um||2

)
ds

+

∫ t

0

(
ε1||g||2 + ε2||∂tf ||2

)
ds.

We now replace (A.14) and (A.15) in the above inequality, letting γ0 = c0 −
1

2(λ+ µ)
> 0 using (3.5), and

adjusting ε1 and ε2, we get

||pl(t)||2 +
2cK
γ0

∫ t

0

||wk(s)||2 ds ≤ C(||g||2L2(0,T ;L2(Ω)) + ||f ||2H1(0,T ;L2(Ω))) + C1||f(t)||L2(Ω) +

∫ t

0

||pl(s)||2 ds.
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It is inferred from Gronwall’s lemma that

||pl||2L2(0,T ;L2(Ω)) ≤ C(||g||2L2(0,T ;L2(Ω)) + ||f ||2H1(0,T ;L2(Ω))).

To derive the estimate for ∂tpl, we take ∂tpl as test function in (A.1b) and derivate (A.1c) with respect to
t and taking vj = wk. Therefore, we derivate (A.1a) with respect to t and take ∂tσn as test function, then
derivate (A.1d) with respect to t and take ∂tum as test function. Summing the four equations, we get

(c0 + cr)(∂tpl, ∂tpl) + (K−1∂twk,wk) = (A∂tσn, ∂tσn) + (g, ∂tpl) + (−∂tf , ∂tum). (A.23)

We recall that ∂tσ̃ ∈ H1(Ω) ∩Hs(div,Ω) and satisfies −∇·(∂tσ̃) = ∂tum such that ||∂tσ̃|| ≤ C||∂tum||. We
use the same techniques as as used to derive (A.16), it is inferred that

||∂tum|| ≤ C (||∂tσn||+ ||∂tpl||) . (A.24)

We now differentiate (A.1a) and (A.1d) with respect to t, and take τ iσ = ∂tσn in (A.1a) and ziu = ∂tum
in (A.1d) then we sum the resulting equations, we infer that

(A∂tσn, ∂tσn) = − cr
2α

(I∂tpl, ∂tσn) + (−∂tf(t), ∂tum). (A.25)

We then follow the same steps as used to derive (A.21): Applying the Cauchy-Schwarz and Young’s inequality
to obtain

||∂tσn||2A ≤
(
cr +

1

2(λ+ µ)

)
||∂tpl||2 + C1||∂tf ||2. (A.26)

Using the property of K and Cauchy-Schwarz inequality as well as the inequalities (A.24) and (A.26), it is
inferred from (A.23) that there exist C such that

||∂tpl||2 +
2

γ0

d

dt
||
√
K−1wk||2 ≤ C(||g||2 + ||∂tf ||2),

We integrate this inequality over (0, t) for t ∈ (0, T ), we find∫ t

0

||∂tpl(s)||2 ds+
2

γ0
||
√
K−1wk||2 ≤ C

∫ t

0

(||g||2 + ||∂tf ||2) ds. (A.27)

since wk(0) = 0. This result yields

||∂tpl||2L2(0,T ;L2(Ω)) + ||wk||2L∞(0,T ;L2(Ω)) ≤ C(||g||2L2(0,T ;L2(Ω)) + ||f ||2H1(0,T ;L2(Ω))). (A.28)

Now, it remains to bound ||∇·wk||L2(0,T ;L2(Ω)) and ||∇·σn||L2(0,T ;L2(Ω)). We fix k and let∇·wk =
∑∞
jp
ξ
jp
k qjp

as ∇·wk ∈ L2(Ω), for a.e. t ∈ (0, T ), where we set ξ
jp
k = (∇·wk(t), qjp). Now we fix l and multiply (A.1b)

by ξ
jp
k and summing over jp = 1, ..., l, and using (A.26), and (A.28) we find out

(∇·wk,

l∑
jp

ξ
jp
k qjp) ≤ 1

2
||

l∑
jp

ξ
jp
k qjp ||

2 + C
(
||∂tf ||2 + ||g||2

)
. (A.29)

Integrating over the time we find∫ T

0

(∇·wk,

l∑
jp

ξ
jp
k qjp) dt ≤ C

(
||f ||2H1(0,T ;L2(Ω)) + ||g||2L2(0,T ;L2(Ω))

)
+

1

2

∫ T

0

||
l∑
jp

ξ
jp
k qjp ||

2 dt. (A.30)

We tend s to +∞, then use the fact that ∇·wk =
∑∞
jp
ξ
jp
k qjp , we obtain∫ T

0

||∇·wk||2dt ≤ C
(
||f ||2H1(0,T ;L2(Ω)) + ||g||2L2(0,T ;L2(Ω))

)
+

1

2

∫ T

0

||∇·wk||2L2(Ω) dt. (A.31)
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Thus,

||∇·wk||2L2(0,T ;L2(Ω)) ≤ C
(
||f ||2H1(0,T ;L2(Ω)) + ||g||2L2(0,T ;L2(Ω))

)
. (A.32)

We use the same techniques to obtain

||∇·σn||2L2(0,T ;L2(Ω)) ≤ C||f ||
2
L2(0,T ;L2(Ω)). (A.33)

We now prove the first part of Theorem 3.1: there exist a unique solution (σ,u,w, p) to the problem
(3.4), (2.1e).

• Lemma A.2 implies that the sequences {pl}∞0 and {∂pl}∞0 are bounded in L2(0, T ;L2(Ω)). That of
{σn}∞0 is bounded in L2(0, T ;Hs(div,Ω)), such that {∂tσn}∞0 is bounded in L2(0, T ;L2(Ω)). The
sequences {um}∞0 and {∂tum}∞0 are bounded in L2(0, T ;L2(Ω)). Finally, the sequence {wn}∞0 is
bounded in L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H(div,Ω)). Therefore, there exist subsequences, still denoted
by {pl}∞0 , {σn}∞0 , {wn}∞0 and {um}∞0 and functions p ∈ L2(0, T ;L2(Ω)) with ∂tp ∈ L2(0, T ;L2(Ω)),
σ ∈ L2(0, T ;Hs(div,Ω)) with ∂tσ ∈ L2(0, T ;L2(Ω)), w ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H(div,Ω)) and
u ∈ L2(0, T ;L2(Ω)) with ∂tu ∈ L2(0, T ;L2(Ω)) such that

pl ⇀ p in L2(0, T ;L2(Ω)),

∂tpl ⇀ ∂tp in L2(0, T ;L2(Ω)),

wk ⇀ w in L2(0, T ;H(div,Ω)),

um ⇀ u in L2(0, T ;L2(Ω)), (A.34)

∂tum ⇀ ∂u in L2(0, T ;L2(Ω)),

σn ⇀ σ in L2(0, T ;Hs(div,Ω)),

∂tσn ⇀ ∂tσ in L2(0, T ;L2(Ω)).

For fixed set (n0, l0, k0,m0) ≥ 1, we let (τ , q,v, z) ∈ ×C1(0, T ;�n0×Ql0×Wk0×Qm0) as test functions
in (A.1) and then integrate each equation with respect to time, for (n, l, k,m) ≥ (n0, l0, k0,m0),

−
∫ T

0

{(Aσn, τ )− (um,∇·τ )− cr
2α

(Ipl, τ )} dt = 0, (A.35)

(c0 + cr)

∫ T

0

{(∂tpl, q) +
cr
2α

(∂tσn, qI) + (∇·wk, q)} dt =

∫ T

0

(g(t), q) dt, (A.36)∫ T

0

{(K−1wk,v)− (pl,∇·v)} dt = 0, (A.37)∫ T

0

(∇·σn, z) dt =

∫ T

0

(−f(t), z) dt, (A.38)

and passing to the limit, we obtain

−
∫ T

0

{(Aσ, τ )− (u,∇·τ )− cr
2α

(Ip, τ )}dt = 0, (A.39)

(c0 + cr)

∫ T

0

{(∂tp, q) +
cr
2α

(∂tσ, qI) + (∇·w, q)} dt =

∫ T

0

(g(t), q) dt, (A.40)∫ T

0

{(K−1w,v)− (p,∇·v)}dt = 0, (A.41)∫ T

0

(∇·σ, z) dt =

∫ T

0

(−f(t), z) dt. (A.42)

We then use the density of the spaces for the test functions in L2(0, T ;�)×L2(0, T ;Q)×L2(0, T ;W)×
L2(0, T ;Q) to show that equations (3.4), (2.1e) holds true for a.e. t ∈ (0, T ) (see [16]).
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• To end this part of the theorem, we need to see that p(0) = 0 as well as σ(0) = 0. We take
q ∈ C1(0, T ;Q) with q(T ) = 0 and integrate (A.36) by parts in time, we obtain

−(c0+cr)

∫ T

0

{(∂tq, pl)−
cr
2α

(∂tq, tr(σn))+(∇·wk, q)} dt =

∫ T

0

(g(t), q) dt+(pl(0), q(0))+(σn(0), q(0)I).

(A.43)
From (A.40), we get

−(c0 +cr)

∫ T

0

{(∂tq, pl)−
cr
2α

(∂tq, tr(σn))+(∇·w, q)} dt =

∫ T

0

(g(t), q) dt+(p(0), q(0))+(σ(0), q(0)I).

(A.44)
Thus, when passing to the limit in (A.43), we obtain that p(0) = 0 as well as σ(0) = 0 since pl(0)→ 0
in L2(Ω), σn(0)→ 0 in L2(Ω) and as q(0) is chosen arbitrarily.

• To end the proof we analyze the uniqueness of the solution. As the equations are linear, it suffices
to check that (σ, p,w,u) := 0, for g = 0 and f = 0. We take ∂tσ as test function in (3.4a), then
derivate (3.4d) with respect to t and take u as test function. We take then p as test function in (3.4b)
and w as test function in (3.4c). We obtain

(c0 + cr)

2

d

dt
||p||2 + (K−1w,w) =

1

2

d

dt
||σ||2A. (A.45)

Integrating with respect to t, we see that

(c0 + cr)

2
||p(t)||2 +

∫ t

0

(K−1w,w) dt =
1

2
||σ(t)||2A. (A.46)

Now, take τ = σ in (3.4a) and z = u in (3.4d) and summing, we obtain:

(Aσ,σ) = − cr
2α

(Ip,σ). (A.47)

Applying the Cauchy-Schwarz and Young’s inequality leads to

||σ||2A ≤ Cr||p||2. (A.48)

Combine (A.46) and (A.48) and using the properties of K to see

c0
2
||p(t)||2 +

∫ t

0

(K−1w,w) dt ≤ 0, (A.49)

and then that p = 0 and w = 0. From (A.48), we deduce that σ = 0. It remains to see that u = 0.
We know that for any given t ∈ (0, T ), there exist ẽσ(·, t) ∈ H1(Ω)∩�n such that −∇·ẽσ(·, t) = u(·, t)
and ||ẽσ||H1

0 (Ω) ≤ C||u||. From (3.4a), we get

||u||2 = −(u,∇·ẽσ) = (Aσ, ẽσ) +
cr
2α

(Ip, ẽσ),

≤ C (||σ||+ ||p||) ||ẽσ||,
≤ C (||σ||+ ||p||) ||u||.

Therefore,

||u|| ≤ C (||σ||+ ||p||) , (A.50)

and therefore u = 0 for a.e. t ∈ (0, T ).
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