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Abstract. Cloud computing is providing many services in our daily life. When de-
ploying virtual machines in a cloud environment, virtual machine placement strate-
gies can significantly affect the overall security risks of the entire cloud. In recent
years, some attacks are specifically designed to collocate with target virtual machines
in the cloud. In this paper, we present a Security-aware Multi-Objective Optimiza-
tion based virtual machine Placement algorithm (SMOOP) to seek a Pareto-optimal
solution to reduce overall security risks of a cloud. SMPPO also considers resource
utilization on CPU, memory, disk, and network traffic using several placement strate-
gies. Our evaluation results show that security of clouds can be effectively improved
through virtual machine placement with affordable overheads.

1 Introduction

Cloud computing is the basis of many services in our daily life, such as email services,
services of smart Internet of Things (IoT) devices and file sharing services. In an Infrastruc-
ture as a Service (IaaS) cloud like Amazon EC2 [4], many virtual machines (VMs) share a
physical server. The placement of virtual machines can have different strategies, leading to
different computing performance, energy consumption, and resource utilization. Therefore,
given different resource constraints, how to achieve multiple objectives is a very important
problem in cloud computing. Such a problem has attracted extensive attention recently [6,
14, 16].

With resource and other constraints, the virtual machine placement (VMP) is essen-
tially a multiple-objective optimization problem. Phan et al. [16] used an Evolutionary
Multi-Objective Optimization (EMOA) algorithm to build Green Clouds when consider-
ing energy consumption, cooling energy consumption and user-to-service distance in VMP
optimization. Xu and Fortes [22] proposed a genetic algorithm with fuzzy multi-objective
evaluation to minimize the total resource wastage, power consumption and thermal dissi-
pation costs in VMs placement. Shigeta et al. [20] suggested to assign different weights
to multi-objectives on cost and performance and built a cost evaluation plug-in module to
search for the optimal VMs placement. Some other research focus onminimizing the overall
network cost while considering large communication requirements [3, 15], or applying the
constraint programming (CP) engine to optimize VMP [2, 7]. While above multi-objective
optimization placement schemes greatly improve the overall performance of the cloud, the
security risk of the entire cloud environment was not considered as an objective or at most
considered as one constraint in the initialization phase.



At the same time, there are new types of attacks targeting at the cloud infrastructure. For
example, some attacks, such as those discussed in [8, 9, 12, 18] , exploit the vulnerabilities
of hypervisor (or Virtual Machine Monitor, VMM), e.g., Xen [5] or KVM [11]. Once the
attacker compromises the hypervisor, he or she can take over all the VMs running on it.
In [17] (HYG attack), the initial stage of the attack is to locate a target VM. Upon success,
the attacker will try to launch a VM on the same physical server. It is a placement based
attack and the success of the attack depends on the placement strategies of the cloud, or the
configuration policy of the cloud. Apparently, collocating with vulnerable virtual machines,
or “bad neighbors”, on the same physical server does increase the security risks to cloud
users. Thus, the security risk exposed to the user depends not only on how secure the VM
itself is, such as the operating system and applications running inside, but also the Virtual
Machine Monitor (VMM or Hypervisor), running underlying the VMs, and other VMs
coresident on the same node.

We believe that security should be considered as one key element, the same as the en-
ergy and performance, in VM placement. In the previous work [14], we proposed a VMP
scheme based on the security risk of each VM. However, the security analysis of our pre-
vious work mainly focused on dependency relations. Yuchi and Shetty [26] extended our
previous work to the VM placement initialization. Yu et al. [25] proposed isolation rules
to formulate the VMP behavior based on the Chinese wall policy. Unfortunately, this work
mainly focuses on improving security and overlooks other objectives, such as energy saving
and resource utilization. Besides, the security measurements in this work mainly consider
the vulnerabilities of VMs or hypervisor, or security regulations, without considering the
security assessment of a VMP.

When comparing different VMP schemes, the security metrics can only be evaluated
after a placement is specified. For example, a specific placement scheme has an unique
attack path exposed by co-residence that may disappear in a different placement. Therefore,
there is no generic function to map a placement scheme into a security assessment value.
We cannot simply apply any existing evolutionary multi-objective optimization algorithm
(EMOA) to solve our problem directly. Furthermore, the low efficiency and the complicated
security assessment require us to design our own crossover and mutation procedures in the
the EMOA algorithm.

In this paper, we propose a VM placement specific security measurement of the cloud,
and a new VMP approach to provide better intrusion resilience, resource utilization, and
network performance. In the proposed VM placement specific security assessment, we con-
sider the vulnerabilities not only on VMs and hypervisor themselves, but also the host co-
resident and network connections that will change with the VM placement. Based on the
proposed security measurement scheme, we propose an evolutionary multi-objective opti-
mization algorithm, named as Security-aware Multi-Objective Optimization based virtual
machine Placement algorithm (SMOOP), to seek a Pareto-optimal solution balancing the
multiple objectives on security, resource utilization, and network traffic.

Our proposed scheme features an innovative combination of the following contribu-
tions.

– Weconduct security assessment of the cloud from four aspects: networking, co-residence,
hypervisor vulnerabilities, and VM vulnerabilities. The proposed security risk assess-
ment is placement specific and crosses multiple dimensions. We provide detailed met-



rics and approach to measure the security of the cloud in the case study and experi-
ments.

– We consider security as one objective in VMP strategies, with other objectives and
constraints at the same time. To the best of our knowledge, this is the first work that
includes a placement specific security assessment in the context of multi-objective op-
timization based VMP.

– Wepropose a high-scalable approach, SMOOPwith five placement strategies, to achieve
Pareto-optimal placement given multiple objectives. Each objective can have different
weight according to the application context of our approach. The experimental results
show the effectiveness of our strategies. SMOOP can provide improved security of the
cloud with affordable overheads.

The rest of the paper is organized as follows. In Section 2, we compare our contribu-
tion with related work. Section 3 describes the formulation of VMP optimization problem.
Section 4 describes the design and implementation of SMOOP. The evaluation results are
discussed in Section 5 and Section 6 summarizes our work.

2 Related Work

As cloud computing become more popular, VMP has become one of the most critical
security problems of cloud. Recently, a lot of research on cloud computing have set the goal
to improve the security level of data center [1] . Existing research on the co-residence based
attacks, e.g., side channel attacks, demonstrates the real threat to the normal users if they are
collocated with a vulnerable or malicious VM [17, 23, 28, 24]. Thus, security aware VMP
has been investigated as a practical solution to mitigate such attacks [14, 2, 19].

Saeed et al. [2] presented a security-aware approach for resource allocation in clouds
which allows for effective enforcement of defense-in-depth for cloud VMs. They tried to
enhance the security level by modeling the cloud provider’s constraints and customer’s
requirements as a constraint satisfaction problem (CSP). However, the placement generated
by this method can only satisfy the input constraints, rather than being an optimal placement
to meet multiple objectives.

Some other research utilizes isolation rules in the VMP. Afoulki et al. [1] proposed a
VMP algorithm which improves the security of cloud computing by performing isolation
between users. Each user can submit a list of adversary users with whom it does not want
to share a physical machine. Yu et al. [25] also proposed isolation rules to formulate the
VMs placement behavior based on Chinese wall policies.

Our previous work [14] proposed a VM placement scheme based on security risk of
each VM, and Yuchi and Shettey [26] extendeded it to the VM placement initialization.
Both of them mainly focused on the dependency relations. Yuchi and Shettey’s method
also over simplified the problem and did not reflect the potential risk caused by co-resident
VMs [21, 27]. Previously, we have investigated to periodically migrate VMs based on the
game theory, making it much harder for the adversaries to locate the target VMs in terms of
survivability measurement [29]. But we did not consider the risk caused by the co-resident
VMs in the same physical machine.

Our work in this paper differs from the aforementioned work mainly in two aspects.
First, existing work simplifies the security consideration in the placement. They mainly



consider the security constraints or regulations, or vulnerabilities of VMs or hypervisor in
the placement. They often overlook co-residency attacks, which is a key factor in VMplace-
ment. In our security-aware VMP, we comprehensively consider security assessment asso-
ciated with placement, including the security risks in the network connection, co-residence,
VMs and hypervisor. Second, existing work often emphasizes on security while overlook-
ing other performance factors. We propose an optimal solution satisfying multiple objec-
tives on security, resource utilization, and network traffic.

3 Problem Formulation

In this section, we describe our system and metrics to model the objectives, and con-
straints of virtual machine placement in a cloud.

3.1 Threat Model and Security Assumptions

In this paper, we mainly consider co-residency based attacks, such as cross-VM side
channel attacks. Also, we assume that the attackers are capable of utilizing vulnerabilities
in both VMs and virtual machine monitors (VMMs, or hypervisor) of the clouds.

We have the following assumptions for the cloud: ¬ the cloud management, placement
related software components, and the migration process are all secure; ­ for simplicity,
each migration of a VM will result in affordable cost in terms of service interruption and
consume the same amount of resources; ® the cloud provider has enough CPU, network
bandwidth, and other resources to perform arbitrary migration of VMs; and ¯ the cloud
provider has sufficient resources as the reward, e.g., extramemory or CPUs, tomotivate VM
migration. The above assumptions ensure that change of VM placement is both acceptable
and affordable for cloud provider and clients.

3.2 Security Assessment

In a cloud, an attacker can compromise a VM through different attack paths. They can
compromise a VM through the vulnerabilities (in the operating system, or applications)
carried by the VM, the co-resident VMs, the host VMM, or VMs on different physical ma-
chines having network connections. Therefore, we cannot simply use the vulnerabilities of
VMs, or the vulnerabilities of the hypervisor to evaluate the security risk of an entire cloud.
We need a comprehensive approach to measure the security risks of a specific placement
scheme.

For this purpose, we propose a four dimensional security risk evaluation model, as
shown in Figure 1, to assess the security risk of a cloud. The new evaluation model covers
all possible attack paths in a cloud. Four different types of security risks are described as
follows.

– VM risk (R1 in the figure): the risk/vulnerability carried by a VM itself. If a VM has
more vulnerabilities than others, it is more likely to be compromised first. Vulnerable
VMs can be used as stepping stones to attack co-resident VMs and underlying hyper-
visor to gain more privileges.
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Fig. 1: Security Risk Metrics

– VMM/hypervisor risk (R2): the risk/vulnerability carried by a VMM/Hypervisor. An
adversary may gain the administrative privileges via the vulnerabilities in a hypervisor
or the control VM. Such vulnerabilities will enable the adversary to compromise all
guest VMs on the hypervisor.

– Co-residency risk (R3): the risk caused by the VMs co-resident on the same hypervisor.
Assume that, in the figure, VM1 (an attacker VM) and VM2 (a normal user VM) share
the same CPU core or are located on the same physical machine, the attacker will be
able to steal the user’s private information, such as the cryptographic key, via side-
channel attacks.

– Network risk (R4): the security risk of a VM caused by the network connections. For
example, VM1, located in host 1, provides web services, and the VM2, located in host
2, contains a database server. The attackermay compromise the database server through
accessing the web server, e.g., SQL injection.

3.3 An Example Using Our Model and Metrics

Using the proposed security risk assessment model, we can assign or calculate the val-
ues of each type of the risks based on specific hardware, software, and network configu-
ration. In this section, we provide an example to show how to quantify the values of each
types of security risks, and also how to calculate the overall security risk of the entire cloud.
In the example, we assume we have N VMs andM physical machines.

– R1: CVSS (Common Vulnerability Scoring System) is a popular tool to measure the
vulnerabilities of software or hardware [14]. We can use vulnerability scanner tools,
such as Nessus and Qualys, to generate the vulnerability list for every VM. We can
score each VM’s risk based on the list. For example, we can use CVSS Base Score
as a VM’s risk value, with the assumption that the vulnerable level of a VM is not
higher than the worst vulnerability of that VM. The CVSS score uses an interval scale
of (0, 10) to measure the severity of vulnerabilities. For a VM vi, its VM risk R1 is
VMi

R1 = SCOREi/10, so its range would be limited in a scale of (0, 1). Note that R1
is not affected by a specific placement.

– R2: The risk level of a hypervisor is determined by two factors: its own vulnerability
and the VMs running on it. For hypervisor’s own vulnerability, we can use scanner
tools to generate the vulnerability list and also use the most severe one to obtain the
SCOREhypervisor from CVSS.We use Riskhypervisor = SCOREhypervisor/10 to indicate the



vulnerability of the hypervisor so that the value is fit in 0 to 1, similar to R1. There are
different ways to calculate how the guest VMs can affect the security of hypervisors.
In this paper, we mainly consider the VM with the highest risk since this may be the
most vulnerable attacking surface to the hypervisor. Assume VM vi is on the hostK, its
hypervisor risk R2 is calculated as: Ri

2 = Riskhypervisor(1+max(Rj
1pjK)), where j = 1 to

N, and pjK = 1 if VM vj is placed on host K as well. Different from R1, R2 is affected
by different VM placements.

– R3: A malicious VMmay compromise a normal VM if they are collocated on the same
physical machine. If an attacker compromises a VM, he can compromise, with enough
time, other co-resident VMs eventually. So a VM can survive only if all other co-
resident VMs can survive. For a VM vi on the host K, its co-residency risk R3 is calcu-
lated as: Ri

3 = 1−
∏N

j=1(1−Rj
1pjK), where pjK = 1 if VM vj is placed on the physical

machine K. Similar to R2, R3 will change if VM placement changes.
– R4: If an attacker compromises a VM, he is able to compromise (with enough time) all
other VMs with network connections to the compromised VM. Considering the cas-
cades [13] in the network, giving a VM, a depth first algorithm can be applied to build
all possible attack paths. In our previous work, we also discussed how to evaluate risks
of being attacked based on Markov Chains [14]. Thus, there are different ways to eval-
uate the risk levels based on network connections. In this paper, we simply consider the
risk caused by only direct network connections for simplicity, while other approaches
can also be applied. Thus, for a VM vi, its network risk R4 is Ri

4 = 1−
∏N

j=1(1−Rj
1),

where vj is a VM sending packets to vi directly, and vi and vj are not on the same host.
R4 changes with different VM placements as well.

With all types of risks defined as above, we define the security risk, Ri of a VM vi as
the following.

Ri = 1− (1− Ri
1)(1− Ri

2)(1− Ri
3)(1− Ri

4) (1)
Based on our discussions, our metrics show the risk levels of different VMs. For example,
a VM with risk level 70% is safer than a VM with risk level 80%.

3.4 Objectives in VM placement

Assume that we have N VMs and M physical machines. There are three values to op-
timize: security risk (SR), resource wastage (RW) and network traffic (NT). Our goal is to
find solutions to minimize these values.

Security Risk Minimizing the security risk of the entire cloud is our first objective. The
security risk of a VM vi is Ri = 1 − (1 − Ri

1)(1 − Ri
2)(1 − Ri

3)(1 − Ri
4). To evaluate

the security risk of the entire cloud, we need to consider the security risk of all VMs in the
cloud. In security assessment, we use the median value of all VMs’ risk values as the risk
level of the cloud. Thus, security risk is calculated as follows.

fSR = median(Ri) (2)
where i = 1 to N. The reason to choose the median value is twofold. First, the median

value is more robust than the mean value. Second, in our placement generation, a dangerous
VM will be isolated from other VMs. Thus, VMs with high risk values are outliers in our
system. It is the same for VMs with low risk values.



ResourceWastage Minimizing resource wastage, while complying with the constraints, is
the second objective in VMP optimization. In this paper, we consider the wastage of mul-
tiple resources, including CPU, memory, and disk. In stead of using one value to measure
the resource wastage, we use a vector to represent the resources wastage.

Assume the CPU, memory and disk capacity for a host J as ⟨CPUJ,MEMJ,DISKJ⟩. A
VM vi requests resources as ⟨cpui,memi, diski⟩, therefore, the CPUwastage of the host J is
Wc

J = (CPUJ−
∑N

i=1 cpuipiJ)/CPUj, where piJ = 1 if VM vi is placed on host J, otherwise
it is 0. The memory wastage of host J is Wm

J = (MEMJ −
∑N

i=1memipiJ)/MEMJ. The
disk wastage of host J isWd

J = (DISKJ −
∑N

i=1 diskipiJ)/DISKJ.
For a physical machine J, we choose the maximum value from {Wc

J,Wm
J ,Wd

J} to rep-
resent the resource wastage of host J. We would like to minimize the total amount of the
resource wastage of the entire cloud.

fRW =

M∑
J=1

max(Wc
J,Wm

J ,Wd
J) (3)

while subject to the following capacity constraints in each host J:

M∑
i=1

cpui × piJ < CPUJ (4)

M∑
i=1

memi × piJ < MEMJ (5)

M∑
i=1

diski × piJ < DISKJ (6)

Network Traffic The third optimization objective is to minimize the network traffic in
cloud. One way to reduce the network traffic is to identify correlated VMs that exchange
high volume of data with each other, and then put them on the same physical machine
if possible. We use the following equation to measure the network traffic from VM vi to
VMvj:

Tij = Pij/t (7)

where Pij is the number of packets sent from VM vi to VM vj in time period of t. Therefore,
the total network traffic in the time period of t is:

fNT =

N∑
j=1

N∑
i=1

Tijgij (8)

where gij = 0 if VM vi and VM vj are placed on the same host, otherwise it is 1.
Note that our system does not limit the number of objectives or constraints. The users

can add more objectives or constraints, such as energy or migration cost, based on their
preferences.



4 SMOOP Design

With the proposed security metric of VMs, we can quantify the risk level of a cloud.
As a typical multi-objective optimization problem, the objectives may conflict with each
other. For example, if we place more VMs on a physical server, it will be less secure due to
co-residency problem. However, it can reduce the resource wastage and network traffic. It
is impractical to always find the optimal solution minimizing all objectives. The evolution-
ary multi-objective algorithms (EMOA), such as NSGAII [10], are popular solutions to
such multi-objective optimization problems. Using EMOA, we can obtain Pareto-optimal
solutions balancing on the objectives of security, network traffic and resource utilization.

Challenges The VMP can be considered as a bin-packing problem, where each VM needs
to be placed on a physical server once and only once, so it is an NP hard problem. The
challenge is that the security metrics can only be evaluated after the placement is specified.
For example, in a specific placement scheme, a unique attack path exposed by co-residence
may disappear in a different placement. Therefore, there is no generic function mapping a
placement scheme into a security assessment value. As a result, we cannot use any existing
multi-objective programming solutions to solve our problem. Furthermore, we have com-
plicated security strategies in each placement generation, we have to design a new crossover
and a new mutation procedure in the EMOA algorithm.

4.1 Security-Aware Multi-Objective Optimization based VMP

In this section, we present our Security-aware Multi-Objective Optimization based vir-
tual machine Placement (SMOOP). The algorithm is shown in Algorithm 1. Table 1 de-
scribes the variables used in the algorithm.

Table 1: Variable Definition
Variable Description
V_N Number of Virtual Machines
P_N Number of Physical Machines
N_G Number of iteration
N_IS Number of placement in candidate pool
N_Elite Number of Elite would be passed to next iteration
N_C Times of Crossover operation in one iteration
N_M Times of Mutation operation in one iteration

In practice, FFD (First-Fit with the possible fullest node) has been widely used in VMP.
It can quickly provide a placement with consideration on resource utilization. Thus, we use
it to generate a baseline for future comparison in the algorithm. As shown in Algorithm 1,
SMOOP generates hundreds of placements and passes those with high fitness value to the
next iteration. In each iteration, randomly chosen parents are applied to crossover and mu-
tation operations. An elite choosing function is designed to improve efficiency. For each



generated temporary placement in an iteration, we apply a multi-objective evaluation func-
tion to assign ranking values. The highly ranked placements are put into a candidate pool,
and used as the parents for next iteration. The preference of multi-objective evaluation can
be adjusted (described in Section 4.3) in our algorithm.

Algorithm 1 SMOOP
Ensure: Canditate = init() by Strategies
for G = 1→ N_G do

for i = 1→ N_E do
Elite[i] = Elite_choosing(Canditate)

end for
for j = 1→ N_C do

(X, Y) = Random_select(Canditate)
Off_C[j] = Crossover(X, Y)

end for
for k = 1→ N_M do

X = Random_select(Canditate)
Off_M[k] = Mutation(X)

end for
Temp = fitness_sorting(Elite, Off_C, OFF_M)
for i = 1→ N_G do

Candidate[i] = temp[i]
end for

end for

In an initialization phase, the consideration for migration cost can be avoided. Our goal
is to search for the best possible placement plan based on the multi-objectives requirement.
The crossover operation is used to improve the overall efficiency. In the re-optimization
phase, which is triggered by adding VMs or removing VMs, the migration cost is consid-
ered as an important factor in the mutation operation to limit the number of migrating VMs
(in switch() function of Algorithm 3). Note that our goal is to improve the survivability
of entire cloud, so we do not optimize our solution for a specific VM. Therefore, our ap-
proach may lower the security level of a specific VM, while the overall security level of
whole cloud can still be improved.

4.2 Crossover And Mutation Operation

The crossover operation, shown in Algorithm 2, is one of the key elements in our al-
gorithm. The main purpose of the crossover operation is to guarantee that there is always a
chance to generate new improved placement based on the existing placement in the current
iteration.

Isolated Zones Since the security is a key factor in the placement generation, we intro-
duce isolated zones in our algorithm to accommodate different security demand. Physical



Algorithm 2 Crossover(X, Y)
Temp = Blank_Placement_Object
Rank_A = Rank(X)
Rank_B = Rank(Y)
for i = 1→ P_N do

if Rank_A[i] > Preset_value then
temp← Rank_A[i]

end if
if Rank_B[i] > Preset_value then

temp← Rank_B[i]
end if

end for
Remove_duplicate_VM(temp)
Ran = Gen_Random_list(VM)
for i = 1→ V_N do

if Ran[i] is not in temp then
temp← Ran[i] by Strategies

end if
end for
Return Temp

machines with the highest hypervisor risk levels are put into isolated zones. The most dan-
gerous VMs and VMs connected to them are placed into the isolated zones by priorities.
The purpose of the isolated zones is to isolate the most dangerous VMs first and reduce the
number of attack paths through network connections.

If all physical machines use the same copy of hypervisor, the vulnerabilities of all the
hypervisors will also be the same. In such a situation, we have the following assumptions.¬
The possibility to compromise any physical machine through the hypervisor attack surface
for a specific VM is the same. ­ If the communication bandwidth between two VMs is
larger than zero, the possibility to compromise one VM through another VM will be non-
zero.

We propose five security related strategies to reduce security risk during each placement
generation. Placement strategy I: Put a VM into a physical machine which has network
connections with it. The purpose is to reduce R4 caused by network connections.

Assume that physical machine PMI already has a set of VMs, Si = (va, . . . , vi) and
PMJ has a set of VMs, Sj = (vb, . . . , vj). There is no network connections between Si and
Sj. When a new VM vn is to be placed and it has network connections with at least one VM
in PMI. If vn is placed into PMI, Sj on PMJ will not be affected by attacks through network
connections. It will only affect Si on physical machine PMI. For any VM vi ∈ Si, Ri

3 will
be updated by adding the new VM vn. Assume that the current co-residency risk of vi is
Old(Ri

3), then we have

New(Ri
3) = Old(Ri

3) + (1− Old(Ri
3))Rn

1 (9)

where Rn
1 is the risk level of vn.



If vn is placed into a physical machine PMJ, not only R3 will be updated, R4 introduced
by network connections will also be increased by

∑K
v=c Tnv (All traffic through VM vn to

connected VMs on physical machine PMI).
According to the security metrics defined earlier, in this case, the co-residency risk of

each VM vj ∈ Sj will be

New(Rj
3) = Old(Rj

3) + (1− Old(Rj
3))R

n
1 (10)

Also, R4 of VM vj increases as well.

New(Rj
4) = Old(Rj

4) + (1− Old(Rj
4))R

n
1 (11)

Therefore, following strategy 1, assign VM vn on to PMI rather than PMJ can reduce
security risk.

We have more strategies applied in the placement generation. Placement strategy II:
high risk VMs should be put into the isolated zones. Placement strategy III: low risk VM
without any connection with VMs in isolated zones should be put into low risk physical
machines. Strategy II and III generate physical machines that contain only low risk VMs
and have no network connections with high risk VMs in isolated zones.Placement strategy
IV: marked lowest and highest hypervisor risk physical machines should have a higher
probability to be kept during crossover operation. This is based on our strategy II and
III. Placement strategy V: If a VM on one physical machine has connection with a VM
on a different physical machine, we should migrate one of them on to the same physical
machine.

Mutation Operation Mutation operations, shown in Algorithm 3, operate on a random-
chosen temporary placement, trying to obtain an improved result. Its purpose is to keep
evolving the existing placement with limited migration cost.

Algorithm 3Mutation(X)
Temp = Blank_Placement_Object
temp← X
for i = 1→ Preset_Maximum_number do

temp← Switch(temp) by Strategy of Switching VM
end for
Return Temp

When a Pareto-optimal solution is generated, our algorithm double checks the workload
balance in every physical machine, migrating marked VMs among physical machines. In
the switch() function of the algorithm, a VM can only be switched (migrated) to another
physical machine to which it has network connections. The strategy is to guarantee that ran-
dom evolving will not jeopardize the isolation of dangerous VMs and reduce unnecessary
switching operation.



4.3 Prioritize The Objectives

In our current fitness function, we have three objectives, includingminimizing the secu-
rity risk, minimizing the resource wastage, and minimizing network traffic. Our algorithm
tries to provide a Pareto-optimal solution which can be as good as possible in every degree
based on the three objectives. To enable users to prioritize the objectives according to their
business preference, we can add weight factors into the fitness function.

f = w1fSR + w2fRW + w3fNT (12)

where wi represent different weights and
∑3

i=1 wi = 1. If we consider that the security
is more important than the other two objectives, we can assign higher weight on the security
risk. Currently, our algorithm can optimize and balance security, the utilization of CPU,
memory and disk, and the network traffic. Our algorithm can be easily extended to support
more objectives and constraints, such as energy.

5 Evaluation

We implemented our solution in Java. All input data are provided through configura-
tion files. Multiple threads are used to improve the performance. We randomly generate a
large number of VMs with different parameters to evaluate SMOOP. In our evaluation, for
each VM, we randomly assign the requirement of CPU, memory, and disk. The vulnera-
bility score is assigned based on the uniform distribution. Following the same method, we
configure the physical machine.

5.1 Computing Complexity

Assume that there are M physical servers and each server has N VMs. Our algorithm
iterates for k times. Assume that the fitness value of a VM can be calculated in constant
time with a fitness function, which is O(N). We sort the candidate pool with complexity of
O(NlogN). The elite choosing operation will take constant time. The crossover and muta-
tion operation in our algorithm is bounded by O(MN2). The overall combined complexity
of our algorithm is O(k(MN2 + N logN+ N)), thus O(kMN2). Multi-threading is used in
our implementation. We used 8 threads to conduct elite selection, crossover and mutation
operation simultaneously.

We test our implementation in a 8 core processor with 16GB memory. The overall
performance of our algorithm is affected by the number of VMs, the number of physical
machines, and the number of candidate placement generated in each generation. Figure 2
shows the computing time for each generation under the following setting: ¬ 100 different
placements are generated for each generation.­ 270 operations are done in each generation.
With 10000 VMs and 500 physical machines, each generation takes about 15-20 minutes.
If we reduce the number of VMs to 3000, each generation takes around 2 minutes.
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Fig. 2: Scalability

5.2 Effectiveness in Risk Reduction

Security risk is a key consideration in VMP. To evaluate if our strategies can improve
the security level of the entire cloud, we conduct the experiments considering risk level as
the only objective in the placement. Figure 3 shows the security risk with 800 VMs and 60
physical machines. At the beginning of each simulation, we always generate 100 placement
with the random-FFD algorithm and use the lowest risk level as the baseline reference. We
collect the placement with the lowest risk level in each generation. Within 20 generations,
the risk level of whole cloud can be reduced by 25% to 30%.

Figure 4 shows the security risk with different number of VMs and physical machines
in each generation. Despite the increased number of the VMs, the median value of the risk
level of VMs is stable within the range of 0.82 to 0.84. If we check placement with the
lowest risk level in the first generation, our algorithm improves with the increased number
of the VMs.We repeat our experiment 20 times with different numbers of VMs and physical
machines. The reduced risk level is from 5% (400 VMs and 20 physical machines) to 15%
(6400 VMs and 400 physical machines) just in the first generation.

5.3 Effectiveness of Multi-Objective Optimization

In this evaluation, we consider multi-objectivs on risk level, resource wastage, and net-
work traffic.

Figure 5 shows experimental results with weight setting (0.8, 0.1, 0.1) in an environ-
ment of 800 VMs and 60 physical machines. The risk level has weight of 80%, resource
wastage and network traffic have weight of 10% for each in the fitness function. We collect
the placement with best fitness value. The baseline is still the best placement chosen from
100 random-FFD placements. If a physical machine can hold hundreds of VMs, the place-
ment generated by FFD will be using the minimum number of physical machines. With
setting of (0.8, 0.1, 0.1), the active number of physical machines and resource wastage are
limited, with much improved security.
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Fig. 6: Multi-objective optimization 2

We also run the experiment with weight setting (0.4, 0.3, 0.3) in an environment of 3000
VMs and 200 physical machines, and the results are shown in Figure 6. Since the resource
wastage and network traffic have higher weights, the allowance of resource wastage was
controlled and it also affects the security improvement we can achieve. A cloud provider can
always change the optimization preferences by changing the weights of different objectives.

5.4 Comparison with random-FFD algorithm

In the experiment, we use with 1600 VMs and 120 physical machines, we generate
100 placements with the random-FFD algorithm. We choose the placement with the lowest
median value of risk level. After running our algorithm to reduce the risk level, we choose
the best placement. As shown in Figure 7, we can see that the risk level of the entire VM
set has been effectively reduced. In the figure, the X-axis is the risk level of VMs. For
example, 10% means that the risk level is between 10% and 20%. With 1600 VMs, the risk



level under 50% is improved by 15% to 35%. The risk level above 80% dropped from 54%
to 33%. The experimental results demonstrate our placement strategies can greatly improve
the security level of the entire cloud.
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6 Conclusion

In this paper, we describe an approach for comprehensive security assessment of VMP.
We quantify the security risks of the cloud based on the vulnerabilities caused by vari-
ous factors, including the network, the physical machines, the VMs, and the co-residency
of VMs. To optimize these objectives, we have designed a new scheme to generate VMP
based on multiple objectives optimization with the given resource and other constraints.
Our proposed strategy seeks the Pareto-optimal placement while considering multiple opti-
mization objectives and constraints. The experimental results demonstrate the effectiveness
of our approach and the improvement compared with existing solutions.
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