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DELAYED NONLOCAL REACTION–DIFFUSION MODEL FOR

HEMATOPOIETIC STEM CELL DYNAMICS WITH DIRICHLET

BOUNDARY CONDITIONS

M. Adimy1, A. Chekroun2 and T. Kuniya3

Abstract. The paper focuses on the mathematical analysis and modeling of hematopoietic stem
cell (HSC) dynamics that lead to the production and regulation of blood cells in the bone morrow.
The HSC population is seen as a continuous medium structured in age and space. Using the method
of characteristics, we reduce the age structured system to a reaction–diffusion equation containing a
nonlocal spatial term and a time delay. Firstly, we give some properties on the existence, uniqueness
and positivity of the solution. Secondly, we obtain a threshold condition for the global asymptotic
stability of the trivial steady state by using a Lyapunov functional and we prove that if it is not
globally asymptotic stable then, it is unstable. Thirdly, we give sufficient conditions for the existence
and uniqueness of the positive steady state by using the sub- and super-solutions method. Finally, we
prove the uniform persistence of the system when the trivial steady state is unstable. Throughout the
paper, we provide some numerical simulations to illustrate our results.
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1. Introduction

All blood cells arise from a common origin in the bone marrow: the hematopoietic stem cells (HSCs). These
stem cells are undifferentiated and have a high proliferative potential. They can proliferate and mature to
form all types of blood cells: the red blood cells, white cells and platelets [33]. Hematopoiesis is the term used
to describe this process of production and regulation of blood cells. The HSCs have abilities to produce by
division either similar cells with the same maturity level (self-renewal), or cells committed to one of the three
blood cell types (differentiation). Each HSC can be either in a proliferating phase or in a quiescent phase (also
called G0-phase or resting phase). Proliferating cells are in the cell cycle where they are committed to divide
during mitosis at the end of this phase. After division, each cell gives birth to two daughter cells which enter
immediately the quiescent phase [8, 17]. Quiescent cells represent the main part of the HSC population (90%
of HSCs are in a quiescent compartment [8]).

It is believed that several hematological diseases are due to some abnormalities in the feedback loops between
circulation blood cells and HSC population (see [2, 5, 20, 21] and the references therein). Among a wide variety of
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disorders affecting blood cells, myeloproliferative diseases are of great interest. They are characterized by a group
of conditions that cause blood cells to grow abnormally. They include chronic myelogenous leukemia, a cancer
of white blood cells. Myeloproliferative disorders usually originate from the HSC compartment: an uncontrolled
proliferation in the HSC compartment can perturb the entire system and leads to a quick proliferation [33].

Mathematical modeling of HSC dynamics has been introduced to our best knowledge by Mackey [20], in 1978.
It is based on earlier works by Lajtha [17] and Burns and Tannock [8]. The model of Mackey is an uncoupled
system of two nonlinear delay differential equations which considers: proliferating and quiescent HSCs. The
delay describes the average cell cycle duration. The model of Mackey stressed the influence of some factors
such as the apoptotic rate and the introduction rate, the cell cycle duration, playing an important role in the
appearance of periodic solutions. Since then, Mackey’s model has been improved by many other authors (see
[1–6, 21, 24, 25] and the references therein).

Almost all of the previous works are based on delayed differential systems without space. They neglect the
effects of spatial structure on the cell population dynamics. However, we know that the diffusion of cells can
play an important role in determining collective behavior. The bone marrow environment plays an essential role
in the regulation of HSCs by providing specialized niches in which these cells are maintained [33]. In particular,
in many myeloproliferative disorders, the excessive proliferation of malignant HSCs changes normal spacial cell
distribution in the bone marrow. If proliferation of malignant HSCs is sufficiently fast, then the disease can
invade the whole bone marrow.

In this paper, we propose and analyze a mathematical model of HSC dynamics by taking into account the
spacial diffusion of HSCs in the bone marrow (considered as a bounded domain with homogeneous Dirichlet
boundary conditions). Only few models have been developed to study hematopoiesis with diffusion (for instance,
see [4, 7, 10, 18]). In [4, 18], the authors considered a model of HSC dynamics with diffusion in unbounded
domain. They showed the existence of traveling wave fronts with a minimal wave speed that coincides with the
asymptotic speed of spread for solutions. In [7], a multi-scale model of erythropoiesis (the part of hematopoiesis
that produces red blood cells) was introduced. It is based on ordinary differential equations (for intracellular
network that regulates the behavior of each cell), reaction–diffusion system (for extracellular proteins as growth
factors that act as signaling between cells) and individual based model (for the cell population). In [10], the
authors described the evolution of leukemic HSCs in the bone marrow with a reaction–diffusion–convection
system in porous medium.

In another side, there have been extensive investigations on nonlocal and time-delayed population models
in order to study the effects of spatial diffusion and time delay on the behavior of population (see Gourley
and Wu’s survey paper [13] and references therein). It is known that the stability analysis of the delayed
reaction–diffusion equations in a bounded domain can be obtained by analyzing the sign of the real part of
characteristic equation’s roots (see [34]) or by finding the principal eigenvalue (see [37]). In recent years, the
stability analysis and the existence of periodic solutions and their direction for delayed reaction–diffusion systems
have been widely studied by many authors such as in [9, 11, 15, 16, 19, 22, 23, 26–29, 31, 32, 35, 36, 38] where
in particular, Hopf bifurcations were proved to occur with Dirichlet or Neumann boundary conditions.

In the next section, we first propose the model for HSC dynamics which takes the form of an age-space-
structured system with diffusion in one dimensional bounded domain (with homogeneous Dirichlet boundary
conditions). We reduce the age-structured system to a time-delayed reaction–diffusion HSC model with nonlocal
spatial term. In Section 3, the existence and uniqueness of solutions for the reduced delayed reaction–diffusion
system are studied. Section 4 is devoted to the study of stability of the trivial steady state. By using a Lyapunov
functional, we give a condition for the trivial steady state to be globally asymptotically stable. In the case when
it is not globally stable, we prove its instability. In Section 5, we establish under additional conditions the
existence and uniqueness of a positive steady state. In Section 6, the uniform (strong) persistence of the system
when the trivial steady state is unstable is established. Some numerical simulations are also carried out to
illustrate our results.
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2. Biological background and the model

We investigate a nonlinear age-space-structured system. We will see that this system can be reduced by using
the method of characteristics to a reaction–diffusion system with a nonlocal spatial term and a time delay.

As mentioned before, the HSCs can be either quiescent (represented by the density n) or proliferating (repre-
sented by the density p). We consider structured variability in the both compartments at time t ≥ 0, age a ≥ 0
and position x ∈ Ω. The age represents the time spent by a cell in a compartment (quiescent or proliferating).
For the space, we take x in a bounded one dimensional domain (l1, l2). The diffusion rates of cells are denoted
d1, d2 > 0 for the quiescent and proliferating cells, respectively. The proliferating cells die by apoptosis with a
rate γ ≥ 0 and divide at age a = τ in two daughter cells, which enter directly the quiescent phase. The quiescent
cells can differentiate with a rate δ ≥ 0 or be introduced in the proliferating phase with a rate β (see [20]). We
assume that the rate β is continuously differentiable, positive, and depends upon the total density of resting
cells (see [20]), denoted by N(t, x), where

N(t, x) =

∫ +∞

0

n(t, x, a)da.

Moreover, β is supposed to be a decreasing function with lim
N→+∞

β(N) = 0.

Example 2.1. In previous works (see [20, 24, 25]), the authors considered β as a Hill function given by

β(N) =
β0θ

r

θr +Nr
, r > 1, (2.1)

where β0 ≥ 0 is the maximal rate of transition between quiescent phase and proliferating phase, θ is the value
for which β attains half of its maximum value, and r is the sensitivity of the rate of reintroduction. It describes
the reaction of β due to external stimuli, the action of a growth factor for example (some growth factors are
known to trigger the introduction of quiescent cells in the proliferating phase).

We describe the evolution of the HSC population by the following partial differential system, for t > 0 and
x ∈ (l1, l2),


∂n

∂t
+
∂n

∂a
= d1

∂2n

∂x2
− (δ + β(N(t, x)))n, a > 0,

∂p

∂t
+
∂p

∂a
= d2

∂2p

∂x2
− γp, 0 < a < τ,

(2.2)

where τ is the duration of the proliferating phase. This system is completed by age-boundary conditions, for
t > 0 and x ∈ (l1, l2),

{
n(t, x, 0) = 2p(t, x, τ),

p(t, x, 0) = β(N(t, x))N(t, x),
(2.3)

and initial conditions, for x ∈ (l1, l2),

{
n(0, x, a) = n0(x, a), a > 0,

p(0, x, a) = p0(x, a), 0 < a < τ.
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We also consider the homogeneous Dirichlet boundary conditions, for t > 0,{
n (t, l1, a) = n (t, l2, a) = 0, a > 0,

p (t, l1, a) = p (t, l2, a) = 0, 0 < a < τ.

The first equation of (2.3) describes the new quiescent cells and the coefficient 2 represents the division of each
mother cell. The second equation is the flux of cells from quiescent phase to the proliferating one with a rate β
over all age a ∈ [0,+∞). The model is completed by the following reasonable condition:

lim
a→+∞

n(t, x, a) = 0, t > 0, x ∈ (l1, l2).

Without loss of generality, we use the following change of variables x 7→ π(x− l1)/(l2 − l1). Then, the domain
becomes (0, π) and the rates of diffusion become d1(π/(l2 − l1))2 and d2(π/(l2 − l1))2 (we denote them again
d1 and d2). Moreover, the null Dirichlet boundary conditions are now imposed for x = 0 and x = π.

We reduce the system (2.2) by integrating the first equation over the age variable and by using the method
of characteristics for the second equation. We obtain

∂N(t, x)

∂t
= d1

∂2N(t, x)

∂x2
− (δ + β(N(t, x)))N(t, x) + 2p(t, x, τ). (2.4)

We can solve the second equation of (2.2). Then, the expression of p is given explicitly by

p(t, x, τ) =


e−γt

∫ π

0

Γ2(t, x, s)p(0, s, τ − t)ds, (t, x) ∈ [0, τ ]× [0, π],

e−γτ
∫ π

0

Γ2(τ, x, s)p(t− τ, s, 0)ds, (t, x) ∈ (τ,+∞)× [0, π],

where Γ2 is the Green’s function associated to d2∆ with Dirichlet boundary conditions. It is given by the
following expression:

Γ2(t, x, s) =
2

π

+∞∑
k=1

e−k
2d2t sin(ks) sin(kx). (2.5)

For d2 > 0, the function Γ2 satisfies the following estimation (the proof is established in [14])

0 < Γ2(τ, x, s) <
1

π

(
2

ed2τ − 1

)
, for all x, s ∈ (0, π). (2.6)

We are interested in the long time behavior, so we can suppose t > τ . The case where t ∈ [0, τ ] can be treated
to get an initial condition on an interval of length τ . Then, a translation in time allows us to define a function φ
such that N(θ, x) = φ(θ, x) for θ ∈ [−τ, 0] and x ∈ [0, π]. Finally, we obtain the following system, for x ∈ (0, π),

∂N(t, x)

∂t
= d1

∂2N(t, x)

∂x2
− (δ + β(N(t, x)))N(t, x)

+2e−γτ
∫ π

0

Γ2(τ, x, s)β(N(t− τ, s))N(t− τ, s)ds, t > 0,

N (t, 0) = N (t, π) = 0, t > 0,

N(t, x) = φ(t, x), t ∈ [−τ, 0].

(2.7)
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The existence and uniqueness of solutions for (2.7) is given in the next section by using the theory of abstract
functional differential equations (see [34]). First, we establish the positivity of the solutions of (2.7).

Theorem 2.2. Let φ(θ, x), for (θ, x) ∈ [−τ, 0]× [0, π], be a nonnegative initial condition of (2.7) and N(t, x)
be the corresponding solution. Then, N is nonnegative.

Proof. We have N(θ, x) ≥ 0 for (θ, x) ∈ [−τ, 0]× [0, π]. We assume that [0, b) is the interval of existence of N
for some b > 0. We proceed by steps on

[0, b) = [0, τ) ∪ [τ, 2τ) ∪ · · · ∪ [nτ, b),

where n = bb/τc is the integer part of b/τ . Let take t ∈ [0, τ), which implies that t − τ ∈ [−τ, 0). Then,
N(t− τ, x) = φ(t− τ, x) and the equation (2.7) becomes

∂N(t, x)

∂t
− d1

∂2N(t, x)

∂x2
+ (δ + β(N(t, x)))N(t, x)

= 2e−γτ
∫ π

0

Γ2(τ, x, s)β(φ(t− τ, s))φ(t− τ, s)ds ≥ 0.

We put U(t, x) = e−%tN(t, x) and f(t, x) = δ + β(N(t, x)) + %, for % > 0. So, the above equation deals to
∂U(t, x)

dt
− d1

∂2U(t, x)

∂x2
+ f(t, x)U(t, x) ≥ 0, (t, x) ∈ [0, τ)× [0, π],

U(0, x) = φ(0, x) ≥ 0, x ∈ [0, π].

Using the boundedness of β and taking % > 0 so large to ensure the positivity of f(t, x) ≥ 0, the maximum
principle implies that U(t, x) ≥ 0 for (t, x) ∈ [0, τ)× [0, π]. That means N(t, x) ≥ 0 for (t, x) ∈ [0, τ)× [0, π]. We
repeat the same argument in [kτ, (k + 1)τ), for k = 1, 2, . . . , n. Then, we obtain

N(t, x) ≥ 0, (t, x) ∈ [0, b)× [0, π].

The proof is completed.

Remark 2.3. If the initial condition is continuous and satisfies φ(θ, x) > 0, for all θ ∈ [−τ, 0] and some
x ∈ (0, π), then N is positive. This can be seen from the strict inequality in the proof of Theorem 2.2.

3. Existence and uniqueness of solutions

The existence and uniqueness of solutions for time-delayed reaction–diffusion equations are usually established
using the theory of functional differential equations. The results obtained in this section are known in the
literature (see [34]).

Consider X = C([0, π],R) the space of continuous functions with the classical supremum norm ‖u‖X =
maxs∈[0,π] |u(s)| and the positive cone X+ = {u ∈ X : u(x) ≥ 0, x ∈ [0, π]}. We have X as an ordered Banach
space with respect to the cone X+. It is well known that the differential operator A := d1∆ with the domain
D(∆) =

{
v ∈ C2([0, π],R); v(0) = v(π) = 0

}
generates a C0-semigroup (T (t))t≥0 on X, which is also analytic

(see [34]). The standard parabolic maximum principle (see Corollary 7.2.3 of [26]) implies that the semigroup
T (t) : X→ X is strongly positive. That is to say T (t)(X+ \ {0}) ⊂ Int(X+), t > 0, where Int(X+) is the interior
of X+.

Let Y = C([−τ, 0],X) and Y+ = C([−τ, 0],X+). We can identify an element u ∈ Y as a function from [−τ, 0]×
[0, π] into R by u(θ)(x) = u(θ, x). For a continuous function u : [−τ, b)→ X, with b > 0 and t ∈ [0, b) we define
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ut ∈ Y by ut(θ) = u(t+ θ), θ ∈ [−τ, 0]. We consider the function F : Y+ → X defined, for φ ∈ Y+ and x ∈ [0, π],
by

F (φ)(x) = −(δ + β(φ(0)(x)))φ(0)(x) + 2e−γτ
∫ π

0

Γ2(τ, x, s)β(φ(−τ)(s))φ(−τ)(s)ds.

We write the system (2.7) in an abstract form

{
du(t)

dt
= Au(t) + F (ut), t > 0,

u0 = φ ∈ Y+.
(3.1)

An integral representation of this system, for t > 0, is

u(t) = T (t)φ(0) +

∫ t

0

T (t− s)F (us)ds, (3.2)

with u(t) = φ(t), for t ∈ [−τ, 0]. The solutions of (3.2) are called mild (or integral) solutions of (3.1). We define
the distance between an element u ∈ X and a set A ⊂ X by

dist(u,A) = inf{‖u− ζ‖X : ζ ∈ A}.

We have, for all φ ∈ Y+,

lim
h→0+

dist(φ(0) + hF (φ),X+) = 0.

Moreover, T (t) : X+ → X+. Then, we conclude from [34] the following result.

Theorem 3.1. Let φ ∈ Y+. Then, equation (2.7) has a unique mild solution N ∈ X+ defined on an interval
[−τ, b), with b > 0. Moreover, it is classical (strong) solution for t > τ .

Proof. Consequence of Corollary 1.3, page 270 and Corollary 2.2.5, page 50 of [34] (see also Prop. 3 and Rem.
2.4 of [22]).

The global existence of solution of system (2.7) can be easily proven by the comparison with a linear problem
and by the fact that the function N 7→ β(N) is monotone decreasing.

4. Instability and global attractivity of the trivial steady
state

In this section, our main result concerns the stability of the trivial steady state. We start by giving a necessary
condition for its instability. We consider the linearization of system (2.7) around the trivial steady state



∂N(t, x)

∂t
= d1

∂2N(t, x)

∂x2
− (δ + β(0))N(t, x)

+2e−γτβ(0)

∫ π

0

Γ2(τ, x, s)N(t− τ, s)ds,

N (t, 0) = N (t, π) = 0.

(4.1)
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The corresponding nonlocal eigenvalue problem is given (see [37], p. 223) by
λv(x) = d1

d2v(x)

dx2
− (δ + β(0)) v(x)

+2e−γτβ(0)

∫ π

0

Γ2(τ, x, s)v(s)ds · e−λτ , x ∈ (0, π),

v(0) = v(π) = 0.

(4.2)

As 2e−γτβ(0) > 0, it follows from [37], Theorem 9.2.1, that problem (4.2) has a principal eigenvalue that has
the same sign as the principal eigenvalue of the problem

λv(x) = d1
d2v(x)

dx2
− (δ + β(0)) v(x)

+2e−γτβ(0)

∫ π

0

Γ2(τ, x, s)v(s)ds, x ∈ (0, π),

v(0) = v(π) = 0.

(4.3)

One can remark that ∫ π

0

Γ2(t, x, s) sin(s)ds = e−d2t sin(x), x ∈ (0, π), t > 0.

Then, the principal eigenvalue of (4.3) is

λ0 = −d1 − δ − β(0) + 2e−γτ−d2τβ(0) ∈ R,

and it is associated to a strictly positive eigenvector

v(x) = sinx, x ∈ (0, π).

Then, following the sign of λ0, we have the local asymptotic stability and the instability of the trivial steady
state. More precisely we have the following result:

Proposition 4.1. 1. Assume that

d1 + δ + β(0) > 2e−γτ−d2τβ(0). (4.4)

Then, the zero steady state of (2.7) is locally asymptotically stable.
2. Assume that

d1 + δ + β(0) < 2e−γτ−d2τβ(0). (4.5)

Then, it is unstable.

In fact, under the condition (4.4), we have the global asymptotic stability of the trivial steady state. This
result is given by the following theorem.

Theorem 4.2. Assume that the condition (4.4) is satisfied. Then, the zero steady state of (2.7) is global
asymptotic stable.
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Proof. We define a distance function in X (see [30])

d (u,w) :=

∫ π

0

v(x) |u(x)− w(x)|dx, u, w ∈ X,

where v(x) = sin(x), x ∈ (0, π). We proceed to construct a Lyapunov functional, V : Y+ → R+, along the
solutions of (2.7),

V (Nt) :=

∫ π

0

v(x)

(
N(t, x) +

∫ t

t−τ
2e−γτ

∫ π

0

Γ2(τ, x, s)β(N(u, s))N(u, s)dsdu

)
dx.

Since v(x) = sin(x) > 0 on (0, π), V is nonnegative, and V (ϕ) = 0, ϕ ∈ Y+ if and only if ϕ ≡ 0. Furthermore,
for Nt ∈ Y+,

V (Nt) ≥
∫ π

0

v(x)N(t, x)dx = d (N(t, ·), 0). (4.6)

Then, along the solution trajectory, we have

V̇ (Nt) =

∫ π

0

v(x)

(
∂N(t, x)

∂t
+ 2e−γτ

∫ π

0

Γ2(τ, x, s)β(N(t, s))N(t, s)ds

−2e−γτ
∫ π

0

Γ2(τ, x, s)β(N(t− τ, s))N(t− τ, s)ds
)

dx,

=

∫ π

0

v(x)

(
d1
∂2N(t, x)

∂x2
− (δ + β(N(t, x)))N(t, x)

+2e−γτ
∫ π

0

Γ2(τ, x, s)β(N(t, s))N(t, s)ds

)
dx. (4.7)

Using the integration by parts formula, we have

∫ π

0

v(x)
∂2N(t, x)

∂x2
dx =

[
v(x)

∂N(t, x)

∂x

]π
0

−
∫ π

0

dv(x)

dx

∂N(t, x)

∂x
dx,

=−
([

dv(x)

dx
N(t, x)

]π
0

−
∫ π

0

d2v(x)

dx2
N(t, x)dx

)
,

=

∫ π

0

d2v(x)

dx2
N(t, x)dx. (4.8)

So, using (4.3), we obtain

∫ π

0

v(x)d1
∂2N(t, x)

∂x2
dx =

∫ π

0

[λ0v(x) + (δ + β(0)) v(x)

− 2e−γτβ(0)

∫ π

0

Γ2(τ, x, s)v(s)ds]N(t, x)dx,

=
(
λ0 + δ + β(0)− 2e−γτ−d2τβ(0)

) ∫ π

0

v(x)N(t, x)dx. (4.9)
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On the other hand, recalling that for s, x ∈ (0, π),

Γ2(τ, x, s) =
2

π

+∞∑
k=1

e−k
2d2τ sin(ks) sin(kx) = Γ2(τ, s, x).

Then, by changing the order of integration we obtain∫ π

0

v(x)

∫ π

0

Γ2(τ, x, s)β(N(t, s))N(t, s)dsdx

=

∫ π

0

β(N(t, s))N(t, s)

∫ π

0

Γ2(τ, s, x)v(x)dx ds,

=

∫ π

0

e−d2τβ(N(t, s))N(t, s)v(s)ds. (4.10)

Hence, substituting (4.9) and (4.10) into (4.7), we get

V̇ (Nt) =

∫ π

0

v(x)N(t, x)
[
λ0 + δ + β(0)− 2e−γτ−d2τβ(0)

−(δ + β(N(t, x))) + 2e−γτ−d2τβ(N(t, x))
]

dx,

=

∫ π

0

v(x)N(t, x)
[
λ0 + (1− 2e−γτ−d2τ )(β(0)− β(N(t, x)))

]
dx.

Note that β(0)− β(N(t, x)) ≥ 0 since β(N) is a decreasing function. We consider two cases:

1. If 1− 2e−γτ−d2τ ≤ 0, then we have

V̇ (Nt) ≤ λ0

∫ π

0

v(x)N(t, x)dx ≤ 0,

since λ0 = −d1 − δ − β(0) + 2e−γτ−d2τβ(0) < 0 under (4.4).
2. If 1− 2e−γτ−d2τ > 0, then we have

V̇ (Nt) ≤
∫ π

0

v(x)N(t, x)
(
λ0 + (1− 2e−γτ−d2τ )β(0)

)
dx,

=− (d1 + δ)

∫ π

0

v(x)N(t, x)dx ≤ 0.

Consequently, we get

V̇ (Nt) ≤ −δd(N(t, ·), 0) ≤ 0,

where δ := min{−λ0, d1 + δ} > 0. Now, we define the notations γ(φ) := ∪t≥0 {N(t, ·) ∈ X+} to denote the
positive orbit of (2.7) corresponding to the initial condition φ ∈ Y+ and Br(u) := {w ∈ X : d(w, u) < r} to
denote the open ball in X centered at u with radius r > 0. From above, we see that V is a Lyapunov function.
Then, from ([30], Thm. 1.1 in Chap. IV), we have

V (Nt) ≤ V (φ) +

∫ t

0

V̇ (Ns)ds, t > 0. (4.11)
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Figure 1. The global asymptotic stability of the trivial steady state of (2.7) is shown in this
figure with β a Hill function (2.1). The parameters are : δ = 0.05, β0 = 1.77, θ = 1, γ = 0.2,
τ = 4, r = 5, d1 = 0.1 and d2 = 0.1. The initial condition is N(θ, x) = (1 − cos(2x))/2, for
x ∈ (0, π) and θ ∈ [−τ, 0].

Since V is nonincreasing, we see that V (Nt)→ infs≥0 V (Ns) =: α ∈ R+ as t→ +∞. Suppose by contradiction
that α > 0. In this case, we have that γ(φ) ∩ ∪t≥0 {N(t, ·) ∈ X+ : V (Nt) < α} is empty. From the continuity of
V , we see that there exists a sufficiently small ν > 0 such that γ(φ) ∩ Bν(0) is empty. Then, from (4.11), we
have

0 ≤ V (Nt) ≤ V (φ)−
∫ t

0

δd(N(s, ·), 0)ds ≤ V (φ)− δνt→ −∞ as t→ +∞,

which is a contradiction. Therefore, α = 0. It follows from (4.6) that

d(N(t, ·), 0)→ 0 as t→ +∞.

This implies the global asymptotic stability of the trivial steady state (Fig. 1).

5. Existence and uniqueness of positive steady state

The positive steady states of the partial differential equation (2.7) are the positive solutions which are
stationary in time. They can be non-uniformly in space. Such solutions play an important role in the study of
the dynamics of reaction–diffusion equations arising from biology. The local or global convergence of solutions
to a positive steady state requires first the existence of this steady state. A positive steady state, denoted by
N(x), is a solution of the following stationary problem:


−d1

d2N(x)

dx2
= −(δ + β(N(x)))N(x)

+2e−γτ
∫ π

0

Γ2(τ, x, s)β(N(s))N(s)ds, x ∈ (0, π),

N (0) = N (π) = 0.

(5.1)
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Our approach is based on the monotone iteration technique, where sub- and super-solutions are founded. Let

H(N)(x) := d1
d2N(x)

dx2
− (δ + β (N(x)))N(x) + 2e−γτ

∫ π

0

Γ2(τ, x, s)β(N(s))N(s)ds.

Then, we look for a function x 7→ N(x) which satisfies H(N)(x) = 0. We define a sub-solution x 7→ N(x) and
a super-solution x 7→ N(x) by

H(N)(x) ≥ 0, (5.2)

H(N)(x) ≤ 0, (5.3)

0 < N(x) ≤ N(x) on x ∈ (0, π), (5.4)

N(0) = N(π) = N(0) = N(π) = 0. (5.5)

Recall that v(x) = sin(x) is an eigenvector corresponding to the principal eigenvalue λ0 = −d1 − δ − β(0) +
2e−γτ−d2τβ(0) of (4.3). For the proof of existence of a positive stationary solution, we need the following
additional conditions:

β? := sup
s≥0

[β(s)s] < +∞, (5.6)

and

β? := inf
s≥0

[β(s)s]
′
> −∞. (5.7)

The conditions (5.6) and (5.7) are always satisfied in the case of β a Hill function (2.1) (see Fig. 2). We state
the following lemma.

Theorem 5.1. Assume that (5.6) holds and

d1 + δ + β(0) < 2e−γτ−d2τβ(0). (5.8)

Then, for sufficiently small ε > 0 and large M > 0 (M > ε), we have

N(x) := εv(x) and N(x) := Mv(x), (5.9)

with v(x) = sin(x), x ∈ (0, π), as sub-solution and super-solution of (5.1).

Proof. We have λ0 > 0 and v(x) = sin(x). It is easy to see that N(x) and N(x) satisfy (5.4) and (5.5). Moreover,
we have

H(N)(x) = H(εv)(x)

= d1
d2(εv(x))

dx2
− (δ + β (εv(x))) εv(x) + 2e−γτ

∫ π

0

Γ2(τ, x, s)β(εv(s))εv(s)ds,

= ε

[
d1

d2v(x)

dx2
− (δ + β (εv(x))) v(x) + 2e−γτ

∫ π

0

Γ2(τ, x, s)β(εv(s))v(s)ds

]
,

= ε

[
d1

d2v(x)

dx2
− (δ + β (0)) v(x) + 2e−γτβ(0)

∫ π

0

Γ2(τ, x, s)v(s)ds
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Figure 2. The Hill function N 7→ β(N) (see (2.1)), the function N 7→ β(N)N with the max-
imum β? at smax := θ/(r − 1)1/r and the function N 7→ (β(N)N)

′
with the minimum β? at

smin = [(r + 1)θr/(r − 1)]1/r are plotted with the parameters r = 5, θ = 1 and β0 = 1.77.

+ (β(0)− β(εv(x))) v(x) + 2e−γτ
∫ π

0

Γ2(τ, x, s) (β(εv(s))− β(0)) v(s)ds

]
,

= ε

[
λ0v(x) + (β(0)− β(εv(x))) v(x)

+ 2e−γτ
∫ π

0

Γ2(τ, x, s) (β(εv(s))− β(0)) v(s)ds

]
. (5.10)

It is known that ∫ π

0

Γ2(τ, x, s)v(s)ds = e−d2τv(x).

Using the fact that β is a monotone decreasing function, we have from (5.10) that

H(N)(x) ≥ ε

[
λ0v(x) + 2e−γτ (β(ε)− β(0))

∫ π

0

Γ2(τ, x, s)v(s)ds

]
,

= ε
[
λ0 + 2e−γτ−d2τ (β(ε)− β(0))

]
v(x).

Since λ0 > 0, it follows from the continuity of β that the inequality (5.2) holds for a sufficiently small ε > 0.
In another side, we have

v′′(x) = − sin(x) = −v(x), x ∈ (0, π).
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Then,

H(N)(x) = H(Mv)(x),

= d1
d2(Mv(x))

dx2
− (δ + β (Mv(x)))Mv(x)

+ 2e−γτ
∫ π

0

Γ2(τ, x, s)β(Mv(s))Mv(s)ds,

= M

[
d1

d2v(x)

dx2
− (δ + β (Mv(x))) v(x)

+ 2e−γτ
∫ π

0

Γ2(τ, x, s)β(Mv(s))v(s)ds

]
,

= M

[
−d1v(x)− δv(x)− β(Mv(x))v(x)

+ 2e−γτ
∫ π

0

Γ2(τ, x, s)β(Mv(s))v(s)ds

]
. (5.11)

We need the following equality, for x ∈ R,

sin(kx) = sin(x)fk(x), k = 1, 2, . . . ,

where

fk(x) :=


1, k = 1,

2 cos(x), k = 2,

2 cosk−1(x) +

k−1∑
`=2

cos(`x) cosk−1−`(x), k = 3, 4, . . . .

Furthermore, we have∫ π

0

Γ2(τ, x, s)β(Mv(s))v(s)ds =
1

M

∫ π

0

Γ2(τ, x, s)β(Mv(s))Mv(s)ds,

≤β
?

M

∫ π

0

Γ2(τ, x, s)ds,

=
2β?

πM

∫ π

0

+∞∑
k=1

sin(ks) sin(kx)e−k
2d2τds,

=
2β?

πM

+∞∑
k=1

sin(kx)e−k
2d2τ

∫ π

0

sin(ks)ds,

=
4β?

πM

+∞∑
k=1

sin(2k − 1)x
e−(2k−1)

2d2τ

2k − 1
,

=
4β?

πM
sin(x)

+∞∑
k=1

f2k−1(x)
e−(2k−1)

2d2τ

2k − 1
,
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where

f2k−1(x) := 2 cos2k−2(x) +

2k−2∑
`=2

cos(`x) cos2k−2−`(x) ≤ 2 +

2k−2∑
`=2

1 = 2k − 1.

This leads to the following estimation:

H(N)(x) ≤M

[
−d1 − δ − β(Mv(x)) +

8β?e−γτ

πM

+∞∑
k=1

e−(2k−1)
2d2τ

]
v(x).

Hence, we obtain H(N)(x) ≤ 0 for sufficiently large M > 0. Consequently, N(x) and N(x) as defined in (5.9),
are sub-solution and super-solution, respectively.

We are going now to prove the existence of positive solution N(x) of the stationary problem (5.1). We will
use the previous theorem. We can remark that for β? ≥ 0, where β? is given by (5.7), we have [β(s)s]′ ≥ 0 for
all s ≥ 0 (monotone case), and for β? < 0 the expression s 7→ [β(s)s]′ changes the sign over the interval [0,+∞)
(non-monotone case). We put

µ := min{0, β?} ≤ 0. (5.12)

Then, the stationary problem (5.1) is equivalent to the following system:
−d1

d2N(x)

dx2
+ (δ + β(0))N(x)− 2µe−γτ

∫ π

0

Γ2(τ, x, s)N(s)ds

= (β(0)− β(N(x)))N(x) + 2e−γτ
∫ π

0

Γ2(τ, x, s)h(N(s))ds,

N (0) = N (π) = 0,

where

h(N) := β(N)N − µN, N ∈ [0,+∞).

This transformation leads to have h′(N) ≥ 0 for all N ≥ 0. We consider the following differential operator:

L : u ∈ C2(0, π) ∩ C[0, π] 7→ Lu = −d1
d2u

dx2
+ b1u ∈ C[0, π],

with d1, b1 > 0 and we define K : C[0, π]→ C2(0, π) ∩ C[0, π] by

(Ku)(x) = b2

∫ π

0

Γ2(τ, x, s)u(s)ds,

with b2 ≥ 0. The following lemma was proved in [14].

Lemma 5.2. If

4b2
π(d1 + b1)

1

ed2τ − 1
< 1, (5.13)
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and

8b2 sinh4

(√
b1π

2
√
d1

)
πd1(ed2τ − 1)

(√
b1√
d1

)3

sinh

(√
b1π√
d1

) < 1, (5.14)

hold simultaneously, then (L+K)−1 is positive.

Remark 5.3. If µ = 0, then L+K = L and clearly L−1 exists and is positive [14].

Using the last lemma, we prove the following proposition:

Proposition 5.4. Let b1 = δ + β(0) and b2 = −2µe−γτ . Assume that (5.6), (5.7), (5.13) and (5.14) hold, and
the inequality (5.8):

d1 + δ + β(0) < 2e−γτ−d2τβ(0).

Then, there exists a positive stationary solution N(x) of problem (5.1).

Proof. From Theorem 5.1, the functions N(x) and N(x) defined in (5.9) are sub-solution and super-solution,
respectively. Let consider the operators L and K defined as before with b1 = δ + β(0) and b2 = −2µe−γτ . We
define the nonlinear operator P : C[0, π]→ C2(0, π) ∩ C[0, π] by

(Pu)(x) = (L+K)−1
(

(β(0)− β(u))u+ 2e−γτ
∫ π

0

Γ2(τ, x, s)h(u(s))ds

)
.

Recall that u 7→ β(u) is a decreasing function for u ≥ 0. So, u 7→ (β(0) − β(u))u is an increasing function for
u ≥ 0. Furthermore, u 7→ h(u) is also an increasing function for u ≥ 0. We know also from (2.6) that Γ2 is
positive. Then, we can say that the operator Q : C[0, π]→ C[0, π] given by

(Qu)(x) = (β(0)− β(u))u+ 2e−γτ
∫ π

0

Γ2(τ, x, s)h(u(s))ds,

is positive and strongly monotone. Moreover, (L+K)−1 is positive (see Lem. 5.2). This implies that P is positive
and strongly monotone. Let denote by K̂, the constant function on [0, π] taking the constant value K. Then, P
is strongly increasing on the interval [0̂, M̂ ], where M is given by Theorem 5.1. By using a standard argument of
sub- and super-solutions (see [23]) and Theorem 5.1, we conclude that there exists a positive stationary solution
N?(x) of problem (5.1), which satisfies

0 < N(x) ≤ N?(x) ≤ N(x), for all (0, π).

Remark 5.5. The conditions (5.13) and (5.14) can hold simultaneously. Indeed, for the Hill function β given
by (2.1), the only parameter in (5.13) and (5.14) that depends on the sensitivity r is µ and we can see that
lim
r→1+

µ(r) = 0. Consequently, (5.13) and (5.14) hold simultaneously for r near 1, from above.

Let now prove that no positive solution of (5.1) exists beyond N and then all the solutions are in the interval
[0, N ].
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Theorem 5.6. Suppose that the assumptions of Theorem 5.1 hold. Then, the problem (5.1) has no positive
solution beyond the super-solution x 7→ N(x).

Proof. Because ε > 0 is arbitrary (see Thm. 5.1), we know that (5.1) has a positive solution in the order interval
[0, N ]. Let prove that no positive solution exists beyond N . Assume by contradiction that a positive solution N
of (5.1) exists with

max
s∈[0,π]

N(s) > N(x) = M sin(x), x ∈ (0, π).

So, there exists x0 ∈ (0, π) such that N(x0) = maxx∈[0,π]N(x). Obviously, we can choose a large M to have

Mδ sin(x0)− 2e−γτβ?
∫ π

0

Γ2(τ, x0, s)ds > 0.

Then, by using the hypothesis (5.6), we obtain

−d1
d2N(x0)

dx2
+ (δ + β(N(x0)))N(x0)− 2e−γτ

∫ π

0

Γ2(τ, x0, s)β(N(s))N(s)ds

> Mδ sin(x0)− 2e−γτβ?
∫ π

0

Γ2(τ, x0, s)ds > 0.

This leads to a contradiction.

For the uniqueness of the stationary solution of problem (5.1), we make the following additional assumption.

u 7→
[
(2e−γτ−d2τ − 1)β(u)− (d1 + δ)

]
u is nondecreasing for u ≥ 0. (5.15)

Under the assumption (5.15), we prove the following theorem on the uniqueness of the stationary solution.

Theorem 5.7. Suppose that the assumptions of Theorem 5.1 and (5.15) hold. Then, problem (5.1) has at most
one positive stationary solution.

Proof. Suppose that there exist two nonnegative stationary solutions N1(x) and N2(x) for problem (5.1). From
Theorem 5.1, we have that εv(x) = N(x) ≤ N1(x), N2(x) ≤ N(x) = Mv(x) for all x ∈ [0, π]. Hence, we obtain

N1(x) ≥ εv(x) =
ε

M
Mv(x) ≥ ε

M
N2(x), x ∈ [0, π]. (5.16)

Let ξ := sup {c ∈ R+ | N1(x) ≥ cN2(x), for all x ∈ [0, π]}. From (5.16), we see that ξ > 0. Suppose that
ξ ∈ (0, 1) and find a contradiction. Recall that v(x) = sin(x) and the inequality (4.8). Then,∫ π

0

v(x)d1
d2N1(x)

dx2
dx =

∫ π

0

d1
d2v(x)

dx2
N1(x)dx = −

∫ π

0

v(x)d1N1(x)dx.

Hence, we have from (5.1) and (5.15) that

0 =

∫ π

0

v(x)

[
d1

d2N1(x)

dx2
− (δ + β(N1(x)))N1(x)

+2e−γτ
∫ π

0

Γ2(τ, x, s)β(N1(s))N1(s)ds

]
dx,



DELAYED NONLOCAL REACTION–DIFFUSION MODEL FOR HSCS 17

=

∫ π

0

v(x)
[
− (d1 + δ + β(N1(x)))N1(x) + 2e−γτ−d2τβ(N1(x))N1(x)

]
dx,

=

∫ π

0

v(x)
[(

2e−γτ−d2τ − 1
)
β(N1(x))− (d1 + δ)

]
N1(x)dx,

≥
∫ π

0

v(x)
[(

2e−γτ−d2τ − 1
)
β(ξN2(x))− (d1 + δ)

]
ξN2(x)dx.

From (5.8), it follows that 2e−γτ−d2τ − 1 > 0. Hence, we obtain

0 >

∫ π

0

v(x)
[(

2e−γτ−d2τ − 1
)
β(N2(x))− (d1 + δ)

]
ξN2(x)dx,

= ξ

∫ π

0

v(x)

[
d1

d2N2(x)

dx2
− (δ + β(N2(x)))N2(x)

+2e−γτ
∫ π

0

Γ2(τ, x, s)β(N2(s))N2(s)ds

]
dx,

= ξ · 0 = 0.

This gives a contradiction. Hence, ξ ≥ 1 and thus, N1(x) ≥ ξN2(x) ≥ N2(x), for all x ∈ [0, π]. Similarly, by
exchanging the roles of N1(x) and N2(x), we can show that N2(x) ≥ N1(x), for all x ∈ [0, π]. Consequently,
N1(x) = N2(x), for all x ∈ [0, π]. The proof is complete.

6. Uniform persistence

We prove the uniform persistence of the delayed reaction–diffusion equation (2.7) under the condition (5.8)
(see [12]):

d1 + δ + β(0) < 2e−γτ−d2τβ(0).

Let D0 := {φ ∈ Y+ : φ(·)(x) > 0, for some x ∈ (0, π)}. The uniform (strong) persistence in D0 means that there
exists a positive constant ε > 0 such that

lim inf
t→+∞

‖N(t, ·)‖X ≥ ε,

for any initial condition φ ∈ D0. We first prove the following lemma (Figs. 3 and 4):

Lemma 6.1. Suppose that (5.8) holds. Then, the reaction–diffusion system (2.7) is uniformly weakly persistent
in D0, that is, there exists a positive constant ε > 0 such that

lim sup
t→+∞

‖N(t, ·)‖X ≥ ε, (6.1)

for any initial condition φ ∈ D0.

Proof. From (5.8), we have

2β(0)e−γτ−d2τ

d1 + δ + β(0)
> 1.
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Figure 3. The positive stationary solution is drawn when it is stable. The function β is taken
as a Hill function. The parameters are : δ = 0.05, β0 = 1.77, θ = 1, γ = 0.2, τ = 0.5, r = 5,
d1 = 0.1 and d2 = 0.1. The initial conditions are N(θ, x) = (1 − cos(2x))/2 in the left and
N(θ, x) = 1− cos(4x) in the right for x ∈ [0, π] and θ ∈ [−τ, 0].

Figure 4. A special case is carried out to show by simulations that a possible Hopf bifurcation
can occur. Clearly the solutions oscillate periodically around the positive nonuniform stationary
solution. The function β is taken as a Hill function. The parameters are : δ = 0.05, β0 = 1.77,
θ = 1, γ = 0.2, τ = 1.7, r = 5, d1 = 0.1 and d2 = 0.1. The initial conditions are N(θ, x) =
(1− cos(2x))/2 in the left and N(θ, x) = 1− cos(4x) in the right, for x ∈ [0, π] and θ ∈ [−τ, 0].

Hence, from the continuity, there exist sufficiently small ε > 0 such that

Rε,λ :=
2β(ε)e−γτ−d2τ

λ+ d1 + δ + β(0)
> 1, for λ > 0.
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Suppose that (6.1) does not hold. Then, there exists a sufficiently large T > 0 such that

N(t, x) < ε, for all t ≥ T and x ∈ [0, π].

In what follows, without loss of generality, we can assume that T = 0 since we can choose NT (θ)(x) := N(T +
θ, x), θ ∈ [−τ, 0], as the new initial condition in D0. Let t ≥ τ . As β is a decreasing function, we have from (2.7)

∂N(t, x)

∂t
≥ d1

∂2N(t, x)

∂x2
− (δ + β(0))N(t, x)

+2e−γτ
∫ π

0

Γ2(τ, x, s)β(N(t− τ, s))N(t− τ, s)ds. (6.2)

Hence, from the comparison principle, we obtain

N(t, x) ≥N(τ, x)e−(δ+β(0))(t−τ) +

∫ t

τ

e−(δ+β(0))(t−u)
[
d1
∂2N(u, x)

∂x2

+2e−γτ
∫ π

0

Γ2(τ, x, y)β(N(u− τ, y))N(u− τ, y)dy

]
du,

≥
∫ t

τ

e−(δ+β(0))(t−u)
[
d1
∂2N(u, x)

∂x2

+2e−γτ
∫ π

0

Γ2(τ, x, y)β(N(u− τ, y))N(u− τ, y)dy

]
du,

≥
∫ t−τ

0

e−(δ+β(0))(t−τ−σ)
[
d1
∂2N(σ + τ, x)

∂x2

+2β(ε)e−γτ
∫ π

0

Γ2(τ, x, y)N(σ, y)dy

]
dσ.

Hence, by changing t→ t+ τ , we get

N(t+ τ, x) ≥
∫ t

0

e−(δ+β(0))(t−σ)
[
d1
∂2N(σ + τ, x)

∂x2
+ 2β(ε)e−γτ

∫ π

0

Γ2(τ, x, y)N(σ, y)dy

]
dσ.

Multiplying by v(x) = sin(x) in both sides and integrating, we have

∫ π

0

v(x)N(t+ τ, x)dx ≥
∫ π

0

v(x)

∫ t

0

e−(δ+β(0))(t−σ)
[
d1
∂2N(σ + τ, x)

∂x2

+2β(ε)e−γτ
∫ π

0

Γ2(τ, x, y)N(σ, y)dy

]
dσ dx,

=

∫ π

0

v(x)

∫ t

0

e−(δ+β(0))(t−σ)
[
−d1N(σ + τ, x) + 2β(ε)e−γτ−d2τN(σ, x)

]
dσ dx.
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Taking the Laplace transform of both sides for λ > 0, we obtain∫ +∞

0

e−λt
∫ π

0

v(x)N(t+ τ, x)dxdt

≥ −d1
∫ +∞

0

e−λt
∫ π

0

v(x)

∫ t

0

e−(δ+β(0))(t−σ)N(σ + τ, x)dσ dx dt

+ 2β(ε)e−γτ−d2τ
∫ +∞

0

e−λt
∫ π

0

v(x)

∫ t

0

e−(δ+β(0))(t−σ)N(σ, x)dσ dxdt,

= − d1
λ+ δ + β(0)

∫ +∞

0

e−λt
∫ π

0

v(x)N(t+ τ, x)dxdt

+
2β(ε)e−γτ−d2τ

λ+ δ + β(0)

∫ +∞

0

e−λt
∫ π

0

v(x)N(t, x)dx dt.

Hence, we have ∫ +∞

0

e−λt
∫ π

0

v(x)N(t, x)dxdt

≤ λ+ d1 + δ + β(0)

2β(ε)e−γτ−d2τ

∫ +∞

0

e−λt
∫ π

0

v(x)N(t+ τ, x)dx dt,

=
1

Rε,λ

∫ +∞

0

e−λt
∫ π

0

v(x)N(t+ τ, x)dxdt.

In a completely similar manner, we can prove for any n ∈ N that∫ +∞

0

e−λt
∫ π

0

v(x)N(t+ (n− 1)τ, x)dxdt

≤ 1

Rε,λ

∫ +∞

0

e−λt
∫ π

0

v(x)N(t+ nτ, x)dxdt.

Hence, from the boundedness of N , we have∫ +∞

0

e−λt
∫ π

0

v(x)N(t, x)dxdt ≤ 1

(Rε,λ)
n

∫ +∞

0

e−λt
∫ π

0

v(x)N(t+ nτ, x)dxdt

≤2ε

λ

1

(Rε,λ)
n → 0 as n→ +∞.

This implies that N ≡ 0. This contradicts the positivity of N (see Rem. 2.3). Therefore, (6.1) holds and the
proof is complete.

Since the set {0} of the trivial steady state is a singleton in X+, it is compact. Hence, it follows from
([12], Thm. 2) that the uniform weak persistence implies the uniform (strong) persistence. Consequently, we
have the following theorem on the uniform persistence of problem (2.7) (Figs. 3 and 4).

Theorem 6.2. Suppose that (5.8) holds. Then, the system (2.7) is uniformly persistent in D0, that is, there
exists a positive constant ε > 0 such that

lim inf
t→+∞

‖N(t, ·)‖X ≥ ε,

for any initial condition φ ∈ D0.
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