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Abstract. This paper describes our research investigating the percep-
tion of difficulty in video games, defined as players’ estimation of their
chances of failure. We discuss our approach as it relates to psychophysical
studies of subjective difficulty and to cognitive psychology research into
the overconfidence effect. The starting point for our study was the as-
sumption that the strong motivational pull of video games may lead play-
ers to become overconfident, and thereby underestimate their chances of
failure. We design and implement a method for an experiment using three
games, each representing a different type of difficulty, wherein players bet
on their capacity to succeed. Our results confirm the existence of a gap
between players’ actual and self-evaluated chances of failure. Specifically,
players seem to underestimate high levels of difficulty. The results do not
show any influence on difficulty underestimation from the players gender,
feelings of self-efficacy, risk aversion or gaming habits.

Keywords: User Modelling · Affective HCI, Emotion, Motivational As-
pects · Tools for Design, Modelling, Evaluation · Fun / Aesthetic Design

1 Introduction

Jesper Juul proposed defining a video game as “a rule-based formal system with a
variable and quantifiable outcome, where different outcomes are assigned differ-
ent values, the player exerts effort in order to influence the outcome, the player
feels attached to the outcome, and the consequences of the activity are optional
and negotiable” [1]. In this definition, the player exerts effort to influence the
outcome, emphasizing the fact that a video game must have a certain level of
difficulty to be considered as such.

Many authors acknowledge challenge as one of the most fundamental aspect
of a video game’s inherent appeal. Malone proposes three features of computer
games that render them captivating: challenge, curiosity and fantasy [2]. In his
model, challenge is directly related to game difficulty and corresponds to the
uncertainty of the player reaching the game’s goals. Lazzaro proposes a four-
factor model, where Hard Fun relates to the feeling of overcoming difficult tasks
[3]. Sweetser et al also see challenge as one of the most important parts of their
Game Flow framework [4]. This work builds upon Mihaly Csikszentmihalyi’s
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Flow Theory [5], which deals with the properties of activities that have a strong,
intrinsic ability to motivate. Csikszentmihalyi’s research has found that these
activities provide perceived challenges, or opportunities for action, that stretch
(neither overmatching nor underutilizing) existing skills [5]. A study of a large
population of players of two commercial games confirmed that players prefer
specific levels of difficulty [6]. Ryan et al have also studied intrinsic motivation,
applying their Self-Determination Theory to video games. They show how en-
joyment relates to the feeling of competence - which relies on an optimal level
of challenge - and thus to game difficulty [7]. Finally, Jesper Juul provides in-
sight on how failure, and thus difficulty, is one of the core aspects of video game
enjoyment and learning progression [8, 9].

In order to foster and maintain a player’s’ motivation, it is therefore essential
to correctly set the difficulty of a video game. To do this, one can either provide
different difficulty settings for the player to select or use an algorithm that adapts
difficulty in real time to match the game designer’s theoretical difficulty curve
to the player’s player skill level [10–12].

Both methods require a prior evaluation of the game’s difficulty. For this the
game designer might provide a heuristic which may or may not accurately express
the game’s difficulty. Alternatively, sensors may be used to estimate workload
or affective state, but this method is currently only feasible in a lab setting and
its efficacy is still being studied [13, 14]. We could also try to estimate players’
chances of failure [15]. Each of these approaches provide insight into a specific
aspect of a game’s difficulty.

Difficulty is in itself a complex notion. We can draw distinctions between
skill-based difficulty, effort-based difficulty [16], and between sensory, logical and
motor difficulty [15, 17]. Moreover, video games are created for an aesthetic pur-
pose, evoking specific emotions in the player [18]. Thus, we must draw a funda-
mental distinction between objective difficulty and subjective difficulty. Objective
difficulty is estimated directly by observing gameplay variables and events, while
subjective difficulty is a psychological construct of the player. When adapting a
game’s difficulty, especially when using a dynamic difficulty adjustment (DDA)
algorithm, we are relying on an objective estimation of difficulty, which may be
quite different to what the player actually feels while playing the game.

In this paper we present our work on studying the relationship between sub-
jective and objective difficulty in the context of video games. First, we review
various studies on both subjective and objective difficulty estimation, looking
first at the psychophysical approach of perceived difficulty, then at cognitive
psychology research on overconfidence. We then introduce our own method for
measuring objective and subjective difficulty. In this method, objective difficulty
is modeled using a mixed effects logistic regression to estimate the player’s ac-
tual chances of failure for a given challenge. We defined subjective difficulty as
the players’ estimation of their chances of failure, which we gathered using an
in-game betting system. This is followed by a description of the three games
we developed for this study that allowed us to separate out logical, motor and
sensory gameplay. Lastly, we present and discuss our results.
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2 Psychophysical approach to subjective difficulty

Many studies have tried to clarify the link between the subjective and objective
difficulty of various tasks: Raven’s progressive matrices, number memorization,
visual letter search, wire labyrinth tasks [19, 20], Fitts’ tapping task [21, 22],
throwing darts at a moving target [23], rock climbing [24], reaction time, even
while riding a bike [19, 25]. All these experiments take a psychophysical ap-
proach, trying to estimate the link between objective difficulty as a stimulus and
subjective difficulty as a perception or evaluation of this stimulus.

These studies use various techniques to estimate objective difficulty, and
often tend to draw a distinction between objective difficulty and performance.
For all of the Fitts’ tapping tasks, authors use Fitts’s law [26] as a measure
of objective difficulty, and time as a measure of performance. When such a
law is not available, however, they rely solely on performance, e.g. response
time or success frequency [23, 20], or they select a variable highly correlated
with perceived difficulty such as, in the case of the rock-climbing experiment,
electromyographic data from a specific muscle [24]. In addition, in these studies
objective difficulty is never assessed with regard to each subject’s abilities, but
across all or a few subgroups of subjects. In our research, we do not rely on
any specific objective difficulty estimation but follow a more generic approach
that allows for cross-game comparisons. We estimate a mapping between the
challenge’s variables and the player’s chance of failing it. We also use a mixed
effect model that takes into account each player’s abilities.

In the psychophysical studies, subjective difficulty is assessed using a free
scale. Very often, a reference value is given to the subject, e.g. a subjective
difficulty of 10 for a specific task [21]. Deligniere proposes the DPE-15 scale, a 7-
point Likert scale with intermediate values, as a more convenient and comparable
measure [23]. In our experiment, we integrated this measure with gameplay and
used a specific 7-point scale, as described in section 4. To avoid the problem
of subjective interpretation of the notion of difficulty, we concentrated on the
success probability, as estimated by the player.

Except in Slifkin & Grilli [21], all subjective evaluations were carried out
at the end of each challenge, often after having repeated the challenge many
times. We considered that to understand what the player feels during play, rather
than while reflecting on a past game session, it might be useful to look at the
player’s evaluation of current difficulty during each challenge. As our measure of
subjective difficulty is an estimation of the chance of failure, it can be integrated
into the gameplay and thus be repeated more often without pulling the player
out of the game (see section 4).

3 Overconfidence and the Hard/Easy Effect

We define subjective difficulty as the player’s own evaluation of their chance of
failure. This evaluation is a complex cognitive process, often rushed, based on
the interpretation of incomplete information about the game state, based on in-
game performance feedback as well as assessments of the player’s own knowledge
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and skills with respect to a specific challenge. Cognitive psychology research on
judgmental heuristics looks at how this kind of reasoning can be biased, and can
help us understand how players may have wrongly evaluated their chances of
success.

Heuristic approaches to judgment and decision-making have opened up a vast
field of research into explaining human behavior in the context of uncertainty.
Kahneman & Frederick [27, 28] consider that, when confronted to a complex
decision, people substitute one attribute of the decision with a simpler, more
accessible one, in order to reduce cognitive effort. In some cases, the use of
judgmental heuristics can lead to fundamental errors, called cognitive biases by
Kahneman & Tversky [29].

The overconfidence effect is one of these biases. Well-studied in the domain
of finance, this behavior relies on a surrealistic evaluation of our own knowledge
and skills, leading to an overestimation of our abilities or those of others [30–34].
Overconfidence seems particularly useful to study in relation to video games as
they are essentially built with the motivation of the player in mind. The self-
efficacy theory of motivation states that having a strong feeling of confidence in
one’s future chances of success is a key aspect of motivation [35]. Video games
that feature a well-crafted difficulty curve can manipulate players’ perception of
their chances of success to keep them motivated.

Overconfidence has already been studied in many games. In a game of bridge,
beginners or amateurs players can misjudge both their performances and play
outcomes [36]. The same effect has been noticed in other games where novice
players show an inferior ability to predict their odds of winning during poker
tournaments [37], and games of chess [38], and in gambling games [39, 40]. To
summarize: the overconfidence effect appears when the players have a limited
knowledge of the game. This applies to any type of game, whether it be a pure
game of chance such as a slot machine, or a skill-based game like chess.

There are many situations and cognitive biases that influence a player’s over-
estimation or underestimation of their chances of success. These include: level
of expertise [41, 42], the gambler’s fallacy [43, 44], the hot hand bias [45, 44], the
illusion of control [46, 47] and the hard/easy effect. While all these aspects of
overconfidence are worth studying in the context of video games, for our research
we chose to focus on the hard/easy effect. The hard/easy effect specifies that for
low and high levels of difficulty, decision-makers fail to estimate the true diffi-
culty of a task [48]. For low levels, they underestimate their chances of success;
for high levels they overestimate [41, 33].

Using the hard/easy effect as our starting point, our research focused on two
main aspects. First, from a methodological point of view, we wanted our ex-
periment to simulate as closely as possible the experience of a real video game.
For this reason we used a dynamically adjusted difficulty beginning at a low
difficulty level. In addition, instead of evaluating player confidence by explic-
itly asking them if they felt confident on a percentage scale, we used a betting
mechanism integrated into gameplay. In this way we avoided to breaking player
immersion. Second, our research distinguished between three types of difficulty.
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We used three different games, each focusing on a specific type. We describe our
experiment in the following section.

4 Experimentation

As we have previously emphasized, video games feature different types of dif-
ficulty. In our experiment we sought to assess them separately, with a view to
distinguishing between the various facets of video games. Using Levieux et al’s
[17, 15] approach we considered three categories of difficulty in games: sensory,
logical and motor. Sensory difficulty relates to the effort needed to acquire infor-
mation about the game state. Logical difficulty corresponds to the effort needed
to induce or deduce, from the available information, the solution to a problem
in terms of action(s) to perform. Lastly, motor difficulty relates to the physical
agility needed to perform these actions. To realize an accurate analysis of the
player’s behavior for each of these types, the experiment was split between three
custom-designed games, all played within a single program.

For this experiment, we chose a general, practical approach wherein we es-
timated the probability of a player failing a specific challenge relative to their
current skill level [15]. Our definition of difficulty builds upon Malone’s defini-
tion of challenge as a source of uncertainty in video games [2]. Uncertainty in
success or failure is what Costikyan also calls uncertainty of outcomes [49]. We
follow these authors and consider the difficulty as such. We directly ask players
to evaluate their success chances, and thus avoid to use the term “difficulty”
which has a less accurate meaning. Additionally, we were able to make a dis-
tinction between logical, motor and sensory tasks by separating them into three
different games (described in section 4.3). In order to maximize player moti-
vation and create an experience that was as close as possible to a real game,
the system dynamically adapted difficulty based on analyzing player success or
failure. Many games use dynamic difficulty adaptation, including racing games
(e.g.rubberbanding in Mario Kart), and RPGs (e.g. Fallout) or FPSs (e.g. Un-
real Tournament) where the difficulty in defeating an opponent depends on the
player’s level. Games without dynamic difficulty adaptation may use a prede-
termined difficulty curve based on the mean level of the players. Few games use
completely random difficulty, but even in these (e.g. FTL, The Binding of Isaac),
there is a global progression. Thus, while randomness would be more convenient
for statistical analysis it would be of limited use from a game design perspective.

In addition, to avoid any memory bias on the past challenge and to better
monitor the actual feeling of the player, we measured subjective difficulty during
the game session rather than with post-experiment questionnaires [50]. To do
this without pulling the player out of the game, we used a betting system, which
we describe in the following section.

4.1 Measuring Subjective Difficulty

Our proposition takes cognitive psychology tools for measuring overconfidence
and integrates them into gameplay. Our goal was to avoid disrupting the game



6 Constant et al.

session in order to maintain a high level of engagement and motivation. The
measure is taken before the player’s actions, as a pre-evaluation, but after having
given them all the elements necessary to make their judgment. We used a betting
system based on a 7-point Likert scale, which was integrated into the game
progression and in this way tied to the player’s score. If the player won, the
amount they bet was added to their score; if they lost the amount was subtracted.
This motivated the player to think carefully about their self-evaluation. An in-
game question served to instruct the player on how to bet and reminded them
to take care in assessing their own performance, thus their own confidence.

Measurement of subjective difficulty was based on the player’s bet, designated
as Dsubj . With b being the bet value we used the formula Dsubj = 1 − b−1

6 to
get the estimated chances of failure.

4.2 Measuring Objective Difficulty

As Levieux et al define it [17, 15], the objective difficulty of a challenge can
be estimated based on players’ failures and successes in completing it. In order
to take into account personal differences, we estimated the objective difficulty
for each challenge using a mixed effects logistic regression [51]. The time and
difficulty parameters of each challenge (e.g. cursor speed, number of cells) were
used as fixed effect parameters, and we added random intercepts. We used a
mixed model throughout repeated evaluations of the same subject. The random
intercepts gave us a coefficient for each player that we used as a global evaluation
of their performance level. The gap between the players’ objective difficulty and
their evaluations of their odds of success is called the difficulty estimation error.
The designs of the three games, each one based on a difficulty type - logical,
motor or sensory, are detailed in the next section.

4.3 Game Descriptions

Our experiment was based on the observation of players’ betting in relation to
the three dimensions of difficulty. Each dimension was represented by a specific
game, described below, for which all the adjustment variables for the challenges
are pre-established and common for all players. An initial series of playtests was
also conducted with the target audience in the same settings used during the
experiments for the purpose of gameplay calibration.

A brief story was included in order to enhance player motivation and to
provide a narrative justification for the betting system. In the game universe,
the player must save citizens of a mysterious kingdom who have been transformed
into sheep by a local sorcerer. The player challenges the sorcerer during three
tests, one for each kind of difficulty. The player’s sole objective is to save as
many sheep as possible. In turn,each game is an opportunity for the player to
save doomed citizens by betting between one and seven sheep against their odds
of winning.
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All three games have a common user interface except for the central frame
which depends on each sub-game (figure 1). All important information is dis-
played at the bottom of this frame:the number of remaining turns, the global
score, and, in the case of the logical game, the remaining number of actions. Di-
rectives are placed below the main title on a colored banner: blue for directives,
red for corrective feedbacks. A rules reminder is accessible at the bottom of the
screen.

Feedback is provided throughout the game, at the end of each turn. Positive
(on green background) and negative (on red) feedback is displayed on both sides
of the screen, allowing the player to constantly follow their number of saved and
lost sheep. Sound effects accompany this bleating for a saved sheep, a sorcerer’s
mocking laugh for a lost one. Animations are used to provide a more stimulating
in-game interface.

For each game we modified the difficulty using a difficulty parameter. This
parameter varied from 0 to 1 and was used to interpolate gameplay parameters,
which we define in the following section. The difficulty parameter started at 0.2
and increased or decreased by 0.1 after each turn, based on the player’s success
or failure.

(a) Logical task (b) Sensory task (c) Motor task

Fig. 1: Game interface for the logical, sensory and motor tasks. The logical task is
shown using the whole user interface, while for the motor and sensory task only the
center frame was used. Screenshots were taken for the easiest levels of difficulty.

Logical difficulty The logical task is based on a well-known sliding-puzzle
game. The player must restore the numerical order of a 300-pixel-wide grid
composed of 9 squares. The fifth square, originally placed on the middle of the
grid, is the only one that can be moved. This square can only be moved by
switching its position with an adjacent square (figure 1a). At the beginning of
each turn, before displaying the grid, the fifth square is randomly moved several
times and the mixed up grid is displayed for 20 seconds before disappearing.
The player has all the information required to place a bet: the remaining time is
visible and the number of moves is specified. After betting, the grid will reappear
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and the player can begin to move the fifth square to restore the numerical order.
The difficulty parameter allows us to adapt the difficulty by changing the number
of steps during the randomization of the grid linearly from 1 to 11 steps.

Sensory difficulty For sensory difficulty, we designed a 300-pixel-wide grid
composed of multiple squares (figure 1b). At the end of a countdown timer, five
of them fade out during a limited time that we can approximate as follows, with
t being the fade-out time and d as the difficulty parameter: t = d2−0.24d+1.21.
The player’s task is to find the squares that have faded out by clicking on the
grid. These squares are displayed in blue while the others remain in gray in order
to avoid any color perception bias. The winning squares are shown after making
a bet, over the player’s squares selection. By doing this we wanted to induce a
near-miss effect, allowing the player to see if they selected all, some or none of
the winning squares. The countdown timer is set to 3 seconds. The number of
squares varies with the difficulty of the task: when the player wins, the grid gains
one square on each side. Meanwhile, the surface of the grid remains the same,
meaning the squares become smaller after a winning round. For the maximum
difficulty level the grid measures 11 by 11 squares; the minimum level grid size
is 4 by 4. The difficulties in between are linearly interpolated using the difficulty
parameter. Random locations are used for winning squares to avoid the most
simple patterns, thus minimizing pattern-induced variations of difficulty for a
specific difficulty parameter value. For example, for a 5x5 grid any adjacent
winning squares are forbidden.

Motor difficulty The motor difficulty game is a basic and common reflex-
based task. A cursor goes back and forth along a horizontal segment at a linear
speed. The player must stop the cursor when it covers a black mark at the center
(figure 1c). They can only stop the cursor by clicking on a button. Before they
do this, the player must bet on their chance of success. This evaluation is not
timed. Difficulty is based on the cursor’s speed, which ranges linearly from 100
to 400 pixels per second. The sliding area is 320 pixels wide, the cursor is 15
pixels wide, and the black target 2 pixels wide.

Protocol consistency These three tasks, although different in nature, share
a similar protocol and always provide the player with the elements needed to
evaluate difficulty. For the motor task, players can observe the moving cursor
before betting. For the logical task, the game displays the number of moves and
lets the player view the problem for a fixed duration. For the sensory task, in
which visual memory is crucial, the player selects tiles to solve the problem, but
without any feedback before betting. Initial playtests showed that the task was
very frustrating if the player had to stop focusing on the grid for betting without
selecting the tiles. Each game has specific gameplay, as each one focuses on a
specific dimension of difficulty. Results can thus be compared between games
while taking account of gameplay differences.

1 This equation is a quadratic regression of the fade-out time. In the game, the color
is incrementally modified during the game loop, but plotting this equation is much
clearer than reading the color update code.
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4.4 Procedures

Our experiment was conducted in Paris at the Cité des sciences de l’industrie,
a national museum dedicated to science and critical thinking, during a school
vacation period. The target audience was young volunteers, both gamers and
non-gamers. Some who were invited to participate declined saying they lacked
gaming experience or were not interested in taking part in a science experiment.

Nine laptops, all with the same configuration, were used in an isolated room.
Each one had a mouse and a headset. The main program runs on a web browser,
and was developed with JS, HTML5 and CSS. Participants were informed of
the game’s goal - to save as many sheep as possible - and of the duration of the
experiment, approximately 40 minutes, questionnaire included. They were told
not to communicate during the session. Before playing, the participants had to
fill an online questionnaire used to create several different user profiles:

– A gaming habits profile, based on the amount of time that participants
spent playing board games, video games (including social games) and gam-
bling games.

– A self-efficacy profile, based on General Self-Efficacy scales [52, 53] and
adapted to video games situations. This part of the questionnaire was only
accessible for the participants who answered yes to the question “Do you
consider yourself as a video game player?” in the gaming habits section.
The purpose of this was to check for any negative or positive effects of the
participant’s gaming ability on their self-estimation of their confidence.

– A risk aversion profile, based on Holt and Laury’s Ten-Paired Lottery-
Choices [54] in order to evaluate the impact of risk incentive on the player’s
confidence.

Our three games, each focusing on a different task, are all accessed and experi-
enced within the context of a single software application (the “program”). The
program’s user flow is the same for all players:

– A prologue introduces the story before a random selection of the 3 tasks.
– A specific page presents the rules of the task before it starts. Players can

take as much time as they want to understand them.
– Each task lasts 33 turns. The first 3 turns are used as a practice phase. At

the end of this practice phase the score is reset to 0.
– The turn progression is identical for all the tasks. First, players have to

observe the current game state in order to evaluate the difficulty. Then,
they have to bet from 1 to 7 sheep on whether they will succeed. The same
question is always asked of the player: “How many sheep are you betting on
your chances of winning?”. This question allowed us to estimate the player’s
perception of their chances of failure. By validating the bet, the system
unlocks the game and players can try to beat the challenge. The result is
presented on screen and the score is updated at the same time. Then a new
turn begins with an appropriate adjustment to the difficulty level: when
players win, the difficulty increases; when they lose, the difficulty decreases.
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– After each task, a game hub allows the player to check their progression
and score, and to progress to another task.

– After completing the 3 tasks a brief narrative epilogue announces the player
final score: the total number of sheep won and lost.

To avoid any order effect, task selection is randomized. The best score of the
day was written on a board, visible to the players. At the end of each turn the
designed difficulty of a challenge, the player’s bet and their score, were logged
to CSV files.

5 Results

A total of 80 participants played the games. While some left the experiment
before the end, we kept the results for all completed games, giving us a total of
6990 observations. For each task we remove outliers, such as players who did not
use the betting system to perform a self-assessment, always placed the same bet,
or players with outlying performance. A very low score may reflect some user
experience issues, and some players took advantage of the adaptive difficulty
system in order to maximize their score by deliberately losing with a low bet
then by placing a high bet on the next easier challenge and so on. Nine outliers
were removed: one from the motor task, three from the perceptive task, and six
for logical one. We thus removed 300 observations from the dataset.

5.1 Modeling objective difficulty

As explained in section 4.2, we performed a logit mixed effect regression to
evaluate objective difficulty. For each task, we reported the conditional R2, i.e.
using both fixed and random effects [55] and evaluated the model by performing
a 10-fold cross-validation, using our model as a binary predictor of the challenge
outcome (figure 2).

Parameters / Tasks Logical Motor Sensory

Difficulty parameter
4.88

(p < 2e− 16)***
3.23

(p < 2e− 16)***
9.1

(p < 2e− 16)***

Time
−1

(p = 2e− 6)***
−0.46

(p = 0.0051)**
−0.37

(p = 0.0454)*

σ(random intercepts) 1.24 0.83 0.76

R2 0.48 0.28 0.42

Cross Validation 0.66 0.61 0.69

Fig. 2: Modeling objective difficulty for each task: logit mixed effect regression results
for difficulty and time over failures.

As can be seen in figure 2, the difficulty parameter is always highly significant,
and has the strongest effect on failure probability, especially for the sensory task.
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This means that we were indeed manipulating objective difficulty by changing
this parameter.

The effect of time is always negative and significant. This means that if
the difficulty parameter stays constant, objective difficulty seems to decrease
overtime. This might indicate that players are actually learning as their success
rate improves overtime for a given difficulty parameter value. The time effect is
strongest for the logical task (−1), which is coherent with the fact that the player
should learn more from a logical problem than from a purely sensory motor one
(respectively, −0.46 and −0.37). Also, it may be noted that we have the highest
standard deviation of random intercept for the logical task, which means that
inter-individual differences are the highest for this task.

The link between the difficulty parameter and the objective difficulty of the
game can be plotted to better understand each challenge difficulty dynamics.
We chose to plot objective difficulty over the difficulty parameter at time t = 0.
We also used the random intercept to separate the player into three groups of
levels using k-means (figure 3).

(a) Logical task (b) Motor task (c) Sensory task

Fig. 3: Objective difficulty for each task at t = 0. The blue dashed line represents
median players, red dashed lines show the first and last quartiles. The least competent
players are in yellow, average players in cyan and best players in green.

Curves in figure 3 show information about our design of each task’s difficulty.
We can see that the logical task is the most balanced, with objective difficulty
being the closest to the difficulty parameter value. The motor task is is a bit too
hard for low difficulty levels: objective difficulty is around 0.25 where the diffi-
culty parameter is 0. Also, the sensory task should vary more slowly: objective
difficulty reaches maximum when the difficulty parameter is only 0.5.

Figure 4 shows the progression of objective difficulty during the game. The
curves confirm the balancing of each task and the efficiency of the difficulty
adaptation system, as the players reach the average objective difficulty level
(0.5) in all cases. The logical task starts at 0.2 for average players and goes up.
The motor task is too hard at the beginning, and thus bad players see a decrease
in difficulty overtime. The sensory task shows a “wavy” pattern, which may be
related to the fact that the difficulty is less stable for this game. Indeed, the
difficulty parameter varies by 0.1 of a step for all tasks, but as the maximum
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Logical task Motor task Sensory task
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Fig. 4: Progression of objective difficulty overtime for all tasks and players during the
entire play session. The blue line represents median players, dots represent the obser-
vations for each turn.

objective difficulty is already reached at 0.5 it varies approximately twice as fast
as the logical one.

Overall, the objective difficulty model is the weakest for the motor task with
a low conditional R2 (0.28) and the lowest prediction accuracy (0.61). R2 and
prediction accuracy are higher for the logical (R2 = 0.48, accuracy = 0.66) and
sensory tasks (R2 = 0.42, accuracy = 0.69).

5.2 Differences between objective and subjective difficulty

To investigate the differences between objective and subjective difficulty, we
separate the data into 16 equally sized bins using the objective difficulty as
estimated by the mixed effect model. In each bin, we compute, for each player,
the mean subjective difficulty. We thus have only one value by player in the bin,
and each observation is thus independent from the others. Then, for each bin,
we test the null hypothesis that the bin’s median subjective difficulty is equal
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to the objective difficulty at the center of the bin’s interval. We use a Wilcoxon
Signed Rank Test and computed the 95% confidence interval (red bars) and
pseudo median (black dot and triangles), plotted in figure 5. We show only the
pseudo median and confidence intervals for bins with enough samples to run the
Wilcoxon signed rank test. The blue line represents our null hypothesis, where
objective difficulty equals subjective difficulty. These results allow us to safely
reject the null hypothesis for each median represented by an empty triangle in
the plots, where the Wilcoxon signed rank test p-value is lower than 0.05.

Logical task Motor task Sensory task

A
ll
p
la
ye
rs

n̄ = 53.3 (σ=20.6) n̄ = 48.8 (σ=28.1) n̄ = 42.8 (σ=10.9)

G
oo
d
p
la
ye
rs

n̄ = 20.8 (σ=6.51) n̄ = 15.8 (σ=4.44) n̄ = 5.46 (σ=1.39)

A
ve
ra
ge

p
la
ye
rs

n̄ = 19.8 (σ=5.73) n̄ = 36.2 (σ=16.7) n̄ = 23.7 (σ=6.57)

B
a
d
p
la
ye
rs

n̄ = 17.5 (σ=6.93) n̄ = 7.57 (σ=2.3) n̄ = 13.9 (σ=5.12)

Fig. 5: Subjective and objective difficulty for all tasks and players. n̄ is the mean (sd)
number of players in each bin for each task and level.

There seems to be a strong hard effect for both logical and motor tasks.
For the sensory task, players seem to be slightly overconfident for all objective



14 Constant et al.

difficulties. When split by level, the effect seems stable for the motor task, but the
relatively low number of bad (n̄ = 7.57) and good players (n̄ = 15.8) might mean
this result is not significant. The same can be seen in the sensory task, where
pseudo medians are always under the calibrated evaluation but the results lose
significance with the decreased number of subjects. For the logical task, however,
while bin sizes are equivalent for the three conditions, average (i.e. averagely-
performing) players seem better calibrated. This result should be investigated
further within a specific experiment to provide more in-depth results.

5.3 Influence of Participants’ Profiles on Subjective Difficulty

We conducted several tests in order to analyze whether gender, gaming habits,
assessment of self-efficacy and risk aversion have an impact on player level and
the difficulty-estimation error. We took the random intercept of the objective
difficulty model as each player’s level.

Out of 80 participants, 57 were male and 23 were female. 49 of them play
video games daily, and 12 weekly. 31 play board games monthly, and 36 almost
never. 58 are risk-averse, and for the 46 of the participants who answered the
self-efficacy questionnaire, 28 tended to see themselves as competent players and
estimated themselves superior to an average player.

First, we tested gender influence on player levels and difficulty-estimation er-
ror using a Wilcoxon rank sum test. The null hypothesis is that both of them are
derived from the same distribution for each gender. The test was only significant
for player level. Female players seemed to perform less well on the motor game
(W = 255, p = 2.6e−5) with a difference in location of -0.67, and on the logical
game (W = 341, p < 0.01) with a difference in location of -0.82.

We tested how gaming habits, self-efficacy and risk aversion impact on level
and difficulty-estimation error using Kendall’s rank-based correlation test. The
test was only significant for the influence of risk aversion on player level for the
sensory game (z = 3.3093, p < 0.001) with τ = 0.29 and for the logical game
(z = 3.2974, p < 0.001) with τ = 0.28, meaning that for both these games
risk averse players tend to perform better. Thus, in our experiment, we did not
detect any impact of gender, playing habits, assessment of self-efficacy and risk
aversion on difficulty-estimation error, but only on players’ actual performance.

6 Discussion

6.1 Influence of Difficulty and the Hard Effect

We observed that the players estimation of difficulty is always below the actual
objective difficulty, except for the logical and motor tasks on the easiest difficulty
levels. More precisely, motor and logical tasks show the existence of a strong hard
effect - that is, an overestimation of the player’s chances of success at the hardest
levels of difficulty (figure 5). Contrary to studies related to overconfidence, in
addition to the hard effect, nothing seems to indicate any easy effect - that is,
an underestimation of the chances of success for the easiest tasks [48, 56].
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The presence of a hard effect and absence of an easy effect might be explained
by the players’ confidence in the game designers: games are rarely impossible to
finish. What makes games different from many other tasks is that difficulty
is artificially created for entertainment: players know that, given enough time,
they are almost always supposed to eventually win. This may lead players to feel
overconfident in their chances of success.

Moreover, player overconfidence and the hard effect may be stronger in our
games than in previous cognitive psychology studies due to player progression.
Indeed, our games allow players to experiment and learn from their failures,
thereby improving their performance. This feeling of progression and mastery
may help players to become more confident in their chances of success. In cogni-
tive psychology studies, where general knowledge questionnaires are very often
used, this might not be the case.

Players’ global confidence towards the game and their feelings of progression
and mastery are also enhanced by the use of the DDA algorithm. By presenting
players with challenges that are adapted to their current level, the game is neither
too boring nor too frustrating, allowing them to stay motivated and to believe
in the fairness of the game.

In addition, in our experiment, we note that objective difficulty starts below
0.5, meaning that players face easier challenges at the beginning, when they are
unfamiliar with the game, than at the end. Previous studies on the hard/easy
effect rely on general knowledge questions, potentially enabling players to as-
sess their knowledge and their chances of winning from the very first question.
Therefore we may imagine that players’ assessment of easy challenges is biased
by their ignorance of the gameplay. However, the motor task has an almost flat
progression curve, showing no evidence of an easy effect. Also, though both the
sensory and logical tasks have easier challenges at the beginning of the session,
for the logical task we seem to be nearing a small easy effect while for the sen-
sory we see the opposite occurring, with players showing overconfidence for easy
challenges. Here, therefore, oversampling easy challenges at the beginning of the
session does not show a clear impact on the easy effect.

We may explain the differences in results between the sensory and both the
logical and motor tasks by considering the nature of the subjective difficulty
the players are asked to assess. As defined in our method in section 4.3, the
betting system focuses on the player’s estimation of their performance, and this
estimation is not always performed under the exact same conditions. For the
sensory game, the player can select the squares before betting, thus experiencing
some gameplay before interpreting their chances of failure. While they are not
yet aware of their actual performance, they do go one step further toward the
completion of the challenge than for the two other games. By assessing their
chances of failure after having experienced the exercise they may have a more
accurate feeling about the quality of their answer. For the two other games they
perform no interaction and must guess the tasks’ next steps. This design choice
for the sensory task was made because we did not want to focus on memorization,
but on the sensory aspect of detecting blinking squares.
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Note that our results differ from those of psychophysical studies on subjective
difficulty, where perceived difficulty seems to never reach a plateau and shows a
more linear or exponential curve. We think that this is mainly because we ask
player to predict the difficulty of a challenge rather than to evaluate it after many
repetitions. Our approach, which more closely resembles those used in cognitive
psychology, may be closer to what a player really feels while playing.

The motor task is the one where the quality of our model is the lowest (R2 =
0.28). It is the fastest game to play - participants can complete quickly one turn
after the other - and this may explain the higher objective difficulty variability.
However, this feature is typical of action games. While slowing the game’s pace
may produce stable results, the experiment would be less representative.

6.2 Impact of the Player’s Profile

We did not find any evidence of the influence of the players’ profile on their
estimations of difficulty. This appears to contradict studies on overconfidence.
Certain aspects of our experiment may be responsible for this, however.

In a field study conducted within the profession of financial analysis, Barber
& Odean [57] looked at whether overconfidence can explain the difference in
trading performance based on gender. They concluded that men have a tendency
to be more overconfident and less risk averse than women. We did not observe
this in our experiment. This can be attributed to differences in experimentation
protocol between our study and theirs. First, the median age of our participants
was 15 while theirs was 50. Secondly, their participants held a certain degree of
expertise in investment, whereas ours were ignorant of the content of the games
before playing them. Finally, it may be that as our tasks are very abstract they
are less prone to culturally induced gender differences.

Risk-aversion is also a determinant of excessive confidence [57, 34]. However,
we did not find any influence of risk on difficulty estimation error. In contrast
to Barber’s and Johnson’s studies, the age of our participants was quite young.
Also, as our questionnaire relies on mental calculus and probability assessments
it may be less effective on adolescents.

Stone [58] shows that initial and positive self-efficacy assessment may re-
inforce participants’ confidence and modify their performance. This was not
evident in our study. In Stone’s experiment, however, self-efficacy was assessed
in relation to a given task, i.e. participants were asked to estimate their per-
formance. In our study, we estimated self-efficacy using a general self-efficacy
questionnaire [52, 53]. However, if we use players’ mean bet as a measure of self-
efficacy, there is a clear relationship between self-efficacy (how high the mean
bet is) and overconfidence (how high mean bet minus mean actual result is).
This is not surprising, as objective difficulty is adapted to 0.5 for each player. In
addition, we found no link between the mean bet and player performance.

6.3 Limitations of the Experiment

There are some limitations into our approach, particularly in the betting system.
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The bet system Our approach is based on the use of a betting system to
measure the difficulty estimation error of players. This approach is limited to
specific tasks, where the rhythm of interaction can be combined with a recurrent
question addressed to the player. Also important to note is the fact that betting
is not strictly related to confidence as measured in cognitive psychology studies.
For our games, the optimal strategy is to bet 7 when Dobjective > 0.5, and 1 when
Dobjective < 0.5. Therefore our evaluation maybe less accurate than confidence
scales. Moreover, as we said in section 6.1, the betting system does not allow us
to clearly distinguish between effort-based and skill-based subjective difficulties.
Future experiments could improve the separation between them.

Dynamic Difficulty Adjustment DDA is representative of how video
games are designed, and should have a notable impact on the hard/easy ef-
fect. Such an adjusted curve should allow players to feel more confident in their
chances of success, allowing us to observe a weaker easy effect and a stronger
hard effect than in a purely random experiment. Our experiment shows than
when using DDA, players do develop a strong feeling of confidence in two of the
three tasks. Nevertheless, to be able to attribute this overconfidence to DDA we
would need an A/B experiment comparing our results with results derived from
the use of a random difficulty system.

Motivational influences The actual performance of a player depends on
both task difficulty and players effort. If a player is not motivated enough, they
may make a correct assessment of difficulty but play less well because they do
not want to make the effort. Video game players experience various states of
emotion [59, 8], including boredom and anxiety. As such, these emotions should
be taken account of for future experiments. We must also note that only the
sensory and motor tasks induced a near-miss effect, while players were unaware
of whether or not they were almost successful in the logical task. The near-miss
effect may have convinced players that they were almost winning, leading them
to overestimate their chances of success for the next turn [39, 40].

7 Conclusion and Perspectives

In this article we described our study investigating player perception of difficulty.
Our work builds upon previous psychophysical and cognitive psychology research
by proposing a method to evaluate objective difficulty, focusing on video games.

First, results demonstrate the efficacy of our method for objective difficulty
estimation. The mixed effect model allows us to easily take into account differ-
ences between players. Results show a predictive accuracy ranging from 61% for
the motor task, to almost 70% for the other tasks. Estimated objective difficulty
is consistent with DDA, showing a convergence of objective difficulty to 0.5 for
all groups and levels. We were also able to see a learning effect, as a negative
effect of time on objective difficulty for a given difficulty parameter value. This
learning effect is relative to the nature of the tasks, with a higher learning effect
for the logical task.
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These results confirm the existence of an unrealistic evaluation of players’
actual chances of failure. More specifically, players were always overconfident,
except at low levels of difficulty in the motor and logical tasks. A strong hard
effect was present for the motor and logical tasks, with no significant easy effect
for all tasks.

We suggest that this strong overconfidence might be attributable the fact
that our tasks are video games. First, players know that games are designed to
be eventually mastered. Second, games allow players to improve, developing a
sense of progression and mastery. Furthermore, the use of DDA would reinforce
both these aspects. The absence of a hard effect on the sensory task may be
understood by considering its design: the difficulty evaluation was performed
after players had started the task, thereby potentially gaining additional insight
into their performance.

Further experiments will be conducted in order to improve our understand-
ing of difficulty perception in video games. In order to validate the impact of
DDA on the hard/easy effect we plan to compare our results with a second ex-
periment that uses a random difficulty curve. In addition, we plan to investigate
the influence of previous turns on the player perception of difficulty. DDA cre-
ates a temporal relationship between the difficulty of subsequent turns thereby
preventing us from performing this analysis on our experiment.

We also plan to investigate the impact of feedback on players’ assessment
of difficulty. Constant feedback about the decision process makes participants
re-evaluate their judgments during the task, attaining a higher level of accuracy
[60]. Giving users continuous feedback on their progress is a key feature of hu-
man computer interaction in general and video games in particular. It requires
distinguishing between positive and negative feedback and testing the influence
of its accuracy. Video games adopt various types of feedback, both positive and
negative, designed to affect players in terms of increasing the uncertainty of
outcomes enhancing enjoyment [59, 49].

From a game design perspective, the presence of a hard effect has both ben-
efits and disadvantages. The hard effect is a positive consequence of the game’s
motivational mechanics: if the player believes in their chances of success they
may be motivated to play. However, having players believe that a challenge is
easier than it is, particularly where difficulty is high, may also cause frustration
because players will fail challenges they thought they could succeed in. The mo-
tivational aspects of the discrepancies between subjective and objective difficulty
seem therefore worthy of further investigation.

Finally, we plan to expand our approach with other measures of mental effort
like eye-tracking methods that have been used to assess cognitive load related to
computer interface [61], specially about memory and logical related tasks [62].
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