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Abstract. Use of technological devices for early childhood learning is increasing. 

Now, kindergarten and primary school children use interactive applications on 

mobile phones and tablet computers to support and complement classroom learn-

ing.  With increase in cognitive technologies, there is further potential to make 

such applications more engaging by understanding the user context. In this paper, 

we present the Little Bear, a gaze aware pedagogical agent, that tailors its verbal 

and non-verbal behavior based on the visual attention of the child and employs 

means to reorient the attention of the child, when distracted from the learning 

activity. We used the Little Bear agent in a learning application to enable teaching 

the vocabulary of everyday fruits and vegetables. Our user-study (n=12) with 

preschoolers shows that children interacted longer and showed improved short-

term retention of the vocabulary using the gaze aware agent compared to a base-

line touch-based application. Our results demonstrate the potential of gaze aware 

application design for early childhood learning.  

Keywords. Gaze, Touch, Pedagogical Agent, Early-childhood learning, Vocab-

ulary building, Games, Mobile devices, Engagement, Comparative study. 

1 Introduction 

The use of developmentally and pedagogically appropriate technology to promote 

early childhood learning is on the rise. Recently, a variety of technological tools, such 

as digital whiteboards [29], touch sensitive tabletops [10], Kinect sensors for whole 

body gestural interaction [17], and tangible objects [6] are beginning to be applied in 

the early childhood pedagogical environment. In addition, mobile phones and tablet 

computers are among the most popular technological devices applied in early childhood 

learning environment. Growing popularity and access to technology enable learners to 
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become familiar in interacting with these devices at a very young age and provide scope 

for designing innovative, ubiquitous, and constructive learning experiences [34].  

Currently, touch-based interaction is the most common technique in learning appli-

cations on mobile devices. Direct-touch interactive applications enhance learning com-

pared to non-interactive video viewing [1] and is also known to be both easier and pre-

ferred by children than indirect interfaces such as a mouse [26]. However, there are also 

several challenges in designing touch-based interactive applications for children. Plow-

man and Mcpake [31] note that if children do not understand what they need to do, the 

interactivity offered by such devices may be counter-productive to learning. Touch in-

teractions require the children to reach to the screen and tap the screen or do specific 

touch gestures, to perform an action. This requires careful design of the stimuli and 

prompts to make it intuitive [16]. Further, reaching to touch the screen maybe difficult 

depending on how the screen is positioned in front of the child [35]. Also, for early 

learners, the problem of accidental touches, and need for fine motor skills to perform 

complex actions has been recognised as challenges for using touch interactivity.  

Another challenge in designing optimal learning experiences for young children is 

that the children have very limited attention span and get easily distracted (e.g. a noise 

from the hallway or colorful object in the tablet screen of a peer)) [12]. Luna [27] notes 

that younger the child is, the more easily distractible they are. It is hence important in 

educational applications designed for early learners to be aware of children’s attention 

and employ ways to reorient the attention when the child is distracted to facilitate con-

tinuous learning. 

Recent advancements in computer vision software and hardware technology, have 

made gaze tracking cheaper, more accurate and ergonomic to use. The technology is 

increasingly seen as a viable and potentially beneficial interaction technique in mobile 

devices [22].  Gaze tracking has been previously used with children. For example, as a 

methodology in early developmental research [11], as a tool to diagnose and understand 

different psychiatric disorders in young children [39], and as an assistive technology 

for children with physical [5,18] or learning [37] disabilities. However, the potential of 

gaze-based interaction remains unexplored for early childhood learning, among the 

general children population.  

Gaze provides implicit information about the attention, intention, and rich cues of 

the interest of a child. Unlike touch-based interaction which needs an explicit action, a 

gaze-based application could adapt itself based on visual attention of the child, inte-

grating learning with their curious visual exploration [20] of young minds, providing a 

rich and embodied experience. Gaze aware applications could also keep track of the 

visual attention of the child and employ means to reorient the attention, when the child 

is distracted from the learning activity. 

In this paper, we present the Little Bear, a gaze-aware pedagogical agent designed 

for early childhood learners. The Little Bear tailors its verbal and non-verbal behavior 

in response to the visual attention of the child. The agent also exhibits emotional re-

sponses of sadness and boredom when the user is distracted from the learning activity, 

to help reorient the attention of the child to the learning activity. We developed an ed-

ucational application using the Little Bear as the central character, to teach the vocab-



 

 

ulary of everyday fruits and vegetables. Further, to evaluate the feasibility and useful-

ness of the gaze-aware pedagogical agent, we conducted two user studies with children 

from the 4-5 years age group. The purpose of the first study was to understand how 

children interacted with the application using the Little Bear and compare it with a 

baseline application that makes use of conventional touch-based interaction.  The pur-

pose of the second study was to understand the feasibility of integrating the gaze-aware 

agent in a touch-based application.  

1: Comparing gaze-aware application with the baseline touch-based application: 

Different fruits and vegetables appeared onscreen and the learner was free to explore 

them. When the user activated an object, by either looking at it (LittleBear) or touching 

the item (baseline), the agent spoke interesting details about the item. Additionally, in 

the LittleBear application, the agent exhibited verbal and non-verbal behavior to help 

reorient the attention of the child, when the child looked away from the tablet screen.  

In this study, we wanted to understand how learners interacted with the application 

based on the conditions and observe differences in engagement, if any. 

   2:  Feasibility of combining gaze and touch input: The agent asked a question regard-

ing an onscreen fruit or vegetable (e.g. could you show me the fruit banana) and the 

learner had to touch the corresponding fruit. The agent proactively encouraged the 

learner if they gazed at the correct item before touching it or provided clues to guide 

the learner to the correct fruit if they gazed at the wrong item without touching it. With 

this observational study, we wanted to know if the two modalities can be combined in 

the current state of the technologies for children. 

  We begin by reviewing the relevant related work. We then describe the agent-

based learning application we developed and the two user studies we conducted with 

it. Next, we report the results, followed by discussion of our key findings and observa-

tions.  

2 Background Literature 

2.1 Touch-based interaction for early learners 

Aladé et al. [1] studied the pedagogical value of touchscreen technology for pre-

schoolers and found that such interactive technology can facilitate and enhance learning 

compared to conventional mediums. Previous research has also investigated the chal-

lenges of using a touchscreen by young children. Hourcade [19] notes that children 

under the age of seven have underdeveloped fine motor skills and not yet well estab-

lished hand preferences, and these affect how they use touch to interact. Vatavu et al.  

[38] studied touchscreen interaction for children between 3 to 6 years and found that 

children are significantly slower than adults and made more mistakes in performing 

simple touch interaction tasks. They partly attributed this to the under-developed finger 

dexterity and visuospatial processing abilities. Nacher [28] investigated the feasibility 

of multi-touch gesture for pre-kindergarten (2-3 years) children and found that some 

gestures such as double tap, long tap and two finger rotations are especially difficult to 



perform. McKnight and Fitton [13] studied young children’s abilities to use touchscreen 

and found that children are more prone to accidental or unintended touches. 

Complementary input modalities such as gaze tracking are expected to be available 

in mobile devices in the future. Our work investigates the feasibility and usefulness of 

applying gaze as an input modality in an agent-based learning application. 

2.2 Animated pedagogical agent-based learning application 

Animated pedagogical agents are virtual characters designed to teach or guide users 

in an educational environment. While the pedagogical value of such agents are still 

debated [14], a well-established benefit of having a life-like tutoring agent is the en-

gagement and motivational benefit it provides. Studies have shown that even the mere 

presence of a lifelike agent, even if not interactive, is capable of fostering interest and 

attention. Black et al. [4] studied how children converse with virtual agents and humans. 

They found that children tend to smile more, sit up and stay oriented towards the dyad 

when speaking to an agent rather than with humans.  

Atkinson et al. [2] showed that the visual presence of the agent when combined with 

spoken instruction is more effective at promoting learning than an agent incapable of 

speaking. Krämer and Bente [23] note that improvement in non-verbal communication 

is required for agents to be more successful. While pedagogical agents were widely 

expected to transfer the benefits of human-human tutoring, the current generation of 

agents do not exhibit sophisticated non-verbal communication nor do they exert a social 

influence. Pedagogical agents that tailor their behaviour based on the emotional and 

cognitive state of the learner and show capacities for non-verbal communication, may 

have more pedagogical value [23]. 

Our study extends the previous knowledge on animated pedagogical agent. We de-

signed an animated pedagogical agent capable of oral communication that is also aware 

of the visual attention of the learner. The agent exhibits emotional states, depending on 

whether the user is paying attention to the learning activity and, also uses the gaze in-

formation of the user to establish joint attention (agent looks where the child is looking), 

then guides the user based on the visual interest. 

2.3 Gaze-aware virtual agents  

Gaze awareness has been studied in virtual agents previously. Lahiri et al. [25] stud-

ied how gaze data of adolescents with autism, recorded while interacting with a virtual 

agent could be used to provide personalised feedback regarding appropriateness of gaze 

behaviour. Similarly, Ramloll et al. [32] developed a gaze contingent environment for 

fostering social attention in autistic children, using an avatar that rewards socially ap-

propriate gaze behaviour of the user. Eichner et al. [9] investigated gaze awareness in 

virtual agents capable of giving oral presentations and found that agents that tailor the 

presentation based on interest and disinterest of the user provide a more natural inter-

action experience. Bee et al. [3] notes that agents that use the gaze information of the 

user to exhibit socially acceptable mutual gaze and gaze aversion behaviour are rated 

more positively. D’Mello et al. [7] studied gaze aware tutoring agents for young adults 



 

 

and found that using audio prompts such as “please pay attention” was an effective 

way in dynamically orienting the user’s attention.  

Previous research on gaze-aware virtual agents has shown they provide therapeutic 

benefits for children with autism, and can make the interaction more natural and effec-

tive for normal users. Our work complements the previous work in this by investigating 

the value of gaze-ware agents, exhibiting emotional response, for early learners.  

3 Comparing Gaze-Aware Application with Baseline Touch-

based Application  

3.1 Design of the gaze-aware learning application 

We designed a learning application with the “Little Bear”, a bear character, as the 

pedagogical agent. The application was designed to teach children the names of differ-

ent everyday fruits and vegetables. The application was set in a garden-like 3D envi-

ronment, where the agent would take the child for a walk. Different fruits and vegeta-

bles would appear on screen at pre-defined locations during the walk. The environment 

was chosen to provide a realistic context to the learning, similar to a human companion 

taking the child to a garden and teaching about the different items (see Figure 1). Once 

a fruit or vegetable appeared on screen, it could be activated by glancing at the fruit, 

making the agent speak an interesting detail about the fruit. 

For gaze tracking, we used an off-the-shelf gaze tracker. Since accuracy of tracking 

maybe affected by the frequent movement of children, the gaze reactive areas were 

made slightly larger than the size of the fruit (see Figure 1). When the fruits were visi-

ble, background image was dimmed, so that the fruits are the most salient objects in the 

vicinity to reduce the probability of the child looking something in the background ac-

tivating the fruit. Once the fruit was activated, a short animation was played where the 

fruits were scaled to 25% larger than their size then back to the original size and the 

agent also spoke an interesting detail about the fruit. The agent communicated orally 

using pre-recorded voice generated using the IBM Watson Text-to-Speech service. The 

parameters for speed of speech, pitch and, pauses between words were carefully chosen 

to make the speech feel natural, fitting to the character and easy to understand. The 

agent knew four different facts about each fruit (colour, size, where it grows etc.) and 

told one fact at a time in order, once the item was activated. Every fact included the 

name of the fruit (e.g. “apple is red in colour”).  Once a fruit was activated, the agent 

speech lasted 3-5 seconds and during this window the application did not respond to 

any other gaze activations of fruits until the agent finished speaking.   

In addition to speaking about the fruit or vegetable based on the current visual atten-

tion of the child, the agent also used the gaze information to reorient the attention of 

the child back to the learning activity when distracted.  When the child is distracted  



Fig. 1.  Learning application using the Little Bear. The red semi-transparent boxes indicate the 

gaze interactive area. The application used in the baseline condition also had the same visual 

appearance and layout  

and does not look at the tablet screen, the character becomes sad (see Figure 2a) and uses speech 

to attract attention by saying “I become sad when you do not look at me”.  

Further, when the agent was not speaking, the head of the agent was oriented towards 

the direction the user is looking at (obtained from gaze tracker), giving an implicit feed-

back of gaze tracking and helping establish joint attention (see Figure 2 (b)-(e)). How-

ever, when the agent was speaking, the head of the character was oriented directly 

ahead, abiding by the established social conventions of eye contact during face to face 

conversation. To further improve the realism of the agent, the agent also exhibited re-

alistic lip movement and blink behavior to complement the speech.  

Fig. 2. Agent non-verbal behaviour in response to visual attention of the child. (a) A frame from 

the ‘sad’ animation when the child does not look at the screen. (b)-(e) head orientation of the bear 

changes based on the visual attention of the child (agent looks where the child is looking). 



 

 

Table 1. Description of various behavior of the agent-guided interaction for various modalities 

in the application. 

3.2 Design of the baseline touch-based application 

The baseline touch-based application used the identical learning context and visual appearance 

of the agent as in the gaze-aware application (See Figure 1) and the difference was only in the 

interaction mechanism. In the baseline condition, touching the on-screen fruit or vegetable 

activated it and the agent was not aware of attention of the child and always appeared happy with 

the head oriented directly ahead. We did not employ methods to predict to the attention using the 

frequency of touch activity (e.g. assuming that the child is not attending to the screen, if no touch 

activity is detected for a specific duration). Our application design was based on the affordances 

offered by modality, i.e., gaze has a strong association with attention, and looking away strongly 

indicates distraction, while a gap in touch interaction need not always mean lack of attention. 

Table 1 lists the verbal and non-verbal behaviour of the agent depending on the visual attention 

of the child.  

3.3 User Study 

The purpose of the study was to understand and compare the engagement and learning 

benefits provided by gaze awareness in agent-based learning application compared to 

the baseline touch-based application. We initially conducted a pilot study with 2 par-

ticipants (1 male and 1 female) of the age group 4-5 years. The values for the dwell-

duration for the character (3.5sec), duration to activate the fruits (500ms), the duration 

of time for which the user looked away from the screen before the character responded 

Agent response Trigger in LittleBear condition Trigger in 

baseline 

condition 

Agent shows signs of sadness 

and utters “I become sad when 

you do not look at me”  

User is distracted and looks away 

from the screen for 1.25sec. 

Not possi-

ble  

The agent acts happy and ener-

getic.  

User attends to the screen Always 

The agent orients its head in real-

time to the direction the user is 

looking at.  

User looks around different parts 

of the screen without activating 

any onscreen object 

Not possi-

ble  

The agent utters “I love the at-

tention you are giving me, but 

did you notice the fruits we just 

found?” 

User looks at the agent for a prede-

fined duration (3.5sec) without 

looking at other fruits and vegeta-

bles on the screen.  

User taps 

the agent 

The agent speaks a detail about 

the item each time it is activated. 

E.g. name of the fruit, its colour, 

size etc.  

User looks at the fruit or vegetable 

for 500ms. 

User taps a 

fruit 



visually (1.25sec) and verbally (6sec) with sad emotion were chosen based on the pilot 

evaluation.  The chosen value for dwell duration for activating a fruit was short 

(500ms). The median fixation duration for children (4-6yrs) in free viewing task is 

280ms [15] and it is also known that children have less ability to perform longer fixa-

tions at a target than adults [40]. We noticed that a longer dwell was considerably dif-

ficult for our pilot participants. Choosing a relatively short dwell time allowed our ap-

plication to be implicitly reactive to the interest/visual attention of the child than re-

quiring an explicit gaze action.  

Participants.  

We worked with Kidzee Kindergarten in Bangalore, India for the user study. We 

invited 12 children (5 females, 7 males) enrolled at the kindergarten to take part in the 

study. The participants were between the age group 4-5 years old and all participants 

had normal vision. English was not the first language of any of the participants and the 

participants were nominated by the teachers based on the English language proficiency. 

All the participants were familiar with mobile devices. The kindergarten itself has the 

policy of using learning applications on mobile devices, allowing every child to play 

with the devices once a week. Informed consent for the study was received from the 

teachers. No personally identifiable data of the child was collected or maintained.  

Design.  

We chose a within-subject design. The two experimental conditions were labelled as 

follows: LittleBear: participants used the gaze-aware learning application with the Lit-

tle Bear agent and used gaze input only and Baseline: participants interacted using 

touch input only (see Table 1).  

We constructed two lists of 20 fruits and vegetables each for the test. Each list was 

constructed such that both had approximately the same number of everyday and un-

common fruits, making it safe to assume that participants were equally likely to know 

the names of the same number of fruits in both the lists before the test. The two lists 

were used in the application for the two different conditions. The order of the condition 

and the list for the condition were counter-balanced.  

There were three dependent measures: (i) the duration of time participants interacted 

with the application, (ii) the number of times on average the participants activated each 

fruit, and (iii) the short-term retention of the vocabulary soon after the interaction as 

measured using a paper-based evaluation at the end of the session. For the paper-based 

evaluation, we showed the participant a paper with pictures of four fruits each and asked 

them to point at a specific fruit (e.g. can you show me the fruit banana?). The evaluation 

consisted of 10 such questions for each condition and was conducted soon after the 

interaction for the condition.  

To test for differences between the LittleBear and Baseline conditions we used a 

non-parametric pair-wise (Monte Carlo) randomisation test [8]. In the randomisation 

test, the null hypothesis is that pair-wise differences are equally likely to be positive or 

negative. Repeated resampling (n=10,000) with a random assignment of signs for the 



 

 

difference between the conditions gives us a sampling distribution of the mean differ-

ence. The observed mean difference is compared to the sampling distribution to esti-

mate how likely the observed difference is by chance. 

Apparatus.  

The learning application was developed using Unity 5.3 on a Microsoft surface pro 

4 touchscreen tablet. We used a Tobii EyeX gaze tracker to record the gaze information. 

The tracker was mounted at the bottom of the tablet. See Figure 3(a) for the experi-

mental set up.  

 

 

Fig. 3. (a) Experimental setup. (b) A frame from the interactive introduction of the Little Bear 

gaze-aware agent. The green dot indicates the current gaze point of the user. 

Procedure.  

The test was conducted in the Kidzee kindergarten premises. The participants were 

seated facing the tablet, which was positioned on a table in normal viewing position, 

approximately 40cm away (similar to situations when using tables with special holders 

for mobile devices). In the baseline condition, the participants were free to lean forward 

or re-position themselves as they felt comfortable. The gaze tracker was first calibrated. 

We used the built-in Tobii EyeX “pop the dots” calibration process. It used seven cali-

bration points. The visual stimuli used for the calibration were coloured dots, which 

burst when the user looked at one for a specific duration. We used the built-in calibra-

tion procedure because we felt the playful element in the calibration procedure was 

well-suited for children.  

Before the LittleBear condition, a short interactive introduction was shown to the 

participant. In the introduction material, the character spoke “I will tell you a secret. I 

have eyes and I know where you are looking”. We used the metaphor that the agent has 

eyes to convey the gaze awareness feature of the application. In the interactive intro-

duction, the child could see the smoothened gaze point of where they were looking and 

the character would also look at the same area (shown in figure 3(b)). The bear also 

showed the emotions of sadness and boredom when the participant did not look at the 

screen. The moderator encouraged the participants to look away from the screen and 

observe the response of the character (as shown in Table 1). After the interactive char-

acter introduction, the learning application was started.  



In both the conditions, the character introduced the environment as a garden with a 

lot of fruits and vegetables and encouraged the participant to walk with him to find 

interesting items. The character then turned around and started walking in the garden, 

where we used background animation and music to give a perception of a virtual tour 

around the garden. At different points during the walk, four different fruits/vegetables 

appeared at the sides of the screen (see Figure 1). The character encouraged the partic-

ipant to explore the fruits by saying, for example, “we just found more fruits, do you 

know what these are?”.  

In total, there were five phases for each condition and each phase had four items 

appear onscreen (altogether 20 fruits/vegetables). In the first phase, the moderator en-

couraged the participant to activate the different onscreen fruits (by touching them or 

dwelling at them by using gaze) and this phase was treated as practice and excluded 

from all the analysis. For each condition, the participant was encouraged to interact 

with the different onscreen fruits and vegetables, listen to what the agent said and repeat 

after the character. The application did not require the participants to activate any fruits 

to go to the next phase. When the participant wanted to go to the next location they had 

to press the “NEXT” button (see Figure 1) on the screen, which made the character 

walk to a new location and four new items then appeared on screen, starting the next 

phase.  

After each session, we used a five level smiley-meter [41]  to record participant re-

sponse along with qualitative feedback. We used the smiley-meter with two questions: 

“Did you like the game you played?” and “Did you like the bear character?” and the 

participants had to respond by selecting an appropriate smiley face from the smiley-

meter shown on paper. In addition, we also logged the interaction events for further 

analysis.  

Results.  

Average time spent per phase.  

Figure 4(a) shows the  time spent per phase interacting with the application for the 

two conditions.  This study was about free exploration and the application did not have 

any restriction on how many times user had to activate each fruit. The extent of time 

spent on each phase was hence completely controlled by the child in both conditions.  

Therefore, we can assume that the time spent in each of the phases in different condi-

tions reflects the overall engagement. The median value indicates that our participants 

spent almost twice as much time interacting with the application in the LittleBear con-

dition than baseline. The difference was found to be statistically significant using the 

pair-wise randomisation test (p=0.02). 

Average activations per fruit.  

Figure 4(b) shows the average number of activations per fruit for the two conditions. 

The median value indicates that participants activated each fruit almost twice as often 

in the LittleBear condition as in the baseline condition and hence indulged in more 

learning activity. The difference was found to be statistically significant using the pair-

wise randomisation test (p=0.001). 



 

 

 

Fig. 4. (a) Average  time (in seconds) spent per phase for the two conditions.  (b) Average number 

of activations per fruits for the two conditions 

Number of items retained after the interaction.  

 

Fig. 5. Boxplot showing the number of fruits the participants recalled correctly in the paper-based 

evaluation following the interaction. There were in total 10 questions and each question had four 

different alternatives.  

Figure 5 shows the boxplot for the number of correct answers in the paper-based eval-

uation following each condition. This evaluation was used as a measure of the short-

term retention of the vocabulary, following the interaction. The median values indicate 

that our participants retained about 23% more names of fruits and vegetables after using 

the gaze-based learning application when compared to touch-based interaction. The 

difference was found to be statistically significant using the pair-wise randomisation 

test (p=0.03) 

 



Smiley-Meter Data 

We did not notice any difference between the Smiley-Meter data for the questions 

“Did you like the game?” and “Did you like the little bear character?” for the two 

conditions. Both the conditions were rated very highly (4 or 5 out of the 5 levels) for 

both the questions. Randomisation test showed that the differences were not statistically 

significant (p>0.05).  

Other Observations: Children interacting with gaze-aware Agent 

Using the agent’s emotion to regain the child’s visual attention was a useful tech-

nique. All the participants reported that they did not want to make the character sad or 

tried their best to keep the character happy. This proved helpful in two ways: first, to 

attract the participant’s attention when they were distracted or looking away from the 

screen and second, the participants could successfully tell when the agent could not see 

them (i.e. gaze tracker could not track their eyes) as the bear appeared sad (e.g. when 

the child moved out of the view of the tracker), and hence re-positioned themselves, 

making the agent happy again.  

Often, our participants would be distracted by external factors, e.g. by the objects or 

noise in the environment. However, this made the agent appear sad and was a motivator 

for them to return their attention to the application. This was also clear in two separate 

scenarios when two of the participants were casually interacting with the application 

after the test, in the presence of other children observing them. The users specifically 

wanted the observers to leave the room as their presence and conversations were dis-

tracting the user, which in turn was making the character appear sad.  

Further, our participants sometimes made significant movements of their head and 

upper body while interacting with the application. This, at times, meant that they moved 

out of the view of the tracker, which again made the character appear sad. In the begin-

ning phase of the study this sometimes caused confusion. For example, one of the par-

ticipants commented “why cannot he see me, I am looking at him?” and another partic-

ipant leaned very close to the display and commented “he still cannot see me, my bear 

has bad eyes”. These situations required moderator assistance to help the participants 

re-position themselves such that they were in the view of the gaze tracker. However, 

the required moderator assistance reduced in the later phases of the study and the par-

ticipants could work independently. In contrast, the children worked almost always in-

dependently in the baseline condition.  

Also, the notion of an agent “with eyes and emotion” was received positively and 

sparked playful interactions where the children covered their faces, deliberately moved 

away so that the bear could not see them anymore, or tried to cover the eyes of the bear 

on the screen with their hands. When asked why they were “making the character sad”, 

in all cases, children reported that they were simply playing “hide and seek” with the 

character. Overall, gaze-based interaction was well received. During the test, children 

did not show any signs of confusion or not able to control the application with the eyes 

due to Midas Touch. They could correctly associate the fruit that they looked and the 



 

 

spoken description of the agent. Figure 6 shows a representative gaze distribution pat-

tern for the participant P11, interacting with the Little Bear.  

 

Fig. 6. An example gaze distribution pattern for the LittleBear condition 

4 Feasibility of Combining Gaze and Touch for Children 

Next, we wanted to understand the feasibility of combining implicit gaze-input and 

explicit touch input for children in their early learning years. There are numerous pre-

vious works that have investigated the combination of interaction techniques for adults 

[36, 44]. While touch is a familiar, and the primary, input modality in mobile devices, 

gaze provides a wealth of information from a pedagogy point of view. Gaze could be 

used as a cue to evaluate common ground in conversational interfaces [8], be useful to 

predict intentions to provide proactive guidance (like in our Study-2), as a reliable way 

to evaluate comprehension [11] etc. Hence, gaze and touch is a valuable combination 

of input modalities for early learners.  We extended the gaze-aware agent application 

that we used in the previous comparative evaluation. The main difference was that in-

stead of allowing the users to freely explore the fruits and vegetables, the agent asked 

the user a question (e.g. can you show me the fruit banana?) and the user had to touch 

the correct fruit, out of the four on-screen alternatives. The agent implicitly used the 

gaze information to understand if the user was confused or unsure about the answer. 

For example, if the user glanced at the wrong fruit for 500ms, the agent would proac-

tively tell the user how the fruit they were looking at is different in terms of size and 

colour from the fruit they need to find (e.g. “you are looking at apple, apple is red in 

colour, while banana is yellow in colour”) or if the user looked at the correct fruit while 

being hesitant to touch it, the agent would encourage the user to touch it (e.g. “Yes, that 

is the one, go ahead and touch it!”). When the user touched the wrong fruit, the agent 

gave the same response, comparing the fruit that was touched with the fruit they needed 

to find. If the user touched the correct fruit, the agent thanked the user for helping him 

find the fruit and danced for a few seconds, before moving to the next location where 

the user had to help find a different fruit.  



We felt that with such gaze-based proactive intervention could potentially reduce the 

cognitive load associated with selecting a choice, and even possibly enhance learning 

[36] .  The focus of the study was to observe how children would interact with an ap-

plication that combines implicit gaze-input with explicit touch input and understand the 

real-world feasibility of combining gaze and touch input, in the current state of the 

technology, in an early childhood learning application.  

4.1 User Study 

We used the same participants and same experimental set up as in the previous study. 

The participants completed 4 onscreen questions and each question had four onscreen 

alternatives (same as Figure 1). We used the fruits/vegetables which the participants 

had incorrectly answered in the paper-based evaluation of Study-1. In a few cases, the 

participants had less than 4 incorrect answers in paper-based evaluation after Study-1. 

In those cases, we used a predefined set of fruits which were not part of the evaluation 

to be used in the Study-2. The task for the participants was to find the specific fruit 

asked for by the agent among other onscreen fruits and touch it.  

Results and Observations.  

As we had anticipated, almost all participants had one or more questions about which 

they were noticeably unsure or had selected the wrong answer at first. However, gaze-

based guidance was rarely invoked due to issues with gaze tracking. Figure 7 shows the 

gaze data loss for each participant. The gaze data loss was calculated based on the num-

ber of valid samples expected, based on the approximate sampling rate of the tracker 

and the number of actual valid samples returned by the tracker.  

 

 

Fig. 7. Percentage of time gaze data could not be tracked for the participants. 
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There were two separate issues that caused problems in gaze tracking: 

1. Short arms of the participants meant that, as soon as a question was asked by the 

agent, they leaned forward to touch the screen and the distance from the screen was 

insufficient for the gaze tracker to work. Optimal working distance of Tobii EyeX 

tracker is 40cm-90cm. 

2. In our study, the tracker was positioned at the bottom part of the tablet. This meant 

that normally when the children used their hands to touch the screen, the hands 

would obstruct the gaze tracking sensor causing tracking issues.  

   There were also differences between how participants interacted with the application. 

E.g. P1 was always close to the tablet making gaze tracking difficult almost all the time, 

while P3 and P4 moved closer when the interaction required touch activation. For all 

participants, there were problems in gaze tracking just before and while they were 

touching the screen for interaction. In the discussion section, we reflect on the techno-

logical improvements required to make the combination of gaze and touch work 

smoothly for early learners.  

5 Discussion 

We investigated the value of gaze awareness in an agent-based learning application for 

children. Before the study, we did not know if the gaze input is feasible; how children 

would react to the notion of an "agent with eyes"; nor how it compares against baseline 

touch-based interaction. Our results from study-1, suggest that an application that uses 

the attention information of the children to tailor the agent's verbal and non-verbal be-

havior may lead to better engagement, help develop a closer connection with the agent 

and provide learning benefits than a baseline touch-based application, that is unaware 

of the attention of the user.  

All the participants in our experiment (study-1) completed both the conditions suc-

cessfully. While we did encounter challenges with continuously gaze tracking the user 

when the children moved a lot, we did not face any issues with gaze tracker calibration 

and accuracy of tracking. Our study shows the feasibility of gaze-based interaction in 

early childhood learning applications. Our participants also reacted very positively to 

the concept of a gaze-aware pedagogical agent or “bear with eyes and emotions”. Our 

results from Study-1 suggest that such gaze-aware applications are not only engaging 

but could also help motivate the children to attend to the learning material, and prove 

beneficial in learning as indicated by our results on improved short-term retention. In 

the LittleBear condition, our participants developed a closer emotional connection with 

the agent and all the participants reported that they did not want to make the agent sad. 

The agent, who became sad when not looked at, may have motivated the participants 

to attend more to the on-screen items. 

There are two different factors that could have jointly contributed to the improved 

overall engagement and performance in the paper-based evaluation in the LittleBear 

application. First is the input modality that was used to activate the fruits. The Little 



Bear used the visual attention of the user to tailor its response and spoke about the fruits 

and vegetables that were of current interest to the user. Eichner et al. [9] showed that 

an agent that tailor its verbal response based on the attention of the user improves the 

overall engagement in adult users. In some situations, interacting with the application 

may have been easier with gaze than using explicit touch actions; for example, when 

the user wanted to activate the same fruits multiple times.  While interacting with the 

Little Bear, children often exhibited a gaze behavior where they kept looking at the 

same fruit even after the agent had finished speaking a detail for that fruit. A cue that 

can be considered as if the child "wants to know more" about that fruit. This meant that 

the agent continued explaining the next detail about the same fruit, as opposed to the 

baseline condition which required another explicit touch action for the next activation. 

The fact that our participants spent more time using the application in the LittleBear 

condition could have influenced how well they performed in the paper-based evalua-

tion.  

Second, Little bear also exhibited feelings of sadness when the child looked away, 

as a mean to reorient the attention of the user back to the learning activity. D’Mello et 

al. [7] have shown that using simple audio prompts to regain the attention of a distracted 

user to a learning application could produce significant learning gains, even at deeper 

levels of comprehension. This emotional response may have motivated our participants 

to focus on the learning activity and this additional engagement possibility may also be 

one of the reasons the users interacted longer with the Little bear compared to the base-

line condition.  Overall, our results show the strong potential of gaze-based educational 

applications for early learners.   

Our participants rated both the conditions very highly in the smiley-meter based 

questions. There could be two plausible explanations for this. First, it could be because 

our participants did not have any strong preference between the two conditions and 

enjoyed using both equally well. Touch-based interaction used in the baseline condition 

was a familiar interaction technique for our participants. While our participants were 

noticeably more engaged interacting with the Little Bear using gaze, they were also 

noticeably more confident and independent in the baseline condition. Second, it could 

have been a problem with our methodology of getting feedback from the participants. 

Previous research had also reported similar results using a smiley-meter with rural In-

dian children of age group 6-7 years. Kam et al. [21] note that their participants chose 

smiling faces, simply because they were more aesthetically appealing than frowns. We 

keep this as an important area to address in future studies.  

Further, we also investigated the feasibility of combining gaze and touch-based in-

teraction for early learners. Both gaze and touch modalities worked well when used as 

the sole interaction techniques, however, we faced unexpected technical challenges re-

lating to gaze tracking robustness when using the combination of gaze and touch to 

interact. The two main reasons for the tracking issue was the sub-optimal working dis-

tance of gaze trackers, and hands obstructing the tracker view while interacting by using 

touch. In the current state of the gaze tracking technology, it seems difficult to combine 

gaze-input with touch interaction in mobile devices for early learners. Technological 

improvements are needed before the combination would work seamlessly. In the next 



 

 

section, we discuss the technological improvements required for gaze tracking to be 

useful for field applications for children.  

5.1 Technological improvement required in gaze trackers 

When using touch-based interaction, children position the mobile device very close 

to them, to perform easy touch actions. This distance is often less than the optimal 

working distance of commercial gaze trackers. Unlike adult users, children are even 

more restless and move a lot while interacting with technological devices. It would 

hence be beneficial for gaze trackers to have a larger range of operating distance and a 

larger field of view to efficiently track children. 

Further, almost all gaze trackers are mounted below the screen, possibly to avoid the 

occlusion of the eyes by the eyelid and get a clearer image of the pupil. However, when 

mounted below the screen, frequent touch-based operations would cause the hands to 

obstruct the view of the tracker. While this is also an issue with older users [30], it is 

aggravated in the case of young users, as they do not show any specific preference of 

hands when touching the screen [19], and as we noticed in our study, sometimes even 

use both hands together to point at and touch an item. A potential solution to this would 

be to mount the camera above the screen or use multiple gaze tracking cameras to im-

prove the accuracy and robustness of tracking. 

Further, collaborative learning is common and encouraged in early childhood peda-

gogical environment (e.g. two children sharing a tablet). In our study, two of our par-

ticipants wanted the few curious onlookers to leave the room because they were dis-

tracting the participant, which in turn was making the agent sad. While this shows that 

our approach of using agent emotion to reorient the child’s attention may not be con-

ducive to collaborative learning, this is also an inherent problem with gaze trackers. 

Currently, commercial gaze trackers do not support tracking multiple users simultane-

ously. It would hence be beneficial for gaze tracking devices, that are meant to be ap-

plied in early childhood learning environments, to support the inherent pedagogical 

practices of collaborative learning and playing. 

5.2 Limitations and future work 

We have identified five limitations in our study. First, the study was conducted by a 

trained external moderator and the reported results are based on short-term evaluation. 

There is growing understanding in the Child-Computer Interaction research community 

for the need of long-term evaluation of technologies in naturalistic settings. The pres-

ence of the moderator, who is unfamiliar to the children may have influenced how long 

they interacted with the systems. Novelty of the gaze-based interaction may have influ-

enced the engagement. Future work will investigate the long term engagement and ped-

agogical value of gaze-aware learning applications, for example, by training the teach-

ers to help in the data collection [33].  

Second, the task used in our study-1 involved only simple selection/activation of 

fruits (with either gaze in the LittleBear condition or touch in the baseline condition). 

Using gaze as the sole input modality may only be suitable for such simple interaction 



tasks. Other input modalities such as touch/tilting the device affords more complex in-

teraction possibilities. The purpose of the study was to demonstrate the engagement 

possibility and learning benefit offered by gaze awareness in an agent-based application 

for children and further research is required to understand how this gaze awareness can 

be best combined with other expressive interaction.  

Third, we placed the device in a viewing position. In study-1, baseline condition, the 

children were free to lean forward or re-position themselves as they felt comfortable. 

However, in a naturalistic setting children may position the device differently (e.g. on 

the lap or flat on the table). The positioning of the device may have an influence on 

how children interact with the device using touch [35]. Further research is required to 

understand the effect of device positioning on our results.  

Fourth, the small sample size (N=12) is a limitation of the study. While many of the 

reported results were statistically significant, a larger number of participants could have 

been beneficial to understand any difference based on gender of the participant, or fa-

miliarity of mobile devices.  

Finally, all our participants were between the age group of 4-5 years old and from 

an urban community. Age and culture may have an influence on how people respond 

to novel technologies, pedagogical agents, or the acceptable social gaze behaviour [24] 

with the agent. Future work should also investigate if our results could be applicable to 

children of different age groups and cultural representation. 

6 Conclusion 

We investigated how children of the age group 4-5 years interact and engage with a 

gaze-aware pedagogical agent that tailors both its verbal and non-verbal behaviour to 

the visual attention of the user. Our results suggest that gaze is a promising input mo-

dality for early learners. Gaze awareness in the agent-based application not only im-

proved the children’s engagement with the application, but also improved their short-

term retention of the vocabulary learnt, and helped develop a closer connection with 

the agent. We further investigated the feasibility of combining implicit gaze and explicit 

touch input in a learning application. While the combination of modality has strong 

potential in applications for children, our results suggests that several technical im-

provements are required for this combination to work seamlessly for children.   
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