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Abstract. Several different algorithms have been proposed in recent
years for the dynamic optimization of resource allocation in virtualized
data centers. The proposed methods range from fast and simple heuristics
to exact algorithms that yield optimal results but take much longer.
This paper suggests an algorithm portfolio approach in which multiple
algorithms coexist. Based on continual monitoring and analysis of the
state of the data center, the optimization algorithm that is most suitable
is chosen on the fly. This way, the balance between optimization quality
and reaction time can be tuned adaptively. Empirical results show that
this approach leads to improved overall results.

1 Introduction

The last years have witnessed a tremendous uptake of cloud computing. The
compelling advantages of the cloud, like the instantaneous access to services
without the need for upfront investments and the elastic scaling backed by a
seemingly unlimited pool of resources continue to drive ever more customers to
the cloud.

For a provider of Infrastructure-as-a-Service (IaaS), several important chal-
lenges must be addressed to provide the service economically and in good quality
[10]. First, the operation of the physical infrastructure is associated with high
costs. Especially the costs for electricity play an important role for operating
servers and cooling equipment [8]. For this reason, virtualization is widely used
to achieve high utilization of physical servers and switch off unused ones. In
particular, live migration of virtual machines (VMs) between physical machines
(PMs) makes it possible to react to changes in the workload and continually
consolidate VMs to just the required number of PMs [35].

Second, customers require a high level of service quality. In the case of IaaS,
the most important quality objective is that the amount of resources requested
for a VM should be available whenever the application in the VM requires it.
This objective of the customers is in conflict with the economic objective of
the providers. The latter would dictate aggressive consolidation of VMs, but
if the resources of a PM are over-subscribed by multiple VMs and the load
of the VMs starts to rise, this can quickly lead to an overload of the physical
resources, resulting in a situation where VMs do not obtain the requested amount



of resources. This may lead to degraded performance for client applications, thus
to customer dissatisfaction which may manifest itself in penalties (if the service
level agreement mandates this) or customer churn.1

As can be seen, it is vital for the provider to find the right balance between
the conflicting objectives of minimizing the number of used PMs and minimizing
the situations where a PM is overloaded. This leads to an interesting optimiza-
tion problem called the VM consolidation problem [24]. Most of the realistic
formulations of the VM consolidation problem are NP-hard to solve optimally
or even to approximate with low approximation factors [23]. Still, because of its
practical relevance, many algorithms have been proposed to solve this problem.

Many of the suggested algorithms are greedy heuristics that deliver a solu-
tion very quickly. However, there is no guarantee on how close the found solution
will be to the optimum and in unfortunate cases, it can be very far from it. On
the other extreme, some researchers have also proposed exact algorithms that
are guaranteed to find the optimum, although at the cost of exponential execu-
tion times. To be practical, such algorithms must be furnished with a timeout
so that overly long runs are prohibited (in which case the algorithm returns
the best solution it has found). This way, the found solution is not guaranteed
to be optimal; however, experience shows that this way significantly better re-
sults can be achieved than with the simple greedy heuristics, although with also
significantly higher execution time.

It is not clear which of these approaches is the most appropriate. For example,
in a situation where the workload is quickly rising (e.g., as a result of the flash
crowd phenomenon [29]), it is paramount to react quickly. In this case, a greedy
algorithm that delivers a suboptimal result within a second is clearly preferred
over a more sophisticated algorithm that would give a better result after a minute
because by that time PMs may already be overloaded. On the other hand, in
a peaceful period of low load, it would pay off to wait for the better allocation
returned by the longer-running algorithm.

Based on these considerations, we propose here an algorithm portfolio ap-
proach, in which the provider has a set of algorithms at its disposal and chooses
from them dynamically, based on the current situation of the cloud. This way,
the strengths of different algorithms can be combined.

In this paper, we describe a general approach for using an algorithm portfolio
for VM allocation, as well as a specific preliminary implementation using two
algorithms. Empirical results show that already our preliminary implementation
leads to better results than those of the individual algorithms.

2 Previous work

The VM consolidation problem has received a lot of attention in recent years.
Several different versions of the problem have been studied and many different

1 Beyond these two basic objectives, there can be also several other factors that the
provider must take care of, such as security and privacy requirements, optimization
of data transfer among the VMs, thermal issues etc.



algorithms have been proposed to solve it [22, 26]. The proposed algorithms
realize different trade-offs between solution quality and algorithm execution time.

The fastest algorithms are greedy heuristics: their running time is at most
quadratic in the size of the problem instance, leading to very low execution
times, but also to solutions, the quality of which may not be so good. Typical
examples include the packing heuristics adopted from the related bin-packing
problem, such as First-Fit, Best-Fit, First-Fit-Decreasing etc. [4, 5, 13, 17, 20, 30,
36, 37] and also some proprietary methods [4, 32, 33, 38, 39].

Exact methods (i.e., algorithms that are guaranteed to yield optimal results)
are the other extreme. The proposed exact algorithms rely almost always on
some form of mathematic programming (e.g., integer linear programming) and
appropriate solvers [13, 14, 25, 31, 41]. Unfortunately, these approaches do not
scale to practical problem sizes, so their running has to be limited.

There are also some further algorithms. These include meta-heuristics, the
execution time and quality of which can be tuned with multiple parameters, e.g.,
simulated annealing [16, 27], genetic algorithms [11], particle swarm optimization
[18], ant colony optimization [9], and biogeography-based optimization [19, 42].
Also, some complex proprietary heuristics fall into this category [2, 17, 28].

The algorithm portfolio approach advocated in this paper was originally sug-
gested by Huberman et al. [15] and then popularized in the artificial intelligence
community by Gomes and Selman [12] with the aim of attacking hard combi-
natorial problems. The fundamental idea is to select from a pool of available
algorithms the most appropriate one for each specific problem instance, based
on quickly computable features of the problem instance and a model of expected
behavior of the algorithms on problem instances with the given features. The
most well-known application of this approach has been the SATzilla solver for
the Boolean satisfiability (SAT) problem [40], which has consistently achieved
top results in the SAT competitions. The approach has also been used in the
context of automated synthesis and deployment of cloud applications [7, 1].

3 General problem description

As shown in Fig. 1, the inputs to the VM consolidation problem consist of (i)
information about the PMs, (ii) information about the VMs, (iii) the current
mapping of VMs on PMs, and (iv) further constraints.

Each PM is characterized by its capacity, current state, and its power con-
sumption characteristic. The capacity can be one-dimensional if only a single
resource type (typically the CPU) is considered, or multi-dimensional if multiple
resources types (e.g., CPU, RAM, disk) are taken into account. The state of the
PM can be either “on” or “off”. The power consumption characteristic of the
PM is a function that defines how much power the PM consumes depending on
the load of the PM.

A VM is characterized by its resource requirements. If d resource types are
considered for the capacity of PMs, then also the resource requirements of the
VMs are d-dimensional.
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Some of the VMs may already exist and be placed on a PM. There can also
be newly requested VMs whose placement is not decided yet. Hence, the current
mapping of VMs on PMs defines for a subset of the VMs on which PM they
currently reside. Further, it is also possible that the termination of some VMs
has been requested; such VMs also appear in the current mapping of VMs on
PMs, but can be removed.

There can also be further constraints that VM consolidation has to respect.
For example, anti-colocation constraints prescribe that certain pairs of VMs must
not be placed on the same PM for reasons of security or fault tolerance.

The aim of VM consolidation is to determine a new mapping of VMs on PMs.
This mapping must define for each VM – including both existing and newly
requested VMs – the PM that should host it. For the newly requested VMs, the
new mapping defines on which PM they should be deployed. For existing VMs, if
the new mapping defines a different host from the current one, then a migration
must be carried out; otherwise, no action is required.

VM consolidation has two main objectives: (i) minimizing total energy con-
sumption and (ii) minimizing PM overloads. These two objectives are conflicting:
minimizing energy consumption can be achieved by aggressively consolidating
the VMs to as few highly loaded PMs as possible, but this would increase the
probability of PM overloads. Therefore, the aim is to find a good balance between
these two objectives.

Timing also plays an important role in VM consolidation. The workload keeps
changing, and so the mapping of VMs on PMs should be re-optimized regularly
to react to the changes. Fig. 2 depicts a typical time-line. According to this, VM
consolidation is carried out periodically, with a period of T . In each period, first



Algorithm and 
parameter 
selection

VM 
consolidation 

algorithm 
1

VM 
consolidation 

algorithm 
k

Current 
system state

Knowledge 
base

Control parameters

Period T

Fig. 3. Overview of the proposed approach

the input data – in particular, the current load of the VMs – are collected, which
are then fed into the consolidation algorithm. Finally, the migrations that the
algorithm decided are executed.

Collection of input data can be done in a decentralized manner and hence in
parallel, so that the time required for that is not so high. In contrast, the time
for running the algorithm can be substantial depending on the specific algorithm
used. Also the migrations can take long depending on several factors like memory
size of the migrated VMs or the available network bandwidth [34].

The time that elapses between collecting the input data and reaching the new
state is critical for two reasons. First, the more time passes, the less effective is
the reaction of the system: in case of a PM overload, it takes longer to remedy
the problem; if there are consolidation opportunities, it takes longer to exploit
them, thereby wasting energy. Second, the workload also changes during this
time, so that the state actually reached will be different from the one that the
algorithm determined based on the old load levels, and the longer it takes to
reach the new state, the higher the difference can be.

For these reasons, the usefulness of a VM consolidation algorithm not only
depends on how well it can consolidate the VMs and how well it can eliminate
PM overloads, but also how fast it is. The algorithms that have been proposed
so far in the literature differ strongly along these dimensions: some are slow
but deliver very good results, whereas others are much faster but deliver weaker
results. The question that we are trying to address is how the complementary
strengths of existing algorithms can be combined.

4 Proposed approach

An overview of our proposed approach is sketched in Fig. 3. The main idea
is to use multiple VM consolidation algorithms that offer different trade-offs



between speed and quality. In each period, it is decided dynamically which of
the available algorithms should be used in the current optimization period. This
decision is based on a quick analysis of the current system state, consulting a
knowledge base containing information about the characteristics of the available
algorithms. The analysis has to be quick because it is on the critical path of
the decision-making process. Hence it should consist of simple rules that are
based on aggregate system metrics. For example, such a rule could state that
the fastest algorithm should be chosen if there are several overloaded PMs or if
violations of some security-related constraints have been detected.

Some algorithms have important parameters with which their behavior can
be configured. Some parameters may relate to quantities of the problem domain;
for instance, some algorithms support explicit thresholds on the number of mi-
grations [3] or the headroom to leave on PMs to prevent overloads [5]. Other
algorithms have internal, algorithm-specific parameters that influence their effi-
ciency and effectiveness; for example, evolutionary algorithms can be tuned with
parameters like population size, mutation rate etc. Similarly to the selection of
the most appropriate algorithm for the given system state, also its most appro-
priate parameter configuration can be set on the fly, provided that the necessary
rules are known. For example, in the case of heavy network traffic, the number
of allowed migrations can be limited.

Beside selecting the algorithm and its parameters, a further customization
possibility relates to the re-optimization period T , i.e., the time until the re-
optimization cycle starts again. All previous works that we are aware of assumed
T to be constant; however, this need not always be the case. If we choose a quick
algorithm and limit it to just a few migrations so as to react quickly to an emer-
gency situation, then it makes sense to lower T so that the next re-optimization
happens earlier. This way, it can be checked in a timely manner whether the
emergency has been resolved: if yes, other optimizations can be performed that
were previously not done because of the higher-priority mitigation steps; if no,
further measures can be taken to mitigate the issue.

5 Specific implementation

So far, we have described both the addressed problem and our proposed approach
in a generic way. The reason is that the VM consolidation problem exists in many
different flavors [22], but the presented approach can be applied to any variant
in conceptually the same way. However, the specific algorithms that make up
the portfolio, their parameters, as well as the specifics of the data center and the
served workload may influence the details of how the proposed method should
be applied. To validate our approach, we implemented it in a specific setting
which we describe in the following.

5.1 Problem model

We focus on CPU usage as the most important resource for consolidation. The
set of available PMs is denoted by P . Each PM p ∈ P is associated with a CPU



capacity cp and power consumption wp. The set of active or requested VMs is
denoted by V . Each VM v ∈ V is associated with a – current or predicted – CPU
size sv. The current mapping of VMs to PMs is given for a subset of the VMs
V0 ⊆ V by m0 : V0 → P . The aim is to determine a new mapping m : V → P
of each VM to a PM that fulfills the capacity constraints, also leaving some
headroom on each PM:

∀p ∈ P :
∑

v∈m−1(p)

sv ≤ λ · cp. (1)

Here, m−1(p) is the set of VMs mapped by m to PM p and 0 < λ ≤ 1 is a given
constant, defining the headroom.

A further constraint is that the number of migrations should not be too high.
The number of migrations can be computed as |{v ∈ V0 : m(v) 6= m0(v)}|.

The optimization objective is to minimize the total power consumption,
which is given by the sum of the power consumption of the PMs that are active:∑
{wp : p ∈ Pa}, where Pa ⊆ P is the set of active PMs.

5.2 Used algorithms

We use a portfolio of two typical but very different algorithms. The first algo-
rithm is the heuristic of Beloglazov et al. [5]. This is based on a packing heuristic
called Modified Best Fit Decreasing (MBFD), in which the VMs to be placed are
first sorted in non-increasing order of their CPU size, and then each VM is placed
in the PM that can host it with the smallest increase in power consumption.

Newly requested VMs are placed directly using the MBFD heuristic. For re-
optimizing the placement of existing VMs, the algorithm of Beloglazov et al. first
determines the PMs whose utilization is above λ. From these PMs, some VMs
are removed until their utilization gets below λ. The VMs removed this way are
migrated to other PMs determined using again the MBFD heuristic. Finally, the
algorithm tries for each PM whether it can be emptied by migrating all the VMs
it hosts to some other PM – if this is possible, these migrations are carried out
and the PM is shut down; otherwise, the migrations are not carried out.

The second algorithm consists of converting the VM consolidation problem
to an integer linear program (ILP) and using an off-the-shelf ILP solver to solve
it. The conversion mostly follows the approach of [3], and is described next.

Indexing VMs as vi (i = 1, . . . , |V |) and PMs as pj (j = 1, . . . , |P |), the
following binary variables are introduced:

Alloci,j =

{
1 if vi should be allocated on pj

0 otherwise

Activej =

{
1 if pj should be active

0 otherwise

Migri =

{
1 if vi should be migrated

0 otherwise



Using these variables, the integer program can be formulated as follows (i =
1, . . . , |V | and j = 1, . . . , |P |):

min α ·
m∑

j=1

wpj ·Activej + µ ·
n∑

i=1

Migri (2)

s. t.

m∑
j=1

Alloci,j = 1 ∀i (3)

Alloci,j ≤ Activej ∀i, j (4)
n∑

i=1

svi ·Alloci,j ≤ λ · cpj ∀j (5)

Migri = 1−Alloci,m0(vi) ∀vi ∈ V0 (6)
n∑

i=1

Migri ≤ K (7)

Alloci,j , Activej ,Migri ∈ {0, 1} ∀i, j (8)

The objective function (2) is the weighted sum of the total power consump-
tion and the number of migrations (α, µ ≥ 0 are given weights). Equation (3)
ensures that each VM is allocated to exactly one PM, whereas constraint (4)
ensures that for a PM pj to which at least one VM is allocated, Activej = 1.
Together with the objective function, this ensures that Activej = 1 holds for
exactly those PMs that accommodate at least one VM. Constraint (5) is the ca-
pacity constraint. Equation (6) determines the values of the Migri variables and
equation (7) constrains the number of migrations (K > 0 is a given constant).

5.3 Algorithm and parameter selection logic

Our selection logic is based on a simple but powerful indicator of the current
system state: the number of PMs currently not satisfying Equation (1). If this
number, denoted as L, is higher than a predefined threshold L0, then we assume
that a quick reaction is necessary; otherwise, the reaction can be more relaxed.

The rationale behind using this metric is the following. We can assume that
in the previous re-optimization cycle, VMs were re-distributed among PMs in
such a way that the utilization of each PM is below λ, and for most PMs it
is near λ. If the workload is in an upturn, then the PMs whose load was just
under the limit will exceed the limit; and indeed a quick reaction is needed to
avoid negative consequences of further load increase. On the other hand, if the
workload is stagnating or decreasing, then the load of the PMs still satisfies
Equation (1). In this case, there is more time to determine the new placement
of the VMs. Hence the number of PMs not satisfying Equation (1) is indeed a
good indicator of how quickly a reaction is needed.

We assume that the heuristic of Beloglazov et al. is significantly faster than
the ILP-based algorithm, but typically the ILP-based algorithm delivers better
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results. For this reason, we apply the fast heuristic if a quick reaction is necessary
(i.e., L > L0) and the ILP-based algorithm otherwise (see also Fig. 4).

Also the time T until the next re-optimization cycle is set adaptively, based
on a similar decision logic. If the ILP-based algorithm is carried out, then T is set
to its normal value. However, if we established that a quick reaction is necessary
and hence run the heuristic algorithm, then we set T to a lower value. The reason
is that we should keep the ability to respond quickly if the workload continues to
rise. Cloud workloads are known to be amenable to the flash crowd phenomenon,
which can quickly lead to severe violation of service level objectives. This is why
we have to be careful if the load starts to rise. On the other hand, if the load is
not rising, performing VM consolidation too often would be counterproductive
because of the overhead associated with migrations.

6 Empirical results

Simulations were used to assess the effects of our adaptive VM consolidation
approach, using the CloudSim simulator [6], version 4.0. CloudSim already con-
tains the VM consolidation algorithm of Beloglazov et al. We implemented the
ILP-based algorithm using the Gurobi Optimizer, version 7.0.2. In addition, we
implemented the algorithm and parameter selection logic described in Section
5.3. In all cases, λ was set to 0.8.

We simulate a cluster of 100 PMs serving 500 VMs. The PMs belong to three
types (with one third of the PMs belonging to each type), having CPU capacities
of 2000, 4000, and 8000 MIPS. The VMs’ requested CPU size ranges from 200
to 1500 MIPS, and their actual CPU size is always defined as percentage of their
requested size, as explained below. Re-optimization is normally carried out every
5 minutes (i.e., Tnormal = 300s) like in many previous works (e.g., [21]). When T
should be reduced to respond quickly, it is set to Tquick = Tnormal/2 = 150s. The



Table 1. Aggregated results of the experiments

Workload
Energy [kWh] Overloads

heuristic ILP portfolio heuristic ILP portfolio

constant 11.63 9.04 9.04 0 0 0
decrease 16.60 15.21 14.93 0 0 0
increase 18.90 19.11 20.12 146 60 39
peak 18.99 16.09 18.51 104 60 2
valley 16.15 14.81 15.93 133 135 40
sinus small 12.39 10.35 9.88 0 0 0
sinus big 18.77 17.40 17.15 75 69 13

total 113.43 102.01 105.56 458 324 94

ILP-based algorithm is given a time budget of 60 seconds; the execution time of
the heuristic algorithm is negligible (it was below 1 second in all of our experi-
ments). Migrations take on average about 32 seconds. The power consumption of
a running PM is 400W. The experiments were performed on a Lenovo ThinkPad
X1 laptop with Intel Core i5-4210U CPU @ 1.70GHz and 8GB RAM.

We tested several different workload patterns to assess how our approach
works in different settings. Each pattern takes 1 hour. In each case, the proposed
approach is compared with the two pure strategies of using always the ILP-based
algorithm or always the heuristic algorithm. The criteria for comparison are the
number of active PMs, the total energy consumption, and the number of times
a PM was overloaded, where the latter is assessed every 60 seconds.

The results of the experiments are summarized in Table 1. In the first experi-
ment, the workload was constant 50% of the requested capacity. As expected, all
algorithms were able to perform consolidation without incurring PM overloads.
The ILP-based algorithm resulted in about 22% reduction in power consumption
compared to the heuristic algorithm. Since there was no rise in the workload,
the portfolio-based approach always chose the ILP-based algorithm, hence it led
to the same result.

The situation is similar in the second experiment, in which the load decreases
from 90% to 10% of the requested capacity. Again, there was no PM overload.
The three algorithms led to similar energy consumption, with the portfolio-
based approach leading to about 10% reduction in energy consumption over the
heuristic and about 2% over the ILP-based algorithm2.

In the third experiment, the opposite happens: the load is increased from
10% to 90%. As can be seen, the order of the algorithms also becomes opposite:
now the portfolio-based approach leads to 5-6% higher energy consumption than
the others. However, there are considerable differences in terms of PM overloads:

2 In almost all re-optimization cycles, the portfolio-based approach chooses the ILP-
based algorithm, hence they behave almost the same. The only exception is the first
cycle: since the workload starts at 90%, the initial placement of the VMs leads to
several PMs with utilization above λ, so that the fast heuristic is chosen.
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Fig. 5. Effects of the load increasing from 10% to 90%
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Fig. 6. Effects of the load first increasing from 10% to 90%, then decreasing back to
10%

the ILP-based algorithm leads to 54% more PM overloads, the heuristic to 274%
more PM overloads than the portfolio-based approach. The details are shown
in Fig. 5. As can be seen, the portfolio-based approach can react faster to the
change than the other algorithms.

The fourth experiment, called “peak,” is a combination of the preceding
two: in the first half of the time window, the load increases from 10% to 90%,
then in the second half it decreases back to 10%. As can be seen, the energy
consumption achieved by the three evaluated approaches is again very similar
to each other; however, in terms of the number of PM overloads, the portfolio-
based approach is again clearly superior. The details are shown in Fig. 6. Not
surprisingly, the difference between the three approaches arises in the first half of
the time window, where the portfolio-based approach provides faster and better
reaction to the change than the others.

The fifth experiment, called “valley,” is the opposite of the previous one: in
the first half of the time window, the load decreases from 90% to 10%, then in
the second half it increases back to 90%. The results, shown in detail in Fig. 7,
are similar to the previous ones.

In the next two experiments, the load follows a sinus curve around 50%. In
the experiment termed “sinus small,” the amplitude of the sinus curve is 5%,
whereas in the “sinus big” experiment it is 20%. In both cases, the portfolio-based
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Fig. 7. Effects of the load first decreasing from 90% to 10%, then increasing back to
90%
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Fig. 8. Effects of the load following a sinus curve around 50% with amplitude 20%

approach outperforms the other two. The details for the “sinus big” experiment
are shown in Fig. 8.

The aggregated figures (last line of Table 1) reveal that the portfolio-based
approach improves energy consumption by 7% compared to the heuristic, but
this result is still 3% worse than that of the ILP-based algorithm. Concerning
the number of overloads, the portfolio-based approach emerges as clear winner.

7 Conclusions and future work

In this paper, we investigated how different algorithms for the VM consolidation
problem can be combined into an algorithm portfolio from which an automated
decision-making mechanism can choose dynamically at run-time based on the
current system state. This way, the complementary advantages of different al-
gorithms can be leveraged. In particular, we have shown how a fast but simple
heuristic can be combined with a more sophisticated but slow ILP-based algo-
rithm. Beside the choice of algorithm, also algorithm parameters as well as the
re-optimization interval can be chosen by the same mechanism.

The simulation results demonstrate that the suggested approach is promising
because in most cases it leads to a better trade-off between energy consumption
and PM overloads than the two underlying algorithms.



Obviously, our current implementation is rather simple and could be im-
proved in several ways. For example, the used knowledge about the two un-
derlying algorithms is simplistic: the ILP-based algorithm is assumed to always
lead to better quality than the heuristic. In reality, this is not always the case,
so that a more sophisticated model of the algorithms’ performance could result
in better decisions. The model of algorithm performance could also be learned
during run-time through appropriate machine learning techniques.

Also the decision-making is based on a simple metric. More intelligence could
be added, for instance in the form of time series analysis, to make better deci-
sions. Further possibilities include the addition of more algorithms to the port-
folio or running multiple algorithms from the portfolio in parallel if sufficient
parallel resources are available.
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