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Abstract. Unlike the offline world, the online world is devoid of well-
evolved norms of interaction which guide socialization and self-disclosure.
Therefore, it is difficult for members of online communities like Social
Network Sites (SNSs) to control the scope of their actions and predict
others’ reactions to them. Consequently users might not always antici-
pate the consequences of their online activities and often engage in ac-
tions they later regret. Regrettable and negative self-disclosure experi-
ences can be considered as rich sources of privacy heuristics and a valu-
able input for the development of privacy awareness mechanisms. In this
work, we introduce a Privacy Heuristics Derivation Method (PHeDer) to
encode regrettable self-disclosure experiences into privacy best practices.
Since information about the impact and the frequency of unwanted inci-
dents (such as job loss, identity theft or bad image) can be used to raise
users’ awareness, this method (and its conceptual model) puts special
focus on the risks of online self-disclosure. At the end of this work, we
provide assessment on how the outcome of the method can be used in the
context of an adaptive awareness system for generating tailored feedback
and support.

Keywords: social network sites, adaptive privacy, awareness, heuristics,
risk analysis

1 Introduction

Nowadays, different SNSs support a wide and diverse range of interests and
practices [4]. While sites like Facebook or Twitter serve as more general purpose
platforms, others like LinkedIn or Researchgate provide a more specific structure
designed for targeting the needs of particular groups of users (professionals and
scientists, respectively) [15]. Independently of their aim, the anatomy of any SNS
consists of a set of core features that allow users to share, co-create, discuss and
modify different types of media content [15]. Through such features users share
their interests, emotions, opinions and beliefs with a large network of friends and
acquaintances within a few seconds.

The act of revealing personal information to others is commonly known as
“self-disclosure” [2]. This practice (which is common and frequent in both online
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and offline contexts) is key for the development and maintenance of personal re-
lationships [31]. However, disclosures (specially in online contexts like SNSs) very
often reveal detailed information about the user’s real life and social relationships
[14]. Furthermore, when revealing too much personal information users take the
risk of becoming victims of privacy threats like stalking, scamming, grooming or
cyber-bulling. These threats, together with negative consequences for the user’s
image, make online self-disclosure in many cases a regrettable experience.

There are diverse factors which contribute to engaging in online self-disclosure
activities. A poor understanding of the size and composition of audiences, psy-
chological factors like narcissism [27] and impression management [16][28], or low
privacy literacy [26] are often discussed and analyzed as the main factors mediat-
ing in online self-disclosure. However, the role of computers as social actors and
consequently the role of technology in shaping our perceptions of information
privacy is often omitted [25]. Since private digital data is intangible and only
perceived through the interfaces and physical materials of media technologies,
such technologies modulate users’ emotional perception and attachment towards
their private information [25]. Nevertheless, media technologies are not succeed-
ing in taking such emotional perception to the visceral level. This is, making the
tie between users’ feelings and data visible, tangible and emotionally appreciable
so they can perceive (in a visceral way) the impact of their disclosures.

Since regrettable online self-disclosure experiences often come along with a
visceral reaction1, they can be considered as sources of privacy heuristics which
can help the users in making better and more informed privacy decisions, as to
contribute in the emotional attachment towards their digital data. Dı́az Ferreyra
et al. [8] propose an Instructional Awareness Software Architecture (IASA) that
prescribes the components of an adaptive Instructional Awareness System (IAS),
which provides tailored feedback on users’ disclosures in SNSs. In line with this
approach, this work proposes to encode the outcome of empirical research and
everyday online self-disclosure experiences into the knowledge base of IAS. Tak-
ing regrettable user experiences as the starting point, this work introduces a
method for the derivation of privacy heuristics (best practices) and their further
incorporation into IAS.

The rest of the paper is organized as follows. In the next section we discuss
preventative technologies in the landscape of privacy technologies. In Section
3 we discuss how empirical research on users’ regrettable disclosures can be a
rich source of privacy heuristics and serve for the development of preventative
technologies. Next, Section 4 introduces the conceptual model and the method’s
steps for the derivation of privacy heuristics. In Section 5, we provide assessment
towards the evaluation of the method and its outcome for the generation of
instructional awareness. We next discuss the advantages and drawbacks of this
approach together with future work in Section 6. Finally, we conclude with an
outline of the implications of our approach.

1 A visceral reaction is an “instinctive, gut-deep bodily response to a stimulus or
experience”[1]. For instance, a burning sensation in the stomach when loosing some-
thing of value (e.g. wallet, passport, etc.)
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2 Related Work

Whether in or out of the context of SNSs, privacy is certainly a multifaceted
and complex problem that receives the attention of researchers across a wide
spectrum of disciplines. Online self-disclosure and its unwanted consequences
have been discussed and treated by research in media psychology and computer
science, among others. However, framing self-disclosure as a privacy problem may
sound paradoxical since this is a voluntary act performed by the users, and it does
not violate “the right of the individual to decide what information about himself
should be communicated to others and under what circumstances” (which is
Westin’s definition of privacy [32]). Nevertheless, the privacy landscape is much
broader and existing solutions rely on different technical and social assumptions
as well as definitions of privacy [7].

2.1 Self-disclosure in the Privacy Landscape

Gürses and Dı́az [7] describe the landscape of privacy technologies in terms of
three paradigms: control, confidentiality and practice. Technologies located in
the “control” paradigm understand privacy as Westin does (i.e. the ability to
determine acceptable data collection and usage) and seek to provide individuals
with control and oversight over the collection, processing and use of their data.
In the “confidentiality” paradigm, technologies are inspired by the definition of
privacy as “the right to be alone” and aim to create an individual autonomous
sphere free from intrusions. Both paradigms, control and confidentiality, have a
strong security focus but do not put much attention on improving transparency
and enabling identity construction [7]. After all, privacy contributes widely to
the construction of one’s identity both at an individual and collective level.
That is precisely the (implicit) notion of privacy that users put into “practice”
when they self-disclose, namely “the freedom of unreasonable constraints on the
construction of one’s own identity”. In order to support the users in building
such constraints, technologies in the practice paradigm aim to make information
flows more transparent through feedback and awareness [7].

2.2 Preventative Technologies

Many efforts have been put in raising privacy awareness among the users of
SNSs in order to mitigate the unwanted consequences of online self-disclosure
[6][8][9][11][29]. However, many of these preventative technologies rely on static
and non adaptive awareness solutions, which in many cases hinders the engage-
ment of the users towards such systems. Wang et al. [29] developed three plug-
ins for Facebook which aimed to help the users to avoid regrettable disclosures.
These plugins called “privacy nudges” intervened when the user was about to
post a message in his/her biography either (i) introducing a delay, (ii) providing
visual cues about the audience of the post, or (iii) giving feedback about the
meaning (positive or negative) of the post. Despite its novelty, mixed reactions
were observed when these nudges were tested against Facebook users: some users
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liked them and managed to engage with them, and some others did not. An ex-
planation to this can be found in a qualitative study conducted by Schäwel and
Krämer [23], which revealed that the engagement level of privacy awareness sys-
tems is tightly related with their ability of providing tailored feedback to the
users.

To overcome the issues of static approaches, other preventative technologies
focus on providing personalized feedback and guidance to the users though adap-
tive mechanisms. For instance, Caliki et. al. developed “Privacy Dynamics”, an
adaptive architecture which uses Social Identity Theory (SIT) to learn privacy
norms from the users’ sharing behaviors [6]. Basically, the SIT postulates that
people belong to multiple social identities. For instance, being Sweedish, being an
athlete, or being a researcher are all examples of social identities/identity groups.
Social identities and identity groups play an important role in the construction
of people’s privacy because they are tightly related to the targeted audience of
the user’s disclosures. This is, a user frequently has a mental conceptualization
of the different social identity groups with whom he/she is interacting. However,
there can be a misalignment between this mental model and the real audience,
which can lead to a privacy violation. For instance, when disclosing a negative
comment about one’s workplace without thinking that a work colleague can be
part of the post’s audience. In this case the conceptualized audience is not in-
cluding the work colleagues, while the actual audience is. To overcome this issue,
“Privacy Dynamics” uses Inductive Logic Programming (ILP) to learn these pri-
vacy rules and consequently resolve the conflicts among them. Other adaptive
solutions like the ones from Ghazinour et al. [11], and Fang et al. [9] follow sim-
ilar supervised learning approaches. This work provides an instrument for the
incorporation of user-centered privacy requirements into the design process of
adaptive preventative technologies.

3 Theoretical Background

Regrettable online self-disclosure experiences are hardly taken into consideration
for the development of preventative technologies. In this section we discuss the
importance of such experiences for eliciting user-centered privacy requirements as
for the generation of adaptive feedback and awareness. Likewise, we will discuss
the role of regrets in the derivation of privacy heuristics and their incorporation
into the design of preventative technologies.

3.1 Self-disclosure Privacy Concerns

Systems are developed on the basis of requirements that specify their desired
behavior in a given environment. Privacy requirements represent the positions
and judgments of multiple stakeholders with respect to privacy and transparency
claims in a system-to-be [13]. In order to discuss privacy claims from a multiple
stakeholders perspective, all the information that will be collected, used, pro-
cessed, distributed or deleted by the system-to-be should be deemed relevant
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for privacy analysis [13]. Typically, in a requirements elicitation process, stake-
holders are the ones who put the privacy claims on the table for their consider-
ation and later realization into privacy preserving features of the system-to-be.
However, online self-disclosure begins when the system is up-and-running and
operated by its users. Thus, privacy requirements that arise as consequence of
online self-disclosure activities are mostly manifested in the operating stage of
the system-to-be. Moreover, the origin of a online self-disclosure privacy concern
is often a regrettable experience encountered by the user or his/her inner circle
of friends, family or acquaintances.

3.2 Regrets in SNSs

Basically a regret can be defined as an unwanted consequence (factual or po-
tential) of an action which materializes an unwanted incident (such as stalking,
identity theft, harassment, or reputation damage) and derives in a feeling of sad-
ness, repentance or disappointment [30]. Wang et al. [30] conducted an empirical
study over 321 active Facebook users in order to identify different regrettable
scenarios. Such regrets were identified through online surveys and interviews
where users answered the question “Have you posted something on Facebook
and then regretted doing it? If so, what happened?”. Users reported situations
where posting about (a) alcohol and illegal drug use (b) sex (c) religion and
politics (d) profanity and obscenity (e) personal and family issues (f) work and
company and (g) content with strong sentiment, had lead them to negative on-
line experiences. This suggests that online self-disclosure privacy requirements
do not emerge as a concern per-se, but as a consequence of regrettable online
activities. Therefore, the first step into a user-centered privacy analysis should
be to consider regrettable self-disclosure experiences as explicit manifestations
of privacy concerns.

3.3 Instructional Awareness

In line with the adaptive preventative technologies, Dı́az Ferreyra et. al. intro-
duced the concept of IAS which consists in providing adaptive privacy guidance
to the users when they intend to reveal private and sensitive information in a
post [8]. IAS has its basis in IASA, which resembles principles of self-adaptation
in order to satisfy the particular privacy concerns of the users. In order to provide
personalized privacy guidance and feedback to the user, IASA senses the user’s
“post” events and identifies pieces of private and sensitive information contained
in such messages. If information of such nature is indeed detected by IAS, the
system proceeds to the generation of personalized feedback to inform the user
about this situation. Such feedback consists in a warning message together with
a recommendation about the possible preventive actions that the user can fol-
low in order to protect his/her privacy. For example, if the user attempts to
disclose his/her new phone number in a post, IAS will raise a warning message
like “Your phone number is included in the post. Do you want to know how
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to protect your private data?” and recommend the user to restrict the post’s
audience (for instance to “friends only”).

Fig. 1. Instructional Awareness System (IAS)

As shown in Fig. 1, IAS uses a Knowledge Base (KB) which is divided in
two for the generation of adaptive feedback. The first one is a User Performance
Data Base (UPDB) which tracks the privacy practices of the user’s towards
the recommendations delivered by IAS. This is, how many times the user has
ignored/accepted the system’s warnings, and how often the user discloses private
and sensitive information, among other variables of adaptation. Such adaptation
variables allow IAS to regulate the frequency and intensity of the feedback.
The second part of the KB is a Privacy Heuristics Data Base (PHDB) which
stores privacy knowledge encoded into constraints. Such constraints are privacy
best practices which are evaluated when a “post” action takes place. Following
the phone number example, if a constraint defined as “if post contains phone
number then keep the audience not public” is violated, then IAS raises a warning
message. As described, the UPDB and PHDB work closely together in detecting
risky disclosures and recommending preventive actions to the user. In order to
embody the design of IAS with user-centered privacy requirements, we propose to
incorporate knowledge about online self-disclosure regrettable experiences inside
the PHDB. This work will focus on the derivation of such knowledge in the form
of privacy heuristics and their incorporation as the core components of IAS’s
PHDB.

4 Privacy Heuristics Derivation (PHeDer)

In this section we introduce the conceptual model for conducting self-disclosure
privacy analysis, and our method for extracting of privacy heuristics from the
users’ regrettable online self-disclosure experiences. The method, called Privacy
Heuristics Derivation method (PHeDer), starts with the identification of a re-
grettable scenario and concludes with one or more privacy heuristics defined as
constraints for their later inclusion into IAS’s PHDB.
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4.1 Conceptual Model

In a traditional requirements engineering approach, a concern is basically raised
due to actions performed over a piece of information that can lead to a privacy
breach. Such actions, that when performed materialize a risk, are defined as
privacy threats. The case of online self-disclosure has the particularity that the
threat which exposes the user to a privacy risk is an action performed by the user
him/herself. This is, the act of disclosing private or sensitive information in a post
within a SNS. Thus, awareness mechanisms would enrich their performance by
incorporating in their feedback engine the knowledge abut the risks of online-self
disclosure. Consequently, by being informed about the possible risks of online
self-disclosure, users can make more informed and wise decisions in order to
protect their private information against their own actions.

The conceptual elements that form the basis for the analysis of self-disclosure
experiences are represented in the Unified Modeling Language (UML) [12] class
diagram of Fig. 2. As said, Threats are Actions performed over pieces of Surveil-
lance Information (SI) (see Section 4.1) in the system which can lead to an
Unwanted Incident (such as identity theft, harassment, or reputation damage).
A Post in a SNS is a type SI which is disclosed to a specific Audience and
is composed by one or more Surveillance Attributes (SA) (see Section 4.1). As
mentioned, Information Disclosure is the Threat of which we want to protect
the user in order to avoid a regrettable online experience. Hence, the Absence of
Regret is the Asset that must be protected. A Regret can be factual or potential
in the sense that can be the result of concrete user experiences, or the result of
conceptual (not yet reported by the users) self-disclosure scenarios.

Fig. 2. PHeDer conceptual model

The PHeDer conceptual model is based on the CORAS basic risk terminol-
ogy [17]. Like in CORAS, a Risk in PHeDer is the Likelihood of an Unwanted
Incident and its Consequence for the Asset. In this sense, a Consequence is a
value on an impact scale such as insignificant, minor, moderate, major or catas-
trophic. Likewise, the Likelihood is a value on a frequency scale such as rare,
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unlikely, possible, likely and certain. CORAS considers that different Assets can
be harmed by the same Unwanted Incident and cause different Consequences.
Therefore CORAS models the relation between Unwanted Incidents, Assets and
Consequences as a Risk. Since in our case, the only Asset that should be pro-
tected is the Absence of Regret, we will concentrate our analysis on the Unwanted
Incidents and consider the Risks as such.

Risks Performing a detailed risk analysis of online self-disclosure goes beyond
the scope of this work, but certainly risks must be taken into consideration when
describing a self disclosure scenario. Petronio [22] describes the most common
types of self disclosure risks and groups them into five categories:

– Security risks are situations of disruption of power that jeopardize the safety
of the user or its inner circle of friends and family. For instance, a mother
may be careful on revealing that her underage daughter is pregnant for fear
of negative repercussions. Likewise, individuals with HIV often keep their
health status information private based on the perceived safety risks (e.g.
harassment, job loss, etc.).

– Stigma risks are grounded in the individual’s self-identity and involve infor-
mation that has the potential to discredit a person. These risks are based on
the assumption that others might negatively evaluate individuals’ behaviors
or opinions. For instance, sharing controversial opinions or thoughts (e.g. re-
ligious beliefs, political affiliation, etc.), can lead to negative evaluation and
even exclusion from a group.

– Face risks (self-image) are associated with a potential feeling of embarrass-
ment or loss of self-image. Therefore, these situations comprise the user’s
internal moral face (shame, integrity, debasement, and honor) and his/her
external social face (social recognition, position, authority, influence and
power). For example, revealing failing in a driving test can be embarrassing.

– Relational risks represent situations where the disclosure of a thought or
opinion might threaten the status of a relationship. Relational risks may
come in a variety of forms like hurting another person’s feelings by expressing
negative opinions towards him/her, or expressing the concern to a partner
that he/she is having an affair.

– Role risks take place when the disclosure of intimate information jeopardizes
the social role of an individual. These are situations where the revelation of
private information is perceived as highly inappropriate by the receptors.
For instance, a supervisor’s leader role might be compromised if he/she asks
for an advice regarding his/her marital status to a subordinate.

According to Petronio [22], the risk levels of self-disclosure episodes vary from
individual to individual. This is, episodes that might be seen as highly risky for
some users, may not be seen as such by others. In consequence, the risk levels of
self-disclosure fluctuate along a range of values in a risk scale [22]. A risk level in
CORAS is represented as a value obtained from the Likelihood and Consequence
of an Unwanted Incident and expressed in a scale such as very low, low, high
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and very high. We will adopt this approach for the analysis of regrettable self-
disclosure experiences and consequently for the derivation of privacy heuristics.

Surveillance Information The risks of self-disclosure are often grounded in
the audience to which the information is being disclosed and the type of informa-
tion being disclosed. Therefore, defining which information should be considered
for privacy analysis is a very important aspect for the derivation of privacy
heuristics. In the context of SNSs, privacy concerns related to data aggrega-
tion, probabilistic re-identification of individuals, as well as undesirable social
categorizations ought to be discussed by the stakeholders [13]. This means that
information that might not be personal per-se (e.g. potentially linkable data) can
raise privacy concerns. Consequently, any observable information, regardless if
that information can be linked to individuals, groups or communities, should be
considered for privacy analysis. Such information, which covers Personally Iden-
tifiable Information (PII) and more, is defined by Gürses [13] as “surveillance
information” (SI). Because of its broad scope, we will adopt this terminology for
the identification and analysis of the information disclosed by the users of SNSs.

# Dimension Surveillance Attributes

I Demographics Age, Gender, Nationality, Racial origin, Ethnicity, Liter-
acy level, Employment status, Income level, Family status

II Sexual Profile Sexual preference

III Political Attitudes Supported party, Political ideology

IV Religious Beliefs Supported religion

V Health Factors and
Condition

Smoking, Alcohol drinking, Drug use, Chronic diseases,
Disabilities, Other health factors

VI Location Home location, Work location, Favorite places, Visited
places

VII Administrative Personal Identification Number

VIII Contact Email address, Phone number

IX Sentiment Negative, Neutral, Positive

Table 1. The “self-disclosure” dimensions.

Self-disclosure Dimensions Equally important as the SI disclosed by the
users, are the attributes enclosed in it. Petkos et al. [21] propose a taxonomy
of personal data based on legal notions of personal information, as well as gen-
eral perceptions of privacy and other state of the art definitions. This approach
consists in organizing the user’s private or sensitive personal attributes into
different high-level categories called “privacy dimensions” (i.e. demographics,
psychological traits, sexual profile, political attitudes, religious beliefs, health
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factors and condition, location, and consumer profile). This taxonomy, unlike
other approaches that focus on the source of the data (e.g. Schneider et al. [24]),
has a strong focus on the semantics of the data about the user and allows a
semantic and intuitive representation of different aspects of the user’s personal
information [21]. Many of these dimensions keep a strong correlation with the
regrettable scenarios reported by the users in the study conducted by Wang et al.
[30] discussed in Section 3.2 (e.g. users reported that sharing information about
their religious beliefs and profanity had lead them to a regrettable experience).
Consequently, based on the regret categories proposed by Wang et al. and taking
into account the concept of SI, we have refined the original privacy dimensions
of Petkos et. al. into what we call the “self-disclosure dimensions”. These self-
disclosure dimensions (Table 1), which are expressed as a set of “surveillance
attributes” (SAs), allow us to analyze from a regret-oriented perspective the SI
disclosed by the user in a post. Since the original categories were not covering at-
tributes like email address, phone number, personal identification number 2 and
sentiment, we added three new dimensions (namely Administrative, Contact and
Sentiment) to the original taxonomy.

4.2 Method

The PHeDer method consists of four sequential steps which are regret acknowl-
edgment, concern analysis, heuristics design, and constraint integration. As de-
picted in Fig. 3, each stage of the method draws on different external inputs and
generates the outputs for the next step. The final output of the method is an
updated version of the IAS’PHDB.

Fig. 3. PHeDer Steps and Artifacts

Step 1: Regret Acknowledgment The input for this step could be any evi-
dence source of regret. Such evidence might come from regrettable experiences
that the users reported themselves, or as the outcome of an empirical research like

2 Examples of personal identification number are Social Security Number (SSN), pass-
port number, drivers license number, taxpayer identification number, or financial
account or credit card number [19].



Online Self-disclosure: From Users’ Regrets to Instructional Awareness 11

the one conducted by Wang et al. [30]. For the sake of simplicity, we assume that
a single development group carries forward all the steps of the method and counts
with the results of an empirical study about regrettable experiences. However,
since these experiences can take place in any moment in time, it would be con-
venient to provide “offline” communication channels (i.e. outside of an empirical
research instance) to the users for direct communication with the development
team. In this step, a regrettable scenario should be described informally by the
development team in terms of which information was disclosed, which was the
unintended audience that it reached, and what where the unwanted incidents
that lead the user to a feeling of regret. The output of this step can be repre-
sented as in Fig. 4 which describes a scenario where a user reported that he/she
regretted to write a negative comment about his/her workplace in a public post.

USER’S POST
“A typical day at the office. Lots of complaints and bad mood.

Cannot wait for the day to be over...!”

Actual Audience: PUBLIC.
Unintended Audience: The user’s work colleagues, or superior.
Unwanted Incidents: Wake-up call from superior; bad image; job loss.

Fig. 4. Example of self-disclosure scenario

Step 2: Regret Analysis The post shared by the user in the example of Fig. 4
contains information related to his/her employment status and work location,
together with a negative sentiment. According to Table 1, these are SAs of
the demographics, location and sentiment self-disclosure dimensions respectively.
Therefore, it is possible to trace a semantic correlation between the content of
the post and one or more self-disclosure dimensions, and consequently express a
regrettable scenario in terms of one or more SAs.

As previously mentioned, a regrettable scenario can lead to one or more
unwanted incidents with a certain likelihood of occurrence (i.e. a risk). Con-
sequently, a risk function must be defined to estimate the likelihood and the
impact of the unwanted incidents of a regrettable scenario. Like in CORAS,
such a function can be represented as a matrix similar to the one in Table 2.
This matrix is divided in four sections, each representing one of the risk levels:
very low (green), low (yellow), high (orange) and very high (red). A risk level is
derived from the frequency of the unwanted incident (i.e. rare, unlikely, possible,
likely or certain) and its consequence (i.e. insignificant, minor, moderate, major
or catastrophic). We assume that knowledge about unwanted incidents which
can or have occurred as consequence of online self-disclosure are stored in an
“Unwanted Incidents Collection”. Such a collection will help to build the risk
matrix and consequently to analyze the potential risks of a regrettable scenario.

Let us assume that the scenario described in Fig. 4 by the development team
has three unwanted incidents wake up call from superior (I1), bad image (I2), and
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Consequence

Insignificant Minor Moderate Major Catastrophic
L
ik
e
li
h
o
o
d

Rare

Unlikely I3

Possible I1

Likely I2

Certain

Table 2. Example of risk matrix.

job loss (I3). One can consider that the frequency of such incidents is the same
for every user in a SNS, and can therefore be determined in a global scale by a
risk expert. Nevertheless, when it comes to the estimation of the consequences of
each incident, global assumptions are harder to make. This is basically because,
as mentioned in Section 4.1, users do not perceive the consequences of a self-
disclosure act in the same levels. For instance, a bad image incident can be
catastrophic for a certain user or group of users, or can be insignificant for others.
Therefore, a risk matrix must be elaborated for every regrettable scenario and
for every user or group of users with similar characteristics.

Clearly, to keep an individual risk matrix for every user is an unpractical
and not efficient solution. Besides, different users can share the same severity
perceptions towards a particular risk, meaning that they share the same privacy
attitudes. Such similarities have been acknowledged by Westin who developed
a “Privacy Segmentation Index” to categorize individuals into three privacy
groups: fundamentalists, pragmatists, and unconcerned [32]. Privacy fundamen-
talists are at the maximum extreme of privacy concerns being the most protective
of their privacy. Privacy pragmatists on the other hand evaluate the potential
pros and cons of sharing information and make their decisions according to the
trust they perceive towards the information’s receiver. On the other extreme,
privacy unconcerned are the less protective of their privacy since they perceive
that the benefits of information disclosure far outweigh the potential negative
consequences. These categories have been widely used to measure privacy atti-
tudes and therefore could be beneficial for the elaboration of the risk matrix of
regrettable scenarios. Users could be grouped into these three categories, which
means that it would only be necessary to elaborate three risk matrices (one for
each privacy attitude).

Step 3: Heuristic Design This step consists in the codification of the outcome
of Step 2 (risk matrix, SAs, and audience) into privacy heuristics. According to
Dı́az Ferreyra et al. [8], the domain knowledge of IAS should be encoded following
principles of Constraint Based Modeling (CBM) which postulates that domain
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knowledge (i.e. privacy heuristics) can be represented as constraints on correct
solutions of a problem (i.e. a self-disclosure scenario). Such correct solutions
must satisfy a set of fundamental domain principles (encoded in constraints) that
should not be violated. As long as the users never reach a state that is known to
be wrong (i.e. a regrettable scenario), they are free to perform whatever actions
they please. In this sense, a state constraint is a pair of relevance and satisfaction
tests on a problem state, where each member of the pair can be seen as a set of
features or properties that a problem state must satisfy [8].

In Snippet 1, relevance and satisfaction tests over a problem state are ex-
pressed as Horn Clauses in Prolog. The relevance condition consists of the left
hand side of the share predicate, which acknowledges and evaluates an infor-
mation disclosure event (in this case a post). Such event is modeled by the
parameters [X|Xs] (a list of SAs where X is the first element), Au (the post’s au-
dience), and Usr (the user’s id). Likewise, the satisfaction condition (right hand
side of the predicate) evaluates the existence of a potential regrettable scenario
associated with the disclosure of such SAs to a certain audience. In order to
find out if the user’s disclosure can derive in a regrettable scenario, the potential
risks of the disclosure must be evaluated. This evaluation is carried out by the
regret predicate which checks if there is an unwanted incident whose risk is not
acceptable for the user. Since the risk acceptance depends on the user’s privacy
attitude, it is necessary to instantiate the Att variable with one of the funda-
mentalist, pragmatist or unconcerned values. This unification process consists of
binding the content of the Att variable with an attitude predicate containing the
same user’s id. Following the same unification approach, the srv att list checks
if [X|Xs] is not an empty list, and if it is composed by SAs.

share([X|Xs], Au, Usr):- srv_att_list([X|Xs]), audience(Au), user(Usr),

attitude(Usr, Att), not regret([X|Xs], Au, Att).

regret([X|Xs], Au, Att):- unwanted_inc([X|Xs], Au, Att, Unwi),

risk(Att, Unwi, Type, Cons, Freq, Level), not acceptable(Att, Level).

unwanted_inc([X|Xs], Au, Att, Unwi):- unw_incident([Y|Ys], Au, Att, Unwi),

subset([Y|Ys],[X|Xs]).

srv_att_list([X]):- srv_att(X).

srv_att_list([X|Xs]):- srv_att(X), srv_att_list(Xs).

Snippet 1. Relevance and satisfaction conditions

Depending on the user’s attitude, the impact of an unwanted incident can
vary between insignificant and catastrophic. Therefore, the acceptance level of
an unwanted incident also fluctuates between very low, low, high and very high,
depending on the user’s attitude. The regret predicate models the evaluation
of the risks associated with the user’s disclosure (i.e. the post) by taking into
account his/her privacy attitude (Att), the list of SAs ([X|Xs]) and the audience
(AU). First, the predicate invokes the unw incident predicate, in order to find an
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unwanted incident (i.e. instantiate the Unwi variable) linked with the SAs dis-
closed in the user’s post, his/her attitude, and the post’s audience. Thereafter,
the risk predicate is invoked with the attitude and unwanted incident as pa-
rameters (Att and Unwi respectively) to compute the risk level of the unwanted
incident (i.e. unify the Level variable). If the risk level of an unwanted incident
is not acceptable according to the user’s attitude, then the post is considered as
potentially regrettable. Therefore, the last step of the risk predicate consists on
checking the risk’s acceptance. This is done by matching the unified variables
Att and Level with an acceptable fact which defines the acceptance level of risk
for each privacy attitude. For this, we assume that for a fundamentalist only
very low risks are acceptable, for a pragmatist very low and low risks, and for
a unconcerned the risks which are very low, low and high. If the risk is not
acceptable, then the user’s disclosure is assessed as a potential regret and the
satisfaction condition of the share predicate gets violated.

unw_incident([Employmentstatus, Worklocation, Negative], Work, Job_loss).

risk(Pragmatist, Job_loss, Relational, Catastrophic, Rare, High).

audience(Work).

user(John).

attitude(John, Pragmatist).

acceptable(Pragmatist, Low).

acceptable(Pragmatist, Very_low).

srv_att(Worklocation).

srv_att(Negative).

srv_att(Employmentstatus).

Snippet 2. Privacy heuristic example

In order to asses our disclosure scenario, a set of facts which encode one
or more privacy heuristics are evaluated. The heuristic of Snippet 2 has been
derived from the analysis performed over the regrettable scenario described in
Fig. 4. Here, the content of the risk matrix is encoded in the facts unw incident
and risk. The first one states that a job loss is an unwanted incident which
occurs if SAs related to the user’s employment status and work location together
with a negative sentiment are disclosed to an audience containing people from
his/her workplace. The second one states that such unwanted incident (that
can be cataloged as Relational according to the categories described in 4.1)
is rare to occur, but has a catastrophic impact among users with a pragmatic
privacy attitude. Consequently, the risk is assessed as “high” for pragmatic users.
Therefore, if a user John, who is a pragmatist, shares “A typical day at the office.
Lots of complaints and bad mood. Cannot wait for the day to be over...!”, then
the risk is evaluated as not acceptable and the post considered as potentially
regrettable.

Step 4: Constraint Integration Once the constraints are derived, we pro-
ceed to their incorporation in a PHDB like the one in IAS. As it is shown in
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the Fig. 3, the association between PHDB and IAS is “weak”, meaning that
the PHDB does not compleately depend on an IAS. This is because a PHDB
can serve other purposes which are not necessarily the ones of IAS (e.g. other
awareness or privacy recommender systems with similar characteristics). On the
other hand, it will depend on the particular implementation of the data base on
how the integration procedure is executed. If the PHDB is encoded in Prolog as
in the example, then the command asserta can be used to incorporate new facts
and predicates to the data base[10]. Nevertheless, different implementations will
require specific solutions for this step.

5 Privacy Heuristics Evaluation in IAS

Once an iteration of the PHeDer method is completed, a new set of privacy
heuristics are included in the PHDB of an IAS. As described in Section 3.3, an
IAS uses the knowledge stored in the PHDB and the UPDB in order to deliver
a feedback message to the user when he/she is about to disclose a piece of SI
in a post. The Algorithm 1 (function AnalyzePost) describes how this process
is executed at run time. First, a DetectSurvAtt function (line 2) is in charge of
tracing a semantic correlation between the content of the post and one or more
SAs. This can be achieved for example by using Support Vector Machines for
developing a classifier which automatically derives the SAs contained in a post
(similar to the proposal of Nguyen-Son et. al. [20]). Once the post is expressed as
a set of SAs, a Share function (like the one described in Snippet 1) assesses the
potential risks of the disclosure and evaluates the scenario as regrettable or not
(see line 5). If the post is considered as potentially regrettable for the user, then
a feedback message must be raised informing about the risks of the disclosure
and a set of possible actions to overcome this issue (for instance, hints on how
to constraint the post’s audience).

As explained in the previous section, both risk level and the level of ac-
ceptance depend on the user’s privacy attitude. Therefore, the user’s attitude
is retrieved by the GetUsrAttitude function (line 7) to be later used by the
GetUnacRisks to compute the set of unacceptable risks (line 8). For this, GetU-
nacRisks takes into account the SAs contained in the post, and the targeted au-
dience in addition to the user’s privacy attitude. Both functions, GetUnacRisks
and GetUsrAttitude, can be easily implemented by querying the content of the
PHDB. This is, using the predicates and facts of Snippet 1 and 2. Since the feed-
back must take into account how the user is performing regarding his/her privacy
attitudes, a GetUsrPerformance function (line 9) collects such information from
the UPDB as described in Section 3.3. The feedback generation concludes after
calling the GenFeedback function (line 10), which taking into account the user’s
attitude, performance and unacceptable risks elaborates a tailored feedback mes-
sage to the user. An implementation assessment for the generation of adaptive
feedback goes beyond the scope of this paper and will be part of future work.

The study of Schäwel and Krämer [23] suggests that users of SNSs would
engage with a system which holds the adaptive properties of IAS. Therefore,
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Algorithm 1 Pseudo-code of the AnalyzePost algorithm

1: function AnalyzePost(Post P, Audience Au, User Usr)
2: Set[SurvAttr] SAs := DetectSurvAtt(P );
3: String feedbackMsg;
4: if SAs 6= ∅ then
5: bool regrettable := ¬Share(SAs, Au, U);
6: if regrettable then
7: Attitude Att := GetUsrAttitude(U);
8: Set[Risk] Rsks := GetUnacRisks(SAs, Au, Att);
9: Performance Perf := GetUsrPerformance(U);

10: feedbackMsg := GenFeedback(Perf, Rsks, Att);
11: end if
12: end if
13: return feedbackMsg;
14: end function

an implementation of IAS needs to measure the effectiveness of the heuristics
and consequently of the PHeDer method in the practice. Considering that self-
disclosure is an activity which can take place across different SNSs, and many of
them like Facebook offer an API for connecting to its services, an application for
smartphones (app) is a good implementation option. Having a prototype of such
app, a use case scenario with a group of users can be set up in order to evaluate
their privacy attitudes before and after using an IAS. Consequently, in-depth
interviews can be conducted to get more insights about the user’s reactions and
acceptance of the recommendations. This evaluation stage is part of an ongoing
work in progress and is expected to be extensively discussed in a future research
study.

6 Discussion and Future Work

One of the drawbacks of some adaptive preventative technologies like the one
from Caliki et al. [6] is that privacy knowledge is learned from the user’s previous
disclosures (i.e. in a “supervised learning” approach). This means that new users
of the system will spend some time without support until the first set of privacy
rules is learned. This leads to another drawback which is that such approaches
also rely in the assumption that the user’s sharing decisions (i.e. training set)
where always consistent with his/her privacy norms (i.e. the user has never
accidentally revealed content to an unintended audience). Since this is not always
the case, these systems are likely to learn wrong sharing rules in a non-controlled
operational environment. To overcome this issue, the PHeDer method could be
applied to generate a privacy knowledge base-line so that new users can have
support from the very beginning, develop a proactive behavior, and consequently
make fewer mistakes when sharing their information.

On the other hand, PHeDer relies in the assumption that users can be clus-
tered according to their privacy attitudes like proposed by Westin. Current
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research by Woodruff et al. has put the predictive potential of Westin’s cate-
gories into question [33]. Basically, Westin’s Privacy Segmentation Index con-
sists of three questions and a set of rules to translate the answers into the three
categories discussed in Section 4.2. However, these questions examine privacy
attitudes about consumer control, business, laws, and regulations. Therefore,
they capture broad generic privacy attitudes, which are not good predictors of
context-specific privacy related behaviors. Moreover, the index seems to rely on
the unstated assumption that individuals make privacy decisions that are highly
rational, informed and reflective. This has been already questioned and docu-
mented in the so called “Privacy Paradox”[3] which revealed peoples’ privacy
attitude-behavior dichotomy. Consequently, and as suggested by Woodruff et.
al., future work should consider alternative instruments to better capture and
predict the users’s privacy attitudes such as the Internet Users’ Information
Privacy Concern (IUIPC) scale [18] or the Privacy Concern Scale (PCS) [5].

Another possible critic to PHeDer is that the method is executed offline
(not at run-time) and requires a study about users’ regrettable disclosures as
input. This hinders the incorporation of new heuristics into the PHDB, basically
because of the cost of conducting such type of studies. This is, the time and
the resources needed to recruit the participants of the study, as well as for
data conditioning and the application of the method’s steps. Thus, a run-time
approach for learning this privacy heuristics would be beneficial for keeping up
to date the content of the PHDB. One possible way is to examine the deleted
posts of a user in terms of the disclosed SAs. If such post contains one or more
SAs, then it could be considered as a regret. Of course, then the question arises
about which were the reasons (unwanted incidents) that made the user delete
the post. A simple solution would be to ask directly to the user this question
and try to estimate the risks. Such a run-time approach for learning privacy
heuristics is also part of our future work.

7 Conclusion

Since online self-disclosure takes place at run-time and not prior to the system’s
development phase, regrettable experiences are hardly taken into consideration
for shaping privacy requirements. Consequently, the implementation of aware-
ness mechanisms which satisfy such privacy requirements is often neglected. The
method presented in this work considers users’ regrettable experiences as explicit
manifestations of privacy concerns. Therefore, it can be seen as a user-oriented
elicitation method of privacy requirements for SNSs. Consequently, the heuris-
tics derived from the method can not only shape better awareness mechanisms
and preventative technologies like IAS, but also improve the ones in the state of
the art. We believe that using heuristics derived from the users’ regrets to raise
awareness is promising not only for promoting a proactive privacy behavior, but
also for making the tie between the user and his/her digital data more emotion-
ally appreciable. It is matter of future research to evaluate the effectiveness of
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such heuristics in a prototype of IAS, as to develop engagement mechanisms for
making privacy awareness an ongoing and sustained learning process.
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