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Abstract. Topological data analysis is a new approach to processing
digital data, focusing on the fact that topological properties are quite
important for efficient data comparison. In particular, persistent topol-
ogy and homology are relevant mathematical tools in TDA, and their
study is attracting more and more researchers. As a matter of fact, in
many applications data can be represented by continuous real-valued
functions defined on a topological space X, and persistent homology can
be efficiently used to compare these data by describing the homologi-
cal changes of the sub-level sets of those functions. However, persistent
homology is invariant under the action of the group Homeo(X) of all
self-homeomorphisms of X, while in many cases an invariance with re-
spect to a proper subgroup G of Homeo(X) is preferable. Interestingly, it
has been recently proved that this restricted invariance can be obtained
by applying G-invariant non-expansive operators to the considered func-
tions. As a consequence, in order to proceed along this line of research we
need methods to build G-invariant non-expansive operators. According
to this perspective, in this paper we prove some new results about the
algebra of GINOs.

Keywords: Natural pseudo-distance, filtering function, group action,
group invariant non-expansive operator, persistent homology group, topo-
logical data analysis

Introduction

Topological data analysis (TDA) is an emerging research field that is revealing
important in managing the deluge of data of the present digital world. The ability
of describing and comparing how data are connected to each other in a topo-
logical sense is a key point for their efficient comparison [3]. Persistent topology
and homology are relevant mathematical tools in TDA, and many researchers
are investigating these concepts both from a theoretical and an applicative point
of view [6]. Their approach is based on the fact that datasets can be often repre-
sented by real-valued continuous functions defined on a topological space X [2].
The theory of persistence analyzes the properties of these functions that “per-
sist” in presence of noise. In particular, this analysis can be done by studying the
evolution of the k-dimensional holes of the sub-level sets associated with those
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functions. This theory admits also an extension to the case of functions taking
values in Rm (cf., e.g., [4,5]).

Recently, this line of research has been inserted in a theoretical framework
that could be of use to establish a link between persistence theory and machine
learning [10]. The main idea consists in looking at shape comparison as a problem
concerning the approximation of a given observer instead of the approximation
of data. In this setting each observer is seen as a collection of suitable operators
acting on the family of functions that represents the set of possible data. These
operators describe the way the information is elaborated by the observer, on the
basis of the assumption that the observer is not entitled to choose the data but
only the method to process them.

The operators we consider often refer to some kind of invariance. Invariance
is an important property in shape analysis, and “approximating an observer”
usually means to understand not only the way she/he looks at data, but also
the equivalences she/he refers to in data comparison. For example, in character
recognition the observer is interested in distinguishing the symbols 6 and 9, so
that the invariance group should not contain rotations, while this is no more
true if the observer is interested in comparing spiral shells.

In presence of an invariance group, the natural pseudo-metric can be used as
a ground-truth for shape comparison. Let us consider a set Φ of continuous R-
valued functions defined on a topological space X and a subgroup G of the group
Homeo(X) of all self-homeomorphisms of X. We assume that the group G acts
on Φ by composition on the right. Now we can define the natural pseudo-distance
dG on Φ by setting dG(ϕ1, ϕ2) = infg∈G ‖ϕ1 − ϕ2 ◦ g‖∞, where ‖ · ‖∞ denotes
the sup-norm. Roughly speaking, dG is based on the attempt to find the best
correspondence between two functions of Φ. If dG(ϕ1, ϕ2) is small, by definition
there exists a homeomorphism g ∈ G such that ϕ2 ◦ g is a good approximation
of ϕ1 with respect to the sup-norm. If ϕ1 and ϕ2 describe the results of two
measurements of X (e.g., two pictures, two CT scans, or two financial series),
the fact that dG(ϕ1, ϕ2) is small means that the considered measurements can be
aligned well by the reparameterization expressed by a suitable homeomorphism
g.

Unfortunately, dG is usually difficult to compute. However, one can ap-
proximate the natural pseudo-distance by means of persistent homology and
G-invariant non-expansive operators (GINOs).

We recall that persistent homology describes the k-dimensional holes (com-
ponents, tunnels, voids, ... ) of the sub-level sets of a topological space X with
respect to a given continuous function ϕ : X → Rm. If m = 1, persistent homol-
ogy is described by suitable collections of points called persistence diagrams [8].
These diagrams can be compared by a suitable metric dmatch, called bottleneck
(or matching) distance (see the appendix of this paper).

It is known that if we compute the classical bottleneck distance between
persistence diagrams associated with the functions F (ϕ1), F (ϕ2) and let F vary
in the set of all G-invariant non-expansive operators on the space Φ, we obtain
the same information given by the natural pseudo-distance dG [11]. Therefore,
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the goal of approximating dG naturally leads to the problem of approximating
the space F(Φ,G) of all G-invariant non-expansive operators on Φ. In [11] it has
been proved that this space is compact, if we assume that Φ is compact. This
guarantees that, in principle, F(Φ,G) can be approximated by a finite subset.

In order to proceed along this line of research we need general methods
to build G-invariant non-expansive operators. According to the goal of realizing
those methods, this paper is devoted to prove some new results about the algebra
of GINOs.

Our work is organized as follows. In Section 1 we introduce our mathematical
setting. In Section 2 we give some new results about G-invariant non-expansive
operators: in particular, we show how we can produce new GINOs by com-
position, translation, weighted average, maximization and, more in general, by
means of a 1-Lipschitzian function applied to pre-existing GINOs. A short ap-
pendix about persistent homology concludes the paper.

1 Our mathematical model

Let X be a non-empty compact metric space, triangulated by a finite (and hence
compact) simplicial complex. We suppose that the k-th homology group of X
is nontrivial. For k = 0 the homology group always verifies the last assumption.
Since X could be embedded in a larger (finitely) triangulable space Yk with non-
trivial homology in degree k, and substituted with Yk, for k ≥ 1 the condition is
not restrictive. Let us consider a subspace Φ of the topological space C0(X,R) of
all real-valued continuous functions from X, endowed with the topology induced
by the sup-norm ‖ · ‖∞. Since X is compact, the considered functions are uni-
formly continuous. We suppose that Φ contains at least the constant functions
taking every finite value c with |c| ≤ supϕ∈Φ ‖ϕ‖∞. Each function in the space
Φ will be called an admissible filtering function on X. The space Φ contains the
functions that the observer considers as acceptable data. We also assume that a
subgroup G of the group Homeo(X) of all homeomorphisms from X onto X is
given, and that if ϕ ∈ Φ and g ∈ G, then ϕ ◦ g ∈ Φ. In other words, the group
G acts on Φ by composition on the right. We do not require G to be a proper
subgroup of Homeo(X), so that the equality G = Homeo(X) may hold. One can
easily show that G is a topological group with respect to the topology of the
uniform convergence, and that the right action of G on the set Φ is continuous.

Definition 1. Assume that a space Φ ⊆ C0(X,R) and a group G ⊆ Homeo(X)
are given. Each function F : Φ → Φ is called a G-invariant Non-expansive
Operator (GINO) for the pair (Φ,G), if:

1. F is G-invariant: F (ϕ ◦ g) = F (ϕ) ◦ g, ∀ϕ ∈ Φ, ∀g ∈ G;
2. F is non-expansive: ‖F (ϕ1)− F (ϕ2)‖∞ ≤ ‖ϕ1 − ϕ2‖∞ , ∀ϕ1, ϕ2 ∈ Φ.

If Φ is the space of all normalized grayscale images represented as functions
from R2 to [0, 1] and G is the group of rigid motions of the plane, a simple
example of operator F ∈ F(Φ,G) is given by the Gaussian blurring filter, i.e.
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the operator F taking ϕ ∈ Φ to the function ψ(x) = 1
2πσ2

∫
R2 ϕ(y)e−

‖x−y‖2

2σ2 dy
(see Figure 1).

Fig. 1. The Gaussian blurring filter as an example of G-invariant non-expansive oper-
ator for G equal to the group of rigid motions of the plane.

For another approach to G-invariant persistent homology we refer the inter-
ested reader to [9].

2 Some new results on group invariant non-expansive
operators

In this section we will prove some new results about the algebra of GINOs,
showing how new GINOs can be build by using pre-existing GINOs. The simplest
one is based on functional composition.

Proposition 1. If F1, F2 are GINOs for (Φ,G), then F := F2 ◦ F1 is a GINO
for (Φ,G).

Proof. 1. Since F1, F2 are G-invariant, F is G-invariant:

F (ϕ ◦ g) = (F2 ◦ F1)(ϕ ◦ g) = F2(F1(ϕ ◦ g))

= F2(F1(ϕ) ◦ g) = F2(F1(ϕ)) ◦ g
= F (ϕ) ◦ g

for every ϕ ∈ Φ and every g ∈ G.
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2. Since F1, F2 are non-expansive, F is non-expansive:

‖F (ϕ1)− F (ϕ2)‖∞ = ‖(F2 ◦ F1)(ϕ1)− (F2 ◦ F1)(ϕ2)‖∞
= ‖F2(F1(ϕ1))− F2(F1(ϕ2))‖∞
≤ ‖F1(ϕ1)− F1(ϕ2)‖∞
≤ ‖ϕ1 − ϕ2‖∞

∀ϕ1, ϕ2 ∈ Φ.
ut

Let F1, . . . , Fn be GINOs for (Φ,G). We can consider the function

max(F1, . . . , Fn)(ϕ) := [max(F1(ϕ), . . . , Fn(ϕ))]

from Φ to C0(X,R), where [max(F1(ϕ), . . . , Fn(ϕ))] is defined by setting

[max(F1(ϕ), . . . , Fn(ϕ))](x) := max(F1(ϕ)(x), . . . , Fn(ϕ)(x)).

Proposition 2. Let F1, . . . , Fn be GINOs for (Φ,G).
If max(F1, . . . , Fn)(Φ) ⊆ Φ, then max(F1, . . . , Fn) is a GINO for (Φ,G).

In order to proceed, we recall the proof of the following lemma (cf. [1]):

Lemma 1. For every u1, . . . , un, v1, . . . , vn ∈ R it holds that

|max(u1, . . . , un)−max(v1, . . . , vn)| ≤ max(|u1 − v1|, . . . , |un − vn|).

Proof. Without loss of generality we can suppose that max(u1, . . . , un) = u1.
If max(v1, . . . , vn) = v1 the claim trivially follows. It only remains to check the
case max(v1, . . . , vn) = vi, i 6= 1. We have that

max(u1, . . . , un)−max(v1, . . . , vn) = u1 − vi
≤ u1 − v1
≤ |u1 − v1|
≤ max(|u1 − v1|, . . . , |un − vn|).

Similarly, we obtain

max(v1, . . . , vn)−max(u1, . . . , un) = vi − u1
≤ vi − ui
≤ |ui − vi|
≤ max(|u1 − v1|, . . . , |un − vn|).

This proves the statement. ut
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Now we can prove the Proposition 2:

Proof. 1. Since F1, . . . , Fn are G-invariant, max(F1, . . . , Fn) is G-invariant:

max(F1, . . . , Fn)(ϕ ◦ g) = [max(F1(ϕ ◦ g), . . . , Fn(ϕ ◦ g)]

= [max(F1(ϕ) ◦ g, . . . , Fn(ϕ) ◦ g]

= [max(F1(ϕ), Fn(ϕ)] ◦ g
= max(F1, . . . , Fn)(ϕ) ◦ g

for every ϕ ∈ Φ and every g ∈ G.
2. Lemma 1 and non-expansivity of F1, . . . , Fn imply that ∀x ∈ X and ∀ϕ1, ϕ2 ∈
Φ:

|max(F1(ϕ1(x)), . . . , Fn(ϕ1(x)))−max(F1(ϕ2(x)), . . . , Fn(ϕ2(x)))|
≤ max(|F1(ϕ1(x))− F1(ϕ2(x))|, . . . , |Fn(ϕ1(x))− Fn(ϕ2(x))|)
≤ max(‖F1(ϕ1)− F1(ϕ2)‖∞, . . . , ‖Fn(ϕ1)− Fn(ϕ2)‖∞)

≤ max(‖ϕ1 − ϕ2‖∞, ‖ϕ1 − ϕ2‖∞, . . . , ‖ϕ1 − ϕ2‖∞)

= ‖ϕ1 − ϕ2‖∞.

Since it holds for every x ∈ X, we obtain that ‖max(F1, . . . , Fn)(ϕ1) −
max(F1, . . . , Fn)(ϕ2)‖∞ ≤ ‖ϕ1 − ϕ2‖∞.

ut

Let F be a GINO for (Φ,G) and b ∈ R. We can consider the function

Fb(ϕ) := F (ϕ)− b

from Φ to C0(X,R).

Proposition 3. Assume that F is a GINO for (Φ,G) and b ∈ R. If Fb(Φ) ⊆ Φ
then the operator Fb is a GINO for (Φ,G).

Proof. 1. Since F is G-invariant, Fb is G-invariant too:

Fb(ϕ ◦ g) = F (ϕ ◦ g)− b = F (ϕ) ◦ g − b = Fb(ϕ) ◦ g

for every ϕ ∈ Φ and every g ∈ G.
2. Since F is non-expansive, Fb is non-expansive too:

‖Fb(ϕ1)− Fb(ϕ2)‖∞ = ‖F (ϕ1)− b− (F (ϕ2)− b)‖∞
= ‖F (ϕ1)− F (ϕ2)‖∞
≤ ‖ϕ1 − ϕ2‖∞

for every ϕ1, ϕ2 ∈ Φ.
ut
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Let F1, . . . , Fn be GINOs for (Φ,G) and (a1, . . . , an) ∈ Rn with
∑n
i=1 |ai| ≤ 1.

We can consider the function

FΣ(ϕ) :=

n∑
i=1

aiFi(ϕ)

from Φ to C0(X,R).

Proposition 4. Assume that F1, . . . , Fn are GINOs for (Φ,G) and (a1, . . . , an) ∈
Rn with

∑n
i=1 |ai| ≤ 1. If FΣ(Φ) ⊆ Φ, then FΣ is a GINO for (Φ,G).

Proof. 1. FΣ is G-invariant, because F1, . . . , Fn are G-invariant:

FΣ(ϕ ◦ g) =

n∑
i=1

aiFi(ϕ ◦ g) =

n∑
i=1

ai(Fi(ϕ) ◦ g) = FΣ(ϕ) ◦ g

for every ϕ ∈ Φ and for every g ∈ G.
2. Since F1, . . . , Fn are non-expansive and

∑n
i=1 |ai| ≤ 1, FΣ is non-expansive:

‖FΣ(ϕ1)− FΣ(ϕ2)‖∞ =

∥∥∥∥∥
n∑
i=1

aiFi(ϕ1)−
n∑
i=1

aiFi(ϕ2)

∥∥∥∥∥
∞

=

∥∥∥∥∥
n∑
i=1

ai(Fi(ϕ1)− Fi(ϕ2))

∥∥∥∥∥
∞

≤
n∑
i=1

|ai| ‖(Fi(ϕ1)− Fi(ϕ2))‖∞

≤
n∑
i=1

|ai| ‖ϕ1 − ϕ2‖∞ ≤ ‖ϕ1 − ϕ2‖∞

for every ϕ1, ϕ2 ∈ Φ.
ut

The last three results are generalized by the next one. Let F1, . . . , Fn be GINOs
for (Φ,G) and L be a 1-Lipschitzian map from Rn to R, where Rn is endowed
with the usual norm ‖(x1, . . . , xn)‖∞ = max1≤i≤n |xi|. Now we consider the
function

L∗(F1, . . . , Fn)(ϕ) := [L(F1(ϕ), . . . , Fn(ϕ))]

from Φ to C0(X,R), where [L(F1(ϕ), . . . , Fn(ϕ))] is defined by setting

[L(F1(ϕ), . . . , Fn(ϕ))](x) := L(F1(ϕ)(x), . . . , Fn(ϕ)(x)).

Proposition 5. Assume that F1, . . . , Fn are GINOs for (Φ,G) and L is a 1-
Lipschitzian map from Rn to R. If L∗(F1, . . . , Fn)(Φ) ⊆ Φ, then L∗(F1, . . . , Fn)
is a GINO for (Φ,G).
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Proof. 1. The G-invariance of F1, . . . , Fn implies that L∗(F1, . . . , Fn) is G-
invariant:

L∗(F1, . . . , Fn)(ϕ ◦ g) = [L(F1(ϕ ◦ g), . . . , Fn(ϕ ◦ g))]

= [L(F1(ϕ) ◦ g, . . . , Fn(ϕ) ◦ g)]

= [L(F1(ϕ), . . . , Fn(ϕ))] ◦ g
= L∗(F1, . . . , Fn)(ϕ) ◦ g

for every ϕ ∈ Φ and every g ∈ G.
2. Since F1, . . . , Fn are non-expansive and L is 1-Lipschitzian, for every x ∈ X

and every ϕ1, ϕ2 ∈ Φ we have that

|L(F1(ϕ1)(x), . . . , Fn(ϕ1)(x))− L(F1(ϕ2)(x), . . . , Fn(ϕ2)(x))|
≤ ‖(F1(ϕ1(x))− F1(ϕ2(x)), . . . , Fn(ϕ1(x))− Fn(ϕ2(x)))‖∞
= max

1≤i≤n
|Fi(ϕ1(x))− Fi(ϕ2(x))|

≤ max
1≤i≤n

‖Fi(ϕ1)− Fi(ϕ2)‖∞

≤ ‖ϕ1 − ϕ2‖∞.

In conclusion,

‖L∗(F1, . . . , Fn)(ϕ1)− L∗(F1, . . . , Fn)(ϕ2)‖∞ ≤ ‖ϕ1 − ϕ2‖∞.

Therefore L∗(F1, . . . , Fn) is non-expansive.
ut

Conclusions

In this paper we have illustrated some new methods to build new G-invariant
non-expansive operators from pre-existing ones. The ability of doing that is im-
portant to produce large sets of GINOs, in order to get good approximations
of the topological space F(Φ,G) and hence good approximations of the natural
pseudo-distance dG. The approximation of F(Φ,G) can be seen as an approxima-
tion of the considered observer, represented as a collection of invariant operators.

In order to show the use of the approach based on GINOs, a simple demon-
strator has been realized, illustrating how this technique could make available
new methods for image comparison. The demonstrator is named GIPHOD–
G-Invariant Persistent HOmology Demonstrator and is available at the web
page http://giphod.ii.uj.edu.pl/index2/ (joint work with Grzegorz Jab loński and
Marc Ethier). The user is asked to choose an invariance group in a list and a
query image in a dataset Φ∗ of quite simple synthetic images obtained by adding
a small number of bell-like functions (see Figure 2). After that, GIPHOD pro-
vides ten images that are judged to be the most similar to the proposed query
image with respect to the chosen invariance group (see Figure 3). In this case
study, the dataset Φ∗ is a subset of the set Φ of all continuous functions from

http://giphod.ii.uj.edu.pl/index2/
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the square [0, 1]× [0, 1] to the interval [0, 1]. Each function represents a grayscale
image on the square [0, 1]× [0, 1] (1=white, 0=black). GIPHOD uses a collection
of GINOs for each invariance group G and tries to approximate dG by means of
the previously described technique, based on computing the persistent homology
of the functions F (ϕ) for ϕ ∈ Φ and F varying in our set of operators.

Many questions remain open. In particular, the extension of our approach to
operators taking the pair (Φ,G) into a different pair (Ψ,H) should be studied.
We are planning to do that in a forthcoming paper.

Fig. 2. GIPHOD asks the user to choose an invariance group in a list and a query
image in a dataset.
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Appendix: Persistent homology

We recall some basic definitions and facts in persistent homology. A more de-
tailed and formal treatment can be found in [7]. In plain words, persistent
homology describes the changes of the homology groups of the sub-level sets
Xt = ϕ−1((−∞, t]) varying t in R, for each real-valued continuous function
ϕ : X → R. The parameter t can be seen as an increasing time, whose change
produces the birth and death of k-dimensional holes in the sub-level set Xt. For
k = 0, 1, 2, the expression “k-dimensional holes” refers to connected components,
tunnels and voids, respectively.

The concept of persistence can be formalized by the definition of persistent
homology group with respect to the function ϕ : X → R:

Definition 2. If u, v ∈ R and u < v, we can consider the inclusion i of Xu

into Xv. Such an inclusion induces a homomorphism ik : Hk (Xu) → Hk (Xv)
between the homology groups of Xu and Xv in degree k. The group PHϕ

k (u, v) :=
ik (Hk (Xu)) is called the k-th persistent homology group with respect to the
function ϕ : X → R, computed at the point (u, v). The rank rk(ϕ)(u, v) of
this group is said the k-th persistent Betti number function with respect to the
function ϕ : X → R, computed at the point (u, v).

Remark 1. We can easily check that the persistent homology groups (and hence
also the persistent Betti number functions) are invariant under the action of
Homeo(X).

A classical way to represent persistent Betti number functions (up to sub-
sets of measure zero of their domain) is given by multisets named persistence
diagrams. The k-th persistence diagram is the multiset of all pairs pj = (bj , dj),
where bj and dj are the times of birth and death of the j-th k-dimensional hole,
respectively. When a hole never dies, we set its time of death equal to ∞. The
multiplicity m(pj) says how many holes share both the time of birth bj and
the time of death dj . For technical reasons, the points (t, t) are added to each
persistence diagram, each one with infinite multiplicity.

Persistence diagrams can be compared by a metric δmatch, which is called
bottleneck distance or matching distance. We recall here its formal definition,
taking into account that each persistence diagram D can contain an infinite
number of points, and that each point p ∈ D has a multiplicity m(p) ≥ 1.
For every q ∈ ∆∗, the equality m(q) = 0 means that q does not belong to the
persistence diagram D. In our exposition we set ∆ := {(x, y) ∈ R2 : x = y},
∆+ := {(x, y) ∈ R2 : x < y}, ∆̄+ := {(x, y) ∈ R2 : x ≤ y}, ∆∗ := ∆+ ∪ {(x,∞) :
x ∈ R} and ∆̄∗ := ∆̄+ ∪ {(x,∞) : x ∈ R}. We endow ∆̄∗ with the pseudo-
metric d∗ defined by setting d∗(p, p′) equal to the minimum between the cost
of moving p to p′ and the cost of moving p and p′ onto ∆, with respect to the
max-norm. We observe that d∗(p, p′) = 0 for every p, p′ ∈ ∆. If p ∈ ∆+ and
p ∈ ∆, then d∗(p, p′) equals the distance, induced by the max-norm, between p
and ∆. Points at infinity have a finite distance only to other points at infinity,
and their distance equals the Euclidean distance between their abscissas.
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Definition 3. Let D1, D2 be two persistence diagrams. We define the bottleneck
distance δmatch between D1 and D2 by setting

δmatch(D1, D2) := inf
σ

sup
x∈D1

d∗(x, σ(x))

where σ : D1 → D2 is a bijection.

For further details about the concepts of persistence diagram and bottleneck
distance, we refer the reader to [7].
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