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Abstract

This paper proposes projective point configurations as
a natural setting for studying perspective projection in a
geometric, coordinate-free manner. We show that classi-
cal results on the effect of permutations on point configura-
tions give a purely synthetic formulation of the well known
analytical Carlsson-Weinshall duality between camera pin-
holes and scene points. We further show that the natural
parameterizations of configurations in terms of subsets of
their points provides a new and simple analytical formu-
lation of Carlsson-Weinshall duality in any scene and im-
age coordinate systems, not just in the reduced coordinate
frames used traditionally. When working in such reduced
coordinate systems, we give a new and complete character-
ization of multi-view geometry in terms of a reduced joint
image and its dual. We also introduce a new parametriza-
tion of trinocular geometry in terms of reduced trilinear-
ities, and show that, unlike trifocal tensors, these are not
subject to any nonlinear internal constraints. This leads to
purely linear primal and dual structure-from-motion algo-
rithms, that we demonstrate with a preliminary implemen-
tation on real data.

1. Introduction

As shown in [16, 20] for example, point correspondences
across multiple images can be characterized by studying in-
cidence relations among the corresponding visual rays. This
approach has the merit of making explicit the geometric
constraints defining correspondences, which are often hid-
den behind algebra in the traditional multilinear approaches
to structure from motion [2, 8, 6, 7, 11, 12, 13, 18, 22]. In
particular, Ponce, Sturmfels and Trager introduce in [16] the
concurrent lines variety Vn formed by all n-tuples of lines
in P3 that meet at some point, and completely characterize
it in algebraic geometry terms by its dimension (2n + 3)

and the generators of its prime ideal. The concurrent lines
variety can be used to study multi-view geometry for ar-
bitrary linear (e.g., pinhole or two-slit) cameras and non-
linear (e.g., catadioptric) ones, modeled by so-called line
congruences. As shown in [16], constraining the lines in
each tuple to pass through n fixed and distinct points x1 to
xn amounts to intersecting Vn with 3n hyperplanes, yield-
ing a sub-variety M(x1, . . . ,xn) of Vn of dimension 3, the
multi-image variety, which is isomorphic to Triggs’s joint
image [21]. Interestingly, the multi-image variety can ei-
ther be seen as the set of all possible images taken by n
fixed pinhole cameras, or as the set of all possible perspec-
tive images of n fixed points, revealing a profound geomet-
ric duality between camera pinholes and scene points.

Unfortunately, this duality collapses when one intro-
duces image measurements, since the retinal plane of a cam-
era (or equivalently, the line bundle of its pinhole) must
be equipped with a coordinate system for these measure-
ments to take place. Individual scene points, on the other
hand, are not equipped with physically meaningful coordi-
nate systems. A different, mostly analytical take on duality
was introduced by Carlsson and Weinshall [2], who showed
that, given four fiducial scene points observed by all cam-
eras, the role of camera pinholes and (other) scene points in
multi-view geometry could be swapped through appropriate
choices of coordinate systems and algebraic manipulations
(see [9, 11, 12] for related work). Briefly, assuming that
four fiducial points are observed by all cameras of interest,
it was shown in [2, 9] that the projection equations reduce to
u = Pcx = Px̂ĉ, where Pc is a 3-parameter, reduced form
of the projection matrix associated with a camera depending
only on the position of its pinhole c, and z 7→ ẑ is an invo-
lution (ˆ̂z = z) with a simple analytical form. In particular,
as argued in [2, 11], it follows from the reduced projection
equations that any algorithm for solving the structure-from-
motion (SFM) problem from m images of n scene points
also provides a (dual) solution to the SFM problem from
n− 4 images and m+ 4 scene points.
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1.1. Proposed approach and contributions

The rest of this presentation bridges the gap between this
approach and the geometric view advocated at the begin-
ning of the introduction using projective point configura-
tions [3] and line geometry as our main tools. Our main
contributions can be summarized as follows.
(1) We introduce in Sect. 2 a new, coordinate-free charac-
terization of perspective projection and Carlsson-Weinshall
(or CW for short) duality (Prop. 2.4) based on classical re-
sults dating back to a 1915 paper by Coble [3] on the effect
of permutations on projective point configurations.
(2) We show in Sect. 2 that the natural parameterizations of
configurations in terms of subsets of their points provides a
new and simple analytical formulation of CW duality in any
scene and image coordinate systems (Prop. 2.7), not just in
the reduced coordinate frames used traditionally [2, 9, 11].
(3) When working in such reduced coordinate systems, we
use the simple form of the line projection matrix in this case
to give in Sect. 3 a new and complete characterization of
multi-view geometry in terms of a reduced joint image and
its dual (Prop. 3.4).
(4) We also introduce a new parametrization of trinocular
geometry in terms of both primal and dual reduced trilin-
earities, and show in Proposition 3.8 that, unlike trifocal
tensors [10, 18, 22], these are not subject to any nonlinear
internal constraints [7, 8, 11].
(5) This paves the way toward a truly linear approach to
structure from motion from primal or dual trilinearities. We
introduce such an algorithm in Sect. 4, and demonstrate its
implementation on real data.

1.2. Background and notation

We assume that the reader is familiar with elementary
notions of projective geometry such as projective transfor-
mations and homogeneous coordinates. Much of the pre-
sentation will distinguish purely geometric, coordinate-free
properties of point configurations from analytical properties
established in some coordinate system. To avoid confusion,
we will thus use a teletype font to designate points in Pn,
e.g., x, y, and a bold italic font to designate their homo-
geneous coordinates in some coordinate frame, e.g., x, y.
Whether we speak of points or their homogeneous coordi-
nates should thus be clear, and we will often call both repre-
sentations points for simplicity. We will call the first n + 1
points of any projective basis (x1, . . . , xn+1, xn+2), with
coordinates (1, 0, . . . , 0)T to (0, . . . , 0, 1)T , the coordinate
points. The last one, xn+2, with coordinates (1, . . . , 1)T , is
called the unit point.

To make the presentation self-contained, let us also recall
here some basic concepts of line geometry. The join oper-
ator associates with two distinct points x and y the unique
line x∨y passing through these points. Given some coordi-
nate system for P3, this purely geometric operator admits

an analytical counterpart, and the line l = x ∨ y join-
ing two points with coordinates x = (x1, . . . , x4)T and
y = (y1, . . . , y4)T has Plücker coordinates

l =

[
u
v

]
withu =

x4y1 − x1y4
x4y2 − x2y4
x4y3 − x3y4

 ,v =

x2y3 − x3y2
x3y1 − x1y3
x1y2 − x2y1

 . (1)

Plücker coordinates are homogeneous. In addition, the
vectors u and v in (1) are orthogonal by construction, so
Plücker coordinates identify the four-dimensional set of
lines in P3 with a quadratic hypersurface of P5. We refer to
the space of lines with this algebraic structure as the Grass-
mannian of lines Gr(1,P3). Given two lines with Plücker
coordinates l = (u;v) and l′ = (u′;v′),1 one can define an
inner product on the Grassmannian as (l | l′) = u·v′+u′ ·v,
and a necessary and sufficient condition for the two lines to
intersect (or, equivalently, be coplanar) is that (l | l′) = 0.
The line bundle associated with a point x in P3 is the set of
lines passing through that point. It forms a two-dimensional
projective subspace of Gr(1,P3), (projectively) isomorphic
to any plane π not passing through x, each line in the bundle
being associated with the point where it intersects π.

Finally, as shown in [15], a necessary (and generically
sufficient) condition for three lines with Plücker coordinates
l,m,n to intersect is that the four minors of the 6×3 matrix
[l,m,n] defined by

T1 =
l2m2n2

l3m3n3

l4m4n4

, T2 =
l3m3n3

l1m1n1

l5m5n5

, T3 =
l1m1n1

l2m2n2

l6m6n6

, T4 =
l4m4n4

l5m5n5

l6m6n6

(2)
all vanish. These minors have been used in [20] to derive
trilinear relations among image point coordinates that char-
acterize the fact that the corresponding visual rays intersect,
or equivalently, that the points correspond. We take this idea
one step further in this presentation.

2. Point configurations and cameras
2.1. Geometric point of view

Consider a finite set of points, observed by a finite set
of cameras. Moving together the points and the cameras
to any place without changing their relative positions (and
for that matter, choosing or changing a coordinate system
for P3) will not change the images of the scene recorded
by the cameras. This is sometimes referred to as the pro-
jective ambiguity of structure from motion, but we propose
here instead to capture the underlying “projective rigidity”
in terms of projective point configurations.

Definition 2.1. Two k-tuples (x1, . . . , xk) and (y1, . . . , yk)
of points in Pn are said to be projectively equivalent when

1Here (u;v) is used, Matlab style, to denote the element of R6 ob-
tained by stacking the two vectors u and v of R3.



Figure 1: The configuration of a set of image points (or the corre-
sponding visual rays) is uniquely determined by the configuration
of the corresponding scene points and the pinhole, independently
of the choice of retinal plane.

there exists a projective transformation that maps xi to yi
for i = 1, . . . , k. This is indeed an equivalence relation,
and an equivalence class under this relation is called a k-
configuration. The configuration associated with k points
x1 to xk is denoted by 〈x1, . . . , xk〉.

Note that for k ≤ n+ 2, generic point configurations are
always equivalent, and we will thus assume k ≥ n+ 2 from
now on. The space of point configurations is a classical ob-
ject of study in mathematics. The first detailed analysis can
be found in the work of Coble from 1915 [3] (see also [4]
for a more modern account of his work). We will not at-
tempt to summarize this rich and complex theory, but we
will draw inspiration from some of Coble’s results to shed
new light on Carlsson-Weinshall duality.

Given some pinhole c in P3 and some retinal plane π not
passing through c, the corresponding perspective projection
can be defined in a purely geometric manner as the mapping
that associates with any point x 6= c in P3 the point y where
the viewing ray joining c to x intersects π. As shown by the
following lemma, perspective projections can also be seen
as mappings between configurations.

Lemma 2.2 (Figure 1). Let us consider the perspective pro-
jection Pc,π : P3 \ {c} → π associated with pinhole c and
retinal plane π. Given k points xj (j = 1, . . . , k) in P3\{c}
and their projections yj = Pc,π(xj) into π, the configura-
tion of P3 formed by the image points 〈y1, . . . , yk〉 is iso-
morphic to the configuration of the Grassmannian formed
by the visual rays 〈c ∨ x1, . . . , c ∨ xk〉. In particular, it is
independent of π and is uniquely determined by the config-
uration 〈x1 . . . , xk, c〉.

This lemma is of course just a retelling of the line
bundle properties mentioned in Sect. 1.2 in the language
of configurations. It shows however that we may view
perspective projection as a way of associating scene con-
figurations 〈x1, . . . , xk, c〉 with their image counterparts
〈y1, . . . , yk〉. We will sometimes write a scene configura-

Figure 2: Geometric Carlsson-Weinshall duality: the points
z1, z2, z3, z4, c, x and z1, z2, z3, z4, x̂, ĉ are in the same projec-
tive configuration. In particular, the projections of z1, z2, z3, z4, x
from c are equivalent to the projections of z1, z2, z3, z4, ĉ from x̂.

tion as 〈x1, . . . , xk | c〉 instead of 〈x1, . . . , xk, c〉 to empha-
size that the last point is viewed as a pinhole. In this set-
ting, swapping the roles of pinhole and scene point results in
permuting the corresponding elements of a scene configura-
tion. Studying the effect of permutations on configurations
is in fact one of the fundamental questions investigated by
Coble in [3]. Cremona transformations play a prominent
role in this general setting, as illustrated in the particular
case of P3 most relevant to us by the following result.

Proposition 2.3. If Z = (z1, . . . , z4) is a quadruple of fixed
points of P3 in general position, there exists a family of bi-
rational Cremona involutions TZ : x 7→ x̂ relative to Z,
defined on a dense open set of P3, such that for any points x
and y in that set 〈z1, z2, z3, z4, x, y〉 = 〈z1, z2, z3, z4, ŷ, x̂〉.
Any two Cremona involutions relative to Z are related to
each other by a projective transformation of P3.

Proof. This follows from the discussions in [3, 4] on the
action of the “Weyl group” as birational automorphisms of
the point configurations in P3. See in particular [3, Sect. 7]
or [4, Chap. 6].

The transformations TZ are indeed involutions, that is,
ˆ̂x = x for any x where they are defined. Explicit analyt-
ical expressions for Cremona involutions will be given in
the next section. However, we can already deduce as an im-
mediate corollary of Lemma 2.2 and Prop. 2.3 a coordinate-
free form of the Carlsson-Weinshall duality.

Proposition 2.4 (Geometric Carlsson-Weinshall duality,
Figure 2). Denoting as before by x̂ the image of a point
x by any Cremona involution relative to Z, the two config-
urations 〈z1, z2, z3, z4, x | c〉 and 〈z1, z2, z3, z4, ĉ | x̂〉 are
equal, and thus give rise to the same image configuration
〈y1, . . . , y4, y〉, where y can be thought of as either the pro-
jection of x from c or that of ĉ from x̂.

2.2. Analytical point of view

We have so far considered point configurations as purely
geometric objects, independent of any choice of coordi-
nates. In order to express our results in analytical form,



we introduce a simple, local parameterization of the space
of configurations of k points in Pn (with k > n + 1): we
pick n + 2 of these points and assign them arbitrary but
fixed homogeneous coordinates (it is often convenient, but
by no means necessary, to choose these points as a basis for
Pn). Assuming that the points are in general position and
the coordinates assigned to any n + 1 of them are linearly
independent, this uniquely defines a coordinate system for
Pn, dependent on the choice of the n+2 points, but intrinsic
to the whole configuration. In particular, the coordinates of
the k− n− 2 remaining points can be used to parameterize
the configuration.

In our setting, this translates into assigning arbitrary co-
ordinates to the four fixed points z1 to z4 in the form of
a 4 × 4 matrix Z = [z1, z2, z3, z4], and assigning to the
pinhole arbitrary coordinates c. This freezes the coordinate
system of P3 and provides a parameterization of the config-
urations 〈z1, . . . , z4, x | c〉 through the coordinates x of the
point x. We also pick the four visual rays l1 to l4 joining the
pinhole to the points z1 to z4 as reference points for the cor-
responding bundle, and assign them arbitrary coordinates
in the form of a 3 × 4 matrix U = [u1,u2,u3,u4]. This
freezes the coordinate frame for the bundle and provides
a parameterization for the configurations 〈l1, . . . , l4, l〉 of
lines in the bundle by the coordinates u of the line l. This
also provides, of course, a parameterization of the config-
urations 〈y1, . . . , y4, y〉 of the corresponding image points
through the coordinates u of the point y. We obtain the
following result, where 1 = (1, 1, 1, 1)T .

Proposition 2.5. When Z = Id4 and U = [Id3,1], the
perspective projection associated with the pinhole c can be
represented analytically as the projective map from P3 to
P2, x 7→ u = Pcx, where

Pc =


1
c1

0 0 − 1
c4

0 1
c2

0 − 1
c4

0 0 1
c3
− 1

c4

 , or u = P1


x1/c1
x2/c2
x3/c3
x4/c4

 . (3)

This is the reduced camera model appearing in different
guises in [2, 9, 11], and it corresponds to taking the ref-
erence points z1 to z4 as coordinate points for P3 and the
corresponding visual rays as a basis for the bundle of lines
passing through c. The reader is referred to these sources
for the proof, which immediately follows from our choice
of coordinate systems. Let us emphasize again that the re-
duced camera relative to Z mapping 〈z1, . . . , z4, x | c〉 onto
〈y1, . . . , y4, y〉 is entirely determined by the pinhole c and
the four reference points z1, . . . , z4, and can be represented
analytically in any coordinate system, as shown by the fol-
lowing result.

Proposition 2.6. Given arbitrary (general) choices for Z
and U , let Ū denote the unique projective transform map-
ping the standard basis of P2 onto U , and Z̄ denote the

unique projective transform mapping Z and c onto the
standard basis of P3. Then the perspective projection as-
sociated with pinhole c can be represented analytically
as the projective map from P3 to P2, x 7→ u = P̄cx,
where P̄c = ŪP1Z̄c.2

This proposition is a direct corollary of Prop. 2.5 under
appropriate image and scene coordinate changes. Note that
P̄c = P̄1Z̄c. Simple, explicit forms for P̄1 and Z̄cx, and
thus for the mapping x 7→ u, are easily obtained as

P̄1 = Udiag


|u2,u3,u4|
−|u3,u4,u1|
|u4,u1,u2|
−|u1,u2,u3|

 , Z̄cx =


|z2z3z4x|
|z2z3z4c|
|z3z4z1x|
|z3z4z1c|
|z4z1z2x|
|z4z1z2c|
|z1z2z3x|
|z1z2z3c|

 .

(4)
We now turn to Carlsson-Weinshall duality and the Cre-

mona involution. Equation (3) is symmetric in x and ĉ,
where y 7→ ŷ = (1/y1, 1/y2, 1/y3, 1/y4)T is the standard
Cremona involution. It is easy to verify that this is in fact a
Cremona involution, in the sense of Prop. 2.3, relative to Z

when the points zj are chosen as coordinate points for P3.
See the supplemental material for a proof. More generally,
applying an appropriate change of coordinates shows that
the Cremona involution for arbitrary values of Z is

ŷ = Z


1

|y,z2,z3,z4|
1

|z1,y,z3,z4|
1

|z1,z2,y,z4|
1

|z1,z2,z3,y|

 . (5)

It is also a simple matter to verify that Z̄cx = Z̄x̂ĉ. The
following proposition immediately follows.

Proposition 2.7 (Analytical Carlsson-Weinshall duality). If
y 7→ ŷ denotes the Cremona transformation relative to Z
of (5), and P̄c is the projection matrix of Prop. 2.6, then the
Carlsson-Weinshall duality relation P̄c(x) = P̄x̂(ĉ) holds.

This novel and fully general formulation of Carlsson du-
ality is one of the main contributions of this presentation.

3. Multi-view geometry
We now apply our results to multi-view geometry. As

before, we assume that four fixed reference points Z =
(z1, . . . , z4) are observed by all cameras, but, for simplic-
ity, we restrict our study to the case where Z = Id4 and
U = [Id3,1] so that all cameras can be represented by pro-
jection matrices in “standard” reduced form (3).3 We thus
identify from now on scene points x and their images y with
their coordinates x and u in P3 and P2.

2Although P̄c obviously depends on U and Z, we leave this depen-
dency implicit in the notation to avoid clutter.

3This choice yields simpler expressions for multilinearities but do not
affect in any way the qualitative nature of our results.



Figure 3: A twisted cubic through x, z1, z2, z3, z4 contains points
c such that the line c ∨ x has the same coordinates u with respect
to c ∨ z1, c ∨ z2, c ∨ z3, c ∨ z4.

3.1. Reduced joint images

Let S denote the subset P3 × P3 × P2 formed by triples
(c,x,u) such that Pc(x) = u where Pc is a reduced cam-
era as in (3). For given values of c and x, there is of course
a single value of u such that (c,x,u) belongs to S. More
generally, we have the following result.

Lemma 3.1. The following properties of the set S hold:
(1) The set S is characterized analytically by the relationc1x4 − c4x1c2x4 − c4x2

c3x4 − c4x3

×
u1c1u2c2
u3c3

 = 0. (6)

(2) For fixed c and u, the set of points x such that (c,x,u)
belongs to S is a line (this is obvious from Pc(x) = u).
The Plücker coordinates of this line are given by

ξ = Qcu where Qc =


c1c4 0 0

0 c2c4 0
0 0 c3c4
0 −c2c3 c2c3

c1c3 0 −c1c3
−c1c2 c1c2 0

 . (7)

(3) For fixed x and u, the set of points c such that (c,x,u)
belongs to S is a twisted cubic passing through z1, . . . ,z4
and x (Figure 3).

Variants of this lemma can be found in the literature [2,
9, 11]. The explicit formula for Qc is of course an instance
of the classical (transposed) line projection matrix (cf. the
supplemental material for a derivation), although we are not
aware of this expression appearing before. Equation (7) will
play a key role in the rest of this presentation.

We now consider n pinholes c1, . . . , cn, and the asso-
ciated system of reduced cameras Pc1

, . . . , Pcn
as in (3).

Following [19, 21], we describe the multi-view geometry of
these cameras using the joint image in (P2)n.

Definition 3.2. The reduced joint image VZ(c1, . . . , cn) as-
sociated with n fixed pinholes c1 to cn is the set of tuples
(u1, . . . ,un) in (P2)n such that the corresponding visual

Figure 4: A reduced joint image VZ(c1, c2, c3) characterizes all
converging visual rays from three pinholes c1, c2, c3, using four
fixed points to determine reference frames in each bundle (left).
A dual reduced joint image V̂Z(x1,x2,x3), characterizes all per-
spective images of three scene points x1,x2,x3, using four fixed
points for reference (right).

rays for Pci
are concurrent or, equivalently, there exists

some point x such that (ci,x,ui) belongs to S.

Note that a reduced joint image is a special case of
Triggs’s joint image [21], with the additional property that
the basis points of the image (or bundle) coordinates are
in correspondence. Moreover, projective transformations
in P3 do not affect a joint image, so a reduced joint im-
age is completely determined by the point configuration
〈c1, . . . , cn, z1, . . . z4〉. See Figure 4 (left). Let us now con-
sider instead n fixed scene points x1, . . . ,xn.

Definition 3.3. The dual reduced joint image
V̂Z(x1, . . . ,xn) associated with n scene points x1 to
xn is the set of tuples (u1, . . . ,un) in (P2)n that are image
coordinates for the points x1 to xn for some reduced
camera Pc with (unknown) pinhole c or, equivalently, there
exists some point x such that (c,xi,ui) belongs to S. Note
that this condition imposes that n twisted cubics passing
through z1, . . . ,z4 intersect at a point c.

The set V̂Z(x1, . . . ,xn) can be thought of as character-
izing all perspective images of n fixed points (Figure 4,
right). The dual reduced joint image is invariant to pro-
jective transformations of P3, and is completely determined
by the point configuration 〈x1, . . . , xn, z1, . . . z4〉 in P3. Al-
gebraic characterizations of dual multi-view constraints are
mostly absent from the literature (see [12] for an excep-
tion), but the following result is an immediate corollary of
Carlsson-Weinshall duality.

Proposition 3.4. The dual reduced joint image associated
with n scene points x1 to xn is the reduced joint image
associated with their images x̂1 to x̂n under any Cremona
involution relative to z1, . . . ,z4.

In particular, constraints for dual joint images are the
same as for (reduced) joint images: these are the well
known multilinearities, as studied for example in [1, 19].



3.2. Reduced multilinearities

Let us now apply the general approach presented to far
to the specific case of bilinear and trilinear constraints as-
sociated with point correspondences for reduced cameras
of the form (3). Given two points u and u′ associated
with cameras with pinhole c = (1, 1, 1, 1)T and c′ =
(c′1, c

′
2, c

′
3, c

′
4)T , a necessary and sufficient condition for the

points u and u′ to form a correspondences is that the cor-
responding visual rays l = Qcu and l′ = Qc′u′ intersect
each other, or equivalently, that (l | l′) = 0. This immedi-
ately yields the bilinear relation uTFu′ = 0, where F is
the reduced fundamental matrix

F =

 0 c′2(c′4 − c′3) c′3(c′2 − c′4)
c′1(c′3 − c′4) 0 c′3(c′4 − c′1)
c′1(c′4 − c′2) c′2(c′1 − c′4) 0

 (8)

of [2, 11] (see also [9]). In turn, substituting x̂′, x̂′′ for
c′, c′′ in (8), we also obtain the expression for the dual fun-
damental matrix, which characterizes the dual reduced joint
image V̂Z(x,x′) for two fixed scene points x,x′.

We can use the same approach to characterize correspon-
dences in three images. Indeed, using the expression (7) for
Qc and the trilinearities from (2) to write four necessary
conditions T1 = T2 = T3 = T4 = 0 for three lines to
converge at a point yields the following result.

Lemma 3.5. Let c = (1, 1, 1, 1)T , c′ = (c′1, c
′
2, c

′
3, c

′
4)T

and c′′ = (c′′1 , c
′′
2 , c

′′
3 , c

′′
4)T . A necessary (and generi-

cally sufficient) condition for a triple u = (u1, u2, u3),
u′ = (u′1, u

′
2, u

′
3), and u′′ = (u′′1 , u

′′
2 , u

′′
3) to form a cor-

respondence for the reduced cameras Pc, Pc′ , Pc′′ , is that
T1 = T2 = T3 = T4 = 0, where

T1 =
u2 ĉ′3u

′
2 ĉ′′3u

′′
2

u3 ĉ′2u
′
3 ĉ′′2u

′′
3

v1 ĉ′4v
′
1 ĉ′′4v

′′
1

, T2 =
u3 ĉ′1u

′
3 ĉ′′1u

′′
3

u1 ĉ′3u
′
1 ĉ′′3u

′′
1

v2 ĉ′4v
′
2 ĉ′4v

′′
2

,

T3 =
u1 ĉ′2u

′
1 ĉ′′2u

′′
1

u2 ĉ′1u
′
2 ĉ′′1u

′′
2

v3 ĉ′4v
′
3 ĉ′′4v

′′
3

.T4 =
v1 ĉ′1v

′
1 ĉ′′1v

′′
1

v2 ĉ′2v
′
2 ĉ′2v

′′
2

v3 ĉ′3v
′
3 ĉ′′3v

′′
3

.

(9)

where x̂ = 1/x, and vi = ui+2 − ui+1 (index addition is
done modulo 3), and similarly for v′i and v′′i .

The lemma follows immediately from (2) and the form
of the matrix Qc. The dual of this statement involves three
scene points x,x′,x′′ instead of three pinholes.

Lemma 3.6. Let x = (1, 1, 1, 1)T , x′ = (x′1, x
′
2, x

′
3, x

′
4)T

and x′′ = (x′′1 , x
′′
2 , x

′′
3 , x

′′
4)T . A necessary (and generically

sufficient) condition for a triple u,u′,u′′ to be projections
of x,x′,x′′ for a reduced camera Pc (for some unknown c)

is that T̂1 = T̂2 = T̂3 = T̂4 = 0, where

T̂1 =
u2 x′

3u
′
2 x′′

3u
′′
2

u3 x′
2u

′
3 x′′

2u
′′
3

v1 x′
4v

′
1 x′′

4v
′′
1

, T̂2 =
u3 x′

1u
′
3 x′′

1u
′′
3

u1 x′
3u

′
1 x′′

3u
′′
1

v2 x′
4v

′
2 x′

4v
′′
2

,

T̂3 =
u1 x′

2u
′
1 x′′

2u
′′
1

u2 x′
1u

′
2 x′′

1u
′′
2

v3 x′
4v

′
3 x′′

4v
′′
3

.T̂4 =
v1 x′

1v
′
1 x′′

1v
′′
1

v2 x′
2v

′
2 x′

2v
′′
2

v3 x′
3v

′
3 x′′

3v
′′
3

.

(10)

These expressions can be obtained by substituting x̂ for
c in the primal trilinearities from Lemma 3.5.

3.3. Main properties of reduced trilinearities

All (primal or dual) reduced trilinearites have the same
form. Let us start by focusing on T4. From (9), we see
that the determinant is the sum of six terms that are, up to
sign, given by ajbkviv′jv

′′
k , for distinct i, j, k indices, and

where ai = ĉ′i, bi = ĉ′′i . This allows us to view T4 as
a trilinear polynomial in vi, v

′
i, v

′′
i , or as a linear form in

the six coefficients ρij = aibj with i, j = 1, 2, 3 and i 6=
j (which in turn are obviously bilinear in ai, bj). In the
following, we write ρ for the vector of R6 with entries ρij
in lexicographic order and 1 for the vector of R6 whose
components are all equal to one.

Lemma 3.7. A necessary and sufficient condition for the
components ρij of a vector ρ in R6 to factor as ρij = aibj
for some vectors a = (a1, a2, a3)T and b = (b1, b2, b3)T is
that ρ12ρ23ρ31 = ρ13ρ21ρ32. When this condition is satis-
fied, a and b can uniquely be determined up to independent
scales. When vi, v′i, v

′′
i are obtained from image coordinates

as in Lemma 3.5 (i.e., are of the form vi = ui+2 − ui+1 for
some ui, and similarly for v′i, v

′′
i ), the equation T4 = 0 in ρ

always admits 1 as a solution.

Proof. The first part of the proposition follows from direct
computations. For the second part, we observe that ρ = 1
implies, up to scale, a = (1, 1, 1)T , and b = (1, 1, 1)T . We
can now verify that T4 is always zero when we substitute
ĉ′i = ĉ′′i = 1 and vi = ui+2 − ui+1 (because we obtain the
determinant of a matrix of rank two).

Similar statements can be obtained for all other reduced
trilinearities, with cubic constraints, and 1 as a trivial solu-
tion. In the next section, we will use this result and combine
the linear constraints on ρij arising from all four (primal
or dual) trilinearities. Despite the cubic constraint, we will
show that it is possible to give a purely linear method for re-
covering the pinholes (or their duals) from these equations.

The trilinear constraints Ti can also be viewed as poly-
nomials in the raw image coordinates ui, u′i, u

′′
i , without in-

troducing the auxiliary variables vi, v′i, v
′′
i . In this case, it

is less obvious to spell out the coefficients in closed form,
and the terms of T are in general pijk(aj , bk)uiu

′
ju

′′
k (but



i, j, k need not be distinct) where pijk(aj , bk) is a quadratic
polynomial in in ai, bi. These (a priori 27) polynomials are
different for each Ti. In fact, by explicit calculation, we ver-
ify that T1, T2, T3 (and their duals) have six non-zero (co-
efficient) polynomials pijk(aj , bk) in ai, bi (different from
the ones considered above), except for T4 with 24 non-zero
terms in this case. The following result is analogous to
Lemma 3.7 in this setting.

Proposition 3.8. For each Ti, the set of coefficients τ =
(τijk) in R27 that can be expressed in the form τijk =
pijk(aj , bk) for some vectors a, b of R3 forms a vector
space of dimension five.

For example, for T1, T2, T3, the (appropriate non-zero)
six coefficients τijk satisfy τijk = pijk(aj , bk) for some
a, b if and only if they sum to zero. For T4, the 24 coeffi-
cients need to satisfy 19 linear constraints. These facts can
be proven by direct computation with a computer algebra
system, but they also admit a geometric justification, briefly
sketched in the rest of this section, which can also be used
to deduce all of the formulae and results from this section
and the previous one. The reader is referred to the supple-
mentary material for additional details.

The basic observation is that the six nonzero coefficients
of T1 (for example) can be viewed as the coefficients of a 2D
reduced trifocal tensor. As explained for example in [17],
a 2D trifocal tensor is a 2 × 2 × 2 tensor that encodes cor-
respondence for three projections from P2 to P1. Algebraic
properties of 2D trifocal tensors are well understood, and
much simpler than for 3D trifocal tensors. In particular,
2D trifocal tensors satisfy no internal constraints, i.e., any
2× 2× 2 tensor arises from a configuration of projections.

It can be shown that each Ti encodes the convergence
of three coplanar lines passing through three fixed points
(cf. supplementary material). These lines and points are
obtained by considering a projection with center zi (Fig-
ure 5). This leads to a 2D SFM problem, which is “re-
duced” because we can use the projections of the remaining
three reference points zj as reference points in P2 (shown
as yellow triangles in Figure 5, in analogy with Figure 4).
This situation is described by a “reduced” trifocal tensor,
which has three “synthetic” correspondences, and has thus
five linearly independent parameters. As a final note, we
wish to remark that Prop. 3.8 appears to be a significant
advantage of reduced trilinearities over (traditional) trifocal
tensors [10, 18, 22], since they are not subject to the com-
plex algebraic internal constraints of the latter [7, 8, 11].4

This paves the way toward truly linear approaches to struc-
ture from motion, as illustrated in the next section.

4Note that even (reduced) primal or dual fundamental matrices obey
such a constraint, i.e., that their determinant must be zero.

Figure 5: The trilinearities Ti (or T̂i) express the condition that
three coplanar lines intersect. The three lines are projections from
zi of three viewing rays converging at some (unknown) scene
point x in the primal case (left), and some (unknown) pinhole c in
the dual one (right). The situation on the image plane is a lower-
dimensional analogue of the reduced joint image and dual reduced
joint image shown in Figure 4. The yellow triangle plays the same
role as the tetrahedron in the 3D case.

4. Linear SFM from reduced trilinearities
Let us show that the four trilinearities (either primal or

dual) can be used to solve the structure-from-motion prob-
lem when sufficient correspondences is available. Let us
start with the primal trilinearities. As argued in the previ-
ous section, we can substitute triplets of correspondences
in each trilinearity and obtain linear equations in the vector
ρ = (ρ12, ρ13, . . . , ρ43)T of R12 where ρij = ĉ′iĉ

′′
j . More

precisely, given p correspondences we can stack the four
equations (trilinearities) in ρ associated with each corre-
spondence to form a 4p×12 matrix T and write all the con-
straints as Tρ = 0. However, it follows from Prop. 3.7 that
the vector 1 = (1, . . . , 1)T of R12 always satisfies T1 = 0,
independently of the image coordinate values. In the ab-
sence of noise, the kernel of T is thus always (at least) two-
dimensional, since it contains 1 and the “true” solution ρ to
our problem. We address this issue by exploiting the special
form of the vector ρ. In particular, let e be a vector orthog-
onal to 1 in the kernel, so that we may write ρ = e + λ1
for some scalar λ, and thus ρij = ĉ′iĉ

′′
j = eij + λ for j 6= i.

We have, for example ĉ′′3 = (e13 + λ)/c′1 = (e23 + λ)/c′2,
and ĉ′′4 = (e14 + λ)/c′1 = (e24 + λ)/c′2. This allows us to
eliminate λ, obtaining (e23 − e24)c′1 + (e14 − e13)c′2 = 0.
Collecting all similar equations finally yields

e23 − e24 e14 − e13 0 0
e32 − e34 0 e14 − e12 0
e42 − e43 0 0 e13 − e12

0 e31 − e34 e24 − e21 0
0 e43 − e41 0 e21 − e23
0 0 e41 − e42 e32 − e31

 ĉ
′ = 0,

(11)
and

e32 − e42 e41 − e31 0 0
e23 − e43 0 e41 − e21 0
e24 − e34 0 0 e31 − e21

0 e13 − e43 e42 − e12 0
0 e14 − e34 0 e32 − e12
0 0 e14 − e24 e23 − e13

 ĉ
′′ = 0,

(12)



which are sufficient to determine the two points ĉ′ and ĉ′′

and thus c′ and c′′. We can thus impose the constraint
ρ · 1 = 0 when solving for ρ. Three correspondences are
necessary to obtain a unique solution for the 11 unknowns.
Note that although the vector ρ must satisfy certain alge-
braic constraints in order to be of the form ρij = c′ic

′′
j (cf.

Proposition 3.7), our strategy bypasses this difficulty by di-
rectly (linearly) recovering the vectors c′ and c′′. In other
words, this linear method is always guaranteed to return a
valid (approximate in the presence of noise) solution.

In practice, we pick four reference points among the
(known) correspondences between these pictures, and ap-
ply appropriate image coordinate changes so they become
basis points. We then use singular value decomposition and
the remaining points to find the least-squares solution e of
the system of equation in ρ associated with T which is or-
thogonal to 1, and finally use Eqs. (11) and (12) to compute
the position of the dual pinholes and from those the posi-
tions of the pinholes themselves. Linear least-squares can
then be used again to reconstruct all scene points from the
known pinholes and image coordinates. We repeat this pro-
cess for random quadruples of reference points and a fixed
number of iterations, and report the results.

We conducted experiments on the Inria toy house
dataset [14], that consists of six images of 38 points. These
experiments are of course preliminary, and need to be ex-
tended to characterize sensitivity to varying levels of noise,
and to evaluate performance on other datasets. Figure 6
(top) shows the results of the primal reconstruction algo-
rithm outlined above. The reconstruction is projectively
registered with the ground-truth 3D structure available for
this dataset for display purposes. Results are quite reason-
able after 50 trials. The figure shows results for 5, 50, 500,
and 5,000 different choices of basis points. Here, the cri-
terion for picking the best basis is minimizing the mean
of the reprojection errors overs the three images in their
original coordinate systems (without of course using 3D
ground-truth information). The corresponding mean errors
are respectively 1.7, 0.9, 0.9, and 0.8 pixel. Even though
the error is noticeably larger after only 5 random picks, the
reconstruction itself is quite reasonable. Indeed the mean
distance between the ground-truth 3D points and the (regis-
tered) reconstructed ones, relative to the radius of the small-
est sphere centered at the mean of the ground-truth points
and enclosing them is quite small, respectively 1.7%, 1.8%,
0.6% and 0.7% for the various iterations. This error does
not decrease monotonically, which is not surprising since
the reconstruction error is not used as a criterion to pick the
reference points.

The dual algorithm is very similar except that this time
we fix three points x, x′ and x′′ instead of three images. We
again repeatedly pick four random references points, and
use all images of the three points x, x′ and x′′ to recon-

Figure 6: Registered reconstruction (in red) vs. ground truth (in
blue) for the primal (top) and dual (bottom) versions of our algo-
rithm. The results are shown, from left to right, for 5, 50, 500,
and 5,000 different choices of image basis points. Best seen on a
computer screen with zooming.

struct them. Once these have been estimated, it is a simple
matter to reconstruct the pinholes and then the scene using
linear least squares. Figure 6 (bottom) shows an example of
reconstruction obtained with this method for 5, 50, 500 and
5,000 different choices for the four reference points. The
corresponding errors are respectively 18.0, 3.8, 2.4 and 1.5
pixel. The three points x, x′ and x′′ themselves were ob-
tained by minimizing the reprojection error among 5 × 10
choices of point triplets and image quadruplets. The recon-
structions are again rather good even with a small number
of random choices, as shown by the figure, and confirmed
by computing the relative mean error between the ground-
truth 3D points and the reconstructed ones. This time we
obtain errors 1.6%, 1.2%, 0.7% and 0.6% for the various
iterations.

5. Conclusion

We have presented in this paper a new approach to the
study of duality between scene points and pinholes and
multi-view geometry in terms of projective configurations,
and shown that it led to a new algorithm for primal and dual
structure from motion that gives satisfactory solutions on
real data. Several natural extensions of our work can be en-
visioned. From the theoretical standpoint, it would be inter-
esting to strengthen our ties to classical work on point con-
figurations. In particular, Coble describes in detail an “as-
sociation” between point configurations in different spaces
(often known today as “Gale duality” [5]), and we believe
that this could be a useful concept for multi-view geome-
try as well. For example, this association maps configu-
rations of six points in P3 (which always lie on a twisted
cubic) to configurations of six points on a line, in a way that
reflects the relative position of the original points on the
twisted cubic (compare this with Figure 3). From a more
practical perspective, we hope to further develop our SFM



algorithms. As noted for example in [11], a general diffi-
culty of “reduced” SFM methods is that changes of image
coordinates affect the error distribution in measurements,
which often causes poor performance in traditional estima-
tion techniques. In our implementation, we have addressed
this issue by picking random sets of reference points, and
picking the one that minimizes the reprojection error, in a
manner reminiscent of RANSAC, and we believe this to be
a simple and effective solution in practice. On the other
hand, our analysis in Sect. 3 includes formulae for reduced
projections in arbitrary coordinate frames (4), which allow
in principle to carry out reduced algorithms in original im-
age coordinates. It will be interesting to see whether this
can be used to improve the results of the estimation.
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