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Abstract

We present a coordinate-free description of Carlsson-Weinshall duality between scene points and camera pinholes and use it to derive a new characterization of primal/dual multi-view geometry. In the case of three views, a particular set of reduced trilinearities provide a novel parameterization of camera geometry that, unlike existing ones, is subject only to very simple internal constraints. These trilinearities lead to new “quasi-linear” algorithms for primal and dual structure from motion. We include some preliminary experiments with real and synthetic data.

1. Introduction

The idea of picking a few scene features as anchors to simplify the solution of structure-from-motion (SFM) problems dates back to the 1990s, notably with the pioneering work of Koenderink & van Doorn \cite{14} and Faugeras \cite{4}, among others \cite{11, 17}. This approach involves fewer parameters than traditional ones \cite{4, 14} and leads to the so-called Carlsson-Weinshall (in this presentation, CW) duality \cite{1}, where camera pinholes and scene points play symmetric roles and can easily be swapped in SFM algorithms. However, methods based on this type of “relative” multi-view geometry are reputed to lead to poor-quality reconstructions, in part because the corresponding algorithms do not benefit from traditional data preconditioning methods \cite{9}. We propose to revisit this approach from a geometric perspective, shedding new light on some well-known problems with a string of new results (Props. \textsuperscript{2.3, 2.5, 3.4, 4.3}), and dispelling through experiments some of its bad reputation.

1.1. Background

As shown in \cite{19, 23} for example, point correspondences across multiple images can be characterized by studying incidence relations among the corresponding visual rays. This approach has the merit of making explicit the geometric constraints defining correspondences, which are often hidden behind algebra in the traditional multilinear approaches to structure from motion \cite{1, 5, 6, 12, 15, 16, 21, 25}. In particular, Ponce, Sturmfels and Trager introduced in \cite{19} the concurrent lines variety $V_n$ formed by all $n$-tuples of lines in $\mathbb{P}^3$ that meet at some point, and showed that constraining the lines in each tuple to pass through $n$ fixed and distinct points yields a three-dimensional sub-variety of $V_n$ isomorphic to Triggs’s joint image \cite{24}, that can either be seen as the set of all possible images taken by $n$ fixed perspective cameras (Fig. \textsuperscript{1}[a]), or as the set of all possible images of $n$ fixed points (Fig. \textsuperscript{1}[b]), revealing a profound geometric duality between camera pinholes and scene points.

Unfortunately, this duality collapses when one introduces image measurements, since the retinal plane of a camera (or, equivalently, the line bundle of its pinhole) must be equipped with a coordinate system for the measurements to make sense. Contrary to images and the corresponding bundles (Fig. \textsuperscript{1}[c]), however, scene points are not associated with coordinate systems. It was shown by Carlsson and Weinshall that this disparity can be addressed by using four fiducial scene points observed by all cameras, and by algebraically manipulating the coordinates of pinholes and scene points before inverting their roles (see \cite{4, 12, 15} for related work). In particular, as argued in \cite{1, 12}, this implies that any algorithm for solving the structure-from-motion (SFM) problem from $m$ images of $n$ scene points also provides a (dual) solution to the SFM problem from $n - 4$ images and $m + 4$ scene points. Carlsson and Weinshall’s take on duality is however mainly analytical. Our point of departure in this presentation is to bridge the gap between their approach and the geometric viewpoint advocated earlier.

1.2. Objectives and contributions

Our aim in this presentation is threefold: (1) To explain CW duality \cite{1} which, in its classical textbook form \cite{12}, emerges from seemingly accidental algebraic symmetries like Venus from the sea. Concretely, we introduce in Sect. \textsuperscript{2} a new, coordinate-free derivation of the duality between scene points and camera pinholes (Prop. \textsuperscript{2.3}). Our viewpoint hopefully clarifies the geometry that underlies CW duality, and also emphasizes that analyt-
Figure 1. The sub-variety of the concurrent lines variety formed by all concurrent $n$-tuples of lines passing through $n$ fixed points represents (a) the set of all perspective images of these points, as well as (b) the set of all images taken by the corresponding pinholes. The introduction of image (or equivalently, bundle) coordinate systems (e) breaks this duality, but it can be restored by (d)-(e) using four fiducial points observed by all cameras to define the corresponding image coordinate systems.

1.3. Notation and elements of line geometry

Much of our presentation will distinguish purely geometric, coordinate-free properties of point configurations from analytical properties established in some coordinate system. To avoid confusion, we will use a teletype font to designate points in $\mathbb{P}^n$, e.g., $x$, $y$, and a bold italic font to designate their homogeneous coordinates in some coordinate frame, e.g., $\mathbf{x}$, $\mathbf{y}$. Whether we speak of points or their homogeneous coordinates should thus be clear, and we will often call both representations points for simplicity. We will call the first $n + 1$ points of any projective basis $(x_1, \ldots, x_{n+1}, x_{n+2})$, with coordinates $(1, 0, \ldots, 0)^T$ to $(0, \ldots, 0, 1)^T$, the coordinate points. The last one, $x_{n+2}$, with coordinates $(1, \ldots, 1)^T$, is called the unit point. Let us also recall here some basic concepts of line geometry. The join operator associates with two distinct points $x$ and $y$ the unique line $x \vee y$ passing through them. Given some coordinate system for $\mathbb{P}^3$, this geometric operator admits an analytical counterpart, and the line $1 = x \vee y$ joining two points with coordinates $\mathbf{x} = (x_1, \ldots, x_4)^T$ and $\mathbf{y} = (y_1, \ldots, y_4)^T$ has homogeneous Plücker coordinates

$$l = \begin{bmatrix} u \\ v \end{bmatrix} \text{ with } u = \begin{bmatrix} x_4y_1 - x_1y_4 \\ x_4y_2 - x_2y_4 \\ x_4y_3 - x_3y_4 \end{bmatrix}, v = \begin{bmatrix} x_2y_3 - x_3y_2 \\ x_2y_4 - x_3y_4 \\ x_2y_1 - x_1y_2 \end{bmatrix}. \tag{1}$$

The vectors $u$ and $v$ in $l$ are orthogonal by construction, and Plücker coordinates identify the four-dimensional set of lines in $\mathbb{P}^3$ with a quadratic hypersurface of $\mathbb{P}^5$, known as the Klein quadric. Two lines with Plücker coordinates $l = (u; v)$ and $l' = (u'; v')$ intersect (or, equivalently, are coplanar) if and only if $u \cdot v' + u' \cdot v = 0$. The line bundle associated with a point $x$ in $\mathbb{P}^3$ is the set of lines passing through that point. It corresponds to a two-dimensional projective subspace of the Klein quadric, (projectively) isomorphic to any plane $\pi$ not passing through $x$, each line in the bundle being associated with the point where it intersects $\pi$. Finally, the following result from [18] will be used repeatedly in the sequel.

**Proposition 1.1** ([18]). A necessary (and generically sufficient) condition for three lines with Plücker coordinates $l$, $l'$, $l''$ to intersect is that the four minors

$$T_1 = \begin{vmatrix} l_2^1 l_3^2 \cdots l_{n+2}^2 \\ l_2^3 l_3^4 \cdots l_{n+2}^4 \\ \vdots \vdots \vdots \vdots \\ l_2^6 l_3^6 \cdots l_{n+2}^6 \end{vmatrix}, T_2 = \begin{vmatrix} l_2^1 l_1^2 \cdots l_{n+2}^2 \\ l_2^3 l_1^4 \cdots l_{n+2}^4 \\ \vdots \vdots \vdots \vdots \\ l_2^6 l_1^6 \cdots l_{n+2}^6 \end{vmatrix}, T_3 = \begin{vmatrix} l_3^1 l_1^2 \cdots l_{n+2}^2 \\ l_3^3 l_1^4 \cdots l_{n+2}^4 \\ \vdots \vdots \vdots \vdots \\ l_3^6 l_1^6 \cdots l_{n+2}^6 \end{vmatrix}, T_4 = \begin{vmatrix} l_6^1 l_1^2 \cdots l_{n+2}^2 \\ l_6^3 l_1^4 \cdots l_{n+2}^4 \\ \vdots \vdots \vdots \vdots \\ l_6^6 l_1^6 \cdots l_{n+2}^6 \end{vmatrix} \tag{2}$$

of the $6 \times 3$ matrix $[l, l', l'']$ all vanish. In addition, the vanishing of a single minor $T_k$ ($k = 1, 2, 3, 4$) is a necessary and sufficient condition for these lines to admit a common transversal through the $k$th coordinate point.

2. Point configurations and CW duality

2.1. Geometric point of view

Moving together scene points and cameras without changing their relative positions will not change the images of the scene recorded by the cameras. This is sometimes referred to as the projective ambiguity of structure from motion, but we propose here instead to capture the underlying “rigid motion” in terms of projective configurations.

**Definition 2.1.** Two $k$-tuples of points in $\mathbb{P}^n$ are isomorphic if they are related by a projective transformation of $\mathbb{P}^n$. Isomorphism is an equivalence relation, and its equivalence classes are called $k$-configurations.

The configuration associated with $k$ points $x_1$ to $x_k$ is denoted by $\langle x_1, \ldots, x_k \rangle$. For $k \leq n + 2$, generic point configurations are always isomorphic, so we will assume $k > n + 2$ from now on. Given some pinhole $c$ in $\mathbb{P}^3$ and some retinal plane $\pi$ not passing through $c$, the corresponding perspective projection can be defined in a purely geometric manner...
as the mapping that associates with any point \( x \neq c \) in \( \mathbb{P}^3 \) the point \( y \) where the viewing ray joining \( c \) to \( x \) intersects \( \pi \). In turn, this mapping induces an isomorphism between \( k \)-configurations of points in different image planes \( \pi \) and \( \pi' \), and a second isomorphism between these and the corresponding \( k \)-configurations of visual rays through \( c \), seen as elements of a line bundle (Fig. 2). This is of course just a retelling of a familiar story in the language of configurations. But it also shows that perspective projection may be viewed as a mapping between the scene configurations \( \langle x_1, \ldots, x_k, c \rangle \) that determine the visual rays \( c \, \cap \, x_1 \) and their image counterparts \( \langle y_1, \ldots, y_k \rangle \). We will sometimes write a scene configuration as \( \langle x_1, \ldots, x_k \, | \, c \rangle \) instead of \( \langle x_1, \ldots, x_k, c \rangle \) to emphasize that the last point is viewed as a pinhole. In this setting, swapping the roles of pinhole and scene point results in permuting the corresponding elements of a scene configuration. The effect of permutations on point configurations can be described in terms of so-called Cremona transformations of \( \mathbb{P}^3 \), as explained by Coble in a paper from 1915 (see also [3] for a more recent account on this topic). As we will argue in the next section, the analytical map \( (x_1, x_2, x_3, x_4)^T \mapsto (x_1^{-1}, x_2^{-1}, x_3^{-1}, x_4^{-1})^T \) that is used in the standard formulation of CW duality is indeed an example of a Cremona transformation. For the moment, we can state the following more general geometric result that follows from Coble’s theory (see [2] Sect. 7) or [3] Chap. 6).

Lemma 2.2. If \( Z = (z_1, \ldots, z_4) \) is a quadruple of fixed points of \( \mathbb{P}^3 \) in general position, then there exists a family of birational involutions \( T_2 : x \mapsto \hat{x} \) (Cremona involutions), defined on a dense open set of \( \mathbb{P}^3 \), such that for any points \( x \) and \( y \) in that set \( \langle z_1, z_2, z_3, z_4, x, y \rangle = \langle z_1, z_2, z_3, z_4, y, \hat{x} \rangle \) holds (with equality as configurations). Any two such involutions are related by a projective transformation of \( \mathbb{P}^3 \) that fixes \( Z \).

Note that this statement does not involve pinholes and scene points. However, we obtain as an immediate corollary a geometric and coordinate-free formulation of Carlsson-Weinshall duality, valid for any Cremona involution associated with a quadruple of points \( Z \).

Proposition 2.3 (Figure 3). If \( x \mapsto \hat{x} \) is a Cremona involution relative to a quadruple \( Z = (z_1, \ldots, z_4) \), then any two scene configurations \( \langle z_1, z_2, z_3, z_4, x \, | \, c \rangle \) and \( \langle z_1, z_2, z_3, z_4, c \, | \, \hat{x} \rangle \) are equal, and thus give rise to the same image configuration \( \langle y_1, \ldots, y_4, y \rangle \). Here \( y \) can be thought of as either the projection of \( x \) from \( c \) or that of \( \hat{x} \) from \( c \).

2.2. Analytical point of view

Let us now introduce a local parameterization of the space of \( k \)-configurations in \( \mathbb{P}^n \), with \( k > n + 2 \): we pick \( n + 2 \) of the points and assign them arbitrary but fixed homogeneous coordinates (it is often convenient, but by no means necessary, to choose these points as a basis for \( \mathbb{P}^n \)). Assuming that the points are in general position and the coordinates assigned to any \( n + 1 \) of them are linearly independent, this uniquely defines a coordinate system for \( \mathbb{P}^n \), dependent on the choice of the \( n + 2 \) points, but intrinsic to the whole configuration. In particular, the coordinates of the \( k - n - 2 \) remaining points can be used to parameterize the configuration. In our setting, this translates into assigning arbitrary coordinates to the four fixed points \( z_1 \) to \( z_4 \) in the form of a \( 4 \times 4 \) matrix \( Z = [z_1, z_2, z_3, z_4] \), and assigning to the pinhole arbitrary coordinates \( c \). This freezes the coordinate system of \( \mathbb{P}^3 \) and provides a parameterization of the configurations \( (z_1, \ldots, z_4, x \, | \, c) \) using the coordinates \( x \) of the point \( x \). We also pick the four visual rays \( 1_1 \) to \( 1_4 \) joining the pinhole to the points \( z_1 \) to \( z_4 \) as reference points for the corresponding bundle, and assign them arbitrary coordinates in the form of a \( 3 \times 4 \) matrix \( U = [u_1, u_2, u_3, u_4] \). This freezes the coordinate frame for the bundle and provides a parameterization for the configurations \( (1_1, \ldots, 1_4, 1) \) of its lines by the coordinates \( u \) of the ray \( 1 \). This also provides, of course, a parameterization of the configurations \( \langle y_1, \ldots, y_4, y \rangle \) of the corresponding image points using the coordinates \( u \) of the point \( y \). The following result follows from some straightforward computations (see the supplementary material for details).

Proposition 2.4. Given arbitrary general matrices \( U \) and \( Z \), the perspective projection associated with pinhole \( c \) can be represented analytically as the projective map \( PC \) from
P³ to P² defined by

$$Pc(x) = [u_1, u_2, u_3, u_4]$$

where we assume wlog that the coordinates vectors $u_i$ have been scaled so $u_1 + u_2 + u_3 + u_4 = 0$.

For $Z = Id_4$ and $U = [Id_3, -1_3]$, we have that $Pc(x) = (x_1/c_1, x_2/c_2, x_3/c_3, x_4/c_4)^T$, and the projection matrix associated with $Pc$ is the reduced camera model appearing in different guises in [1] [4] [12].

$$Pc = \begin{bmatrix} 1/c_1 & 0 & 0 & -1/c_1 \\ 0 & 1/c_2 & 0 & -1/c_2 \\ 0 & 0 & 1/c_3 & -1/c_3 \end{bmatrix}.$$ (4)

In this case, the expression for $Pc(x)$ is symmetric in $x$ and $c$, where $y \mapsto \hat{y} = (y_1^{-1}, y_2^{-1}, y_3^{-1}, y_4^{-1})^T$ is the standard Cremona involution. This is a Cremona transformation in the sense of Lemma 2.2 since one easily sees that two sextuples $z_1, \ldots, z_4, y_1, y_2, y_3, y_4, y_5$ are always related by a projective transformation of $P^3$. More generally, we have the following result, which can be shown by direct computations (see the supplementary material).

**Proposition 2.5** (Analytical Carlsson-Weinshall duality). The rational map of $P^3$ given by

$$\hat{y} = Z \begin{bmatrix} 1/yz_2 z_3 z_4 \\ 1/z_1 y z_3 z_4 \\ 1/z_1 z_2 y z_4 \\ 1/z_1 z_2 z_3 y \end{bmatrix}^T.$$ (5)

is a Cremona involution relative to the points in $P^3$ with coordinates $Z$. Using this $Z$ and arbitrary image coordinates $U$ in (3), we have that $Pc(x) = P\hat{c}.$

3. Reduced multi-view geometry

We now restrict our study to the case where $Z = Id_4$ and $U = [Id_3, -1_3]$ so that all cameras can be represented by projection matrices in the "standard" reduced form of Eq. (4), and thus identify from now on scene points $x$ and their images $\hat{y}$ with their coordinates $x$ and $u$ in $P^3$ and $P^2$.

3.1. Reduced joint images

Let $S$ denote the set of triples $(c, x, u)$ in $P^3 \times P^3 \times P^2$ such that $Pc(x) = u$ where $Pc$ is a reduced camera as in (3). For fixed $c$ and $x$, there is of course a single $u$ such that $(c, x, u)$ belongs to $S$. More generally, we have the following result which describes the set $S$ (see the supplementary material for details).

**Proposition 3.1.** (1) For fixed $c$ and $u$, the set of points $x$ such that $(c, x, u)$ belongs to $S$ is a line with Plücker coordinates

$$\xi = Qc \hat{u}$$

where $Qc$ is the reduced camera model appearing in different guises in [1] [4] [12]. The formula for $Qc$ in Eq. (19) is of course an instance of the classical (transposed) line projection matrix. It will play a key role in the rest of this presentation. We now consider $n$ pinholes $c_1, \ldots, c_n$ and the associated reduced cameras $Pc_1, \ldots, Pc_n$. Following [22] [24], we describe the geometry of these cameras using the joint image in $(P^2)^n$.

**Definition 3.2.** The reduced joint image $V_Z(c_1, \ldots, c_n)$ associated with $n$ fixed pinholes $c_1, \ldots, c_n$ is the set of $n$-tuples $(u_1, \ldots, u_n)$ in $(P^2)^n$ such that the corresponding visual rays are concurrent or, equivalently, such that there exists some point $x$ such that $(c, x, u)$ belongs to $S$.

The reduced joint image is a special case of Triggs’ joint image [24] where image (or bundle) basis points are in correspondence. Projective transformations of $P^3$ do not affect the joint image, so $V_Z(c_1, \ldots, c_n)$ is completely determined by $(c_1, \ldots, c_n, z_1, \ldots, z_4)$ (Fig. 5 left). Let us now consider instead $n$ fixed scene points $x_1, \ldots, x_n$.

**Definition 3.3.** The dual reduced joint image $V_Z(x_1, \ldots, x_n)$ associated with $n$ scene points $x_1, \ldots, x_n$
is the set of $n$-tuples $(u_1, \ldots, u_n)$ in $(\mathbb{P}^2)^n$ that are image coordinates for the points $x_1, \ldots, x_n$ for some reduced camera $P_C$ with (unknown) pinhole $c$ or, equivalently, such that there exists some point $c$ such that $(c, x_1, u_1)$ belongs to $S$. Note that this condition imposes that $n$ twisted cubics passing through $z_1, z_2, z_3, z_4$ intersect at a point $c$.

The set $\hat{V}_Z(x_1, \ldots, x_n)$ characterizes all perspective images of $n$ fixed points (Fig. 5 right). It is invariant to projective transformations of $\mathbb{P}^5$, and completely determined by $\langle x_1, \ldots, x_n, z_1, \ldots, z_4 \rangle$ in $\mathbb{P}^3$. Algebraic characterizations of dual multi-view constraints are mostly absent from the literature (see [13] for an exception), but the following result is an immediate corollary of CW duality.

**Proposition 3.4.** The dual reduced joint image associated with $n$ scene points $\bar{x}_1, \ldots, \bar{x}_n$ is the reduced joint image associated with their images $\bar{x}_1, \ldots, \bar{x}_n$ under any Cremona involution relative to $z_1, z_2, z_3, z_4$.

In particular, like their primal counterparts [22], dual joint images induce multilinear constraints on point correspondences.

### 3.2. Reduced Multilinearities

Let us now apply the general approach presented so far to the bilinear and trilinear constraints associated with point correspondences for reduced cameras of the form [4]. Given two image points $u$ and $u'$ associated with cameras with pinholes $c$ and $c'$, a necessary and sufficient condition for $u$ and $u'$ to form a correspondence is that the visual rays $l = Q_C u$ and $l' = Q_{C'} u'$ intersect each other or, equivalently, $(l^T l') = 0$. This immediately yields a bilinear relation $u^T F u' = 0$. When $c = 1_4$, $F$ is the reduced fundamental matrix of [11] (see also [4]). In turn, substituting $\hat{x}'$, $x''$ for $c'$, $c''$ in this equation, we also obtain the expression for the reduced dual fundamental matrix, which characterizes the dual reduced joint image $\hat{V}_Z(x, x')$ for two fixed scene points $x, x'$. We can use the same approach to characterize correspondences in three images. Indeed, substituting $Q_C u$, $Q_{C'} u'$, and $Q_{C''} u''$ to $l$, $l'$ and $l''$ in Eq. (2) from Prop. [11] immediately yields the following result.

**Proposition 3.5.** Taking $c = (1, 1, 1, 1)^T$, a necessary (and generically sufficient) condition for $u$, $u'$ and $u''$ to form a correspondence for the reduced cameras $P_C, P_{C'}, P_{C''}$ is that the four determinants $T_1$ to $T_4$, respectively given by

\begin{align*}
T_1 &= -\rho_{23} x_1 u_1' u_2'' + \rho_{24} u_2 u_3' u_1'' + \rho_{32} x_2 u_1' u_3'' - \rho_{34} u_3 u_1' u_3'' + \rho_{43} u_4 x_1 u_2'' + \rho_{42} u_2 u_3' u_3'' \\
T_2 &= \rho_{13} x_1 u_1' u_3'' - \rho_{14} u_4 u_3' u_1'' + \rho_{31} u_3 u_3' u_1'' + \rho_{41} u_4 u_2' u_1'' + \rho_{34} u_4 x_1 u_3'' - \rho_{43} u_4 u_3' u_3'' \\
T_3 &= -\rho_{12} x_1 u_1' u_2'' + \rho_{13} u_3 u_2' u_1'' + \rho_{23} x_2 u_2' u_3'' - \rho_{24} u_4 u_2' u_3'' + \rho_{32} u_3 u_3' u_2'' + \rho_{42} u_4 u_2' u_2'' \\
T_4 &= \rho_{12} x_1 u_1' u_2'' - \rho_{13} u_3 u_2' u_1'' + \rho_{23} x_2 u_2' u_3'' - \rho_{24} u_4 u_2' u_3'' + \rho_{32} u_3 u_3' u_2'' + \rho_{43} u_4 u_3' u_2''
\end{align*}

(9)

All vanish, with $v_i = u_{i+2} - u_{i+1}$, $v_i' = u_{i+2} - u_{i+1}'$ and $v_i'' = u_{i+2}'' - u_{i+1}''$, and index addition modulo 3.

The proposition follows immediately from (2) and the form of the matrix $Q_C$. Its dual involves three scene points $x, x', x''$ instead of three pinholes, and is obtained by substituting $\hat{x}$ for $c$ in the primal trilinearities from Prop. 3.5.

**Proposition 3.6.** Taking $x = (1, 1, 1, 1)^T$, a necessary (and generically sufficient) condition for $u$, $u'$ and $u''$ to be projections of $x, x', x''$ for a reduced camera $P_C$ (for some unknown $c$) is that the four determinants $\hat{T}_1$ to $\hat{T}_4$, respectively given by

\begin{align*}
\hat{T}_1 &= v_1 u_1' v_2 + v_2 u_2' v_1 + v_3 u_3' v_1 + v_4 u_4' v_1 \\
\hat{T}_2 &= v_1 u_1' v_3 + v_3 u_3' v_1 + v_4 u_4' v_3 + v_2 u_2' v_3 \\
\hat{T}_3 &= v_1 u_1' v_4 + v_4 u_4' v_1 + v_2 u_2' v_4 + v_3 u_3' v_4 \\
\hat{T}_4 &= v_1 u_1' v_2 + v_2 u_2' v_1 + v_3 u_3' v_2 + v_4 u_4' v_2
\end{align*}

(8)

all vanish.

### 4. Algebraic Constraints on Trilinearities

In this section, we investigate the special primal and dual trilinear conditions (7) and (8). In particular, we show that the coefficients of these polynomial forms are subject to very simple algebraic constraints. This contrasts with the classical trifocal tensor and the induced trilinearities [10] 21 25, which also characterize correspondences among three views, but are known to satisfy very complex internal constraints [6] 12. This feature suggests that the coefficients of our trilinearities can be estimated easily from image data and used in reconstruction algorithms. This will be confirmed by our experiments in Section 5.

Our first observation is that the conditions (7) and (8) can be seen as polynomials in the “mixed” coordinates $u$’s and $u''$’s (as defined in Prop. [3.5]), or also in the “pure” image coordinates $u$’s (by replacing the $v$’s with the corresponding expressions). Depending on this choice of variables, the trilinearities have different coefficients. These coefficients are related by a (non-invertible) linear transformation but present some differences, as shown next.

### 4.1. Trilinearities in Mixed Coordinates

The four reduced primal trilinearities in “mixed” coordinates $u$’s and $u''$’s can be written explicitly as follows

\begin{align*}
T_1 &= -\rho_{23} x_1 u_1' u_2'' + \rho_{24} u_2 u_3' u_1'' + \rho_{32} x_2 u_1' u_3'' - \rho_{34} u_3 u_1' u_3'' + \rho_{43} u_4 x_1 u_2'' + \rho_{42} u_2 u_3' u_3'' \\
T_2 &= \rho_{13} x_1 u_1' u_3'' - \rho_{14} u_4 u_3' u_1'' + \rho_{31} u_3 u_3' u_1'' + \rho_{41} u_4 u_2' u_1'' + \rho_{34} u_4 x_1 u_3'' - \rho_{43} u_4 u_3' u_3'' \\
T_3 &= -\rho_{12} x_1 u_1' u_2'' + \rho_{13} u_3 u_2' u_1'' + \rho_{23} x_2 u_2' u_3'' - \rho_{24} u_4 u_2' u_3'' + \rho_{32} u_3 u_3' u_2'' + \rho_{42} u_4 u_2' u_2'' \\
T_4 &= \rho_{12} x_1 u_1' u_2'' - \rho_{13} u_3 u_2' u_1'' + \rho_{23} x_2 u_2' u_3'' - \rho_{24} u_4 u_2' u_3'' + \rho_{32} u_3 u_3' u_2'' + \rho_{43} u_4 u_3' u_2''
\end{align*}

(9)

with $\rho_{jk} = c_{ij}l_{jk}$. The six non-zero coefficients of $T_i$ are $\rho_{jk}$ with $j, k$ distinct in $\{1, 2, 3, 4\} \setminus \{i\}$. Hence, sextuples of
valid coefficients for $T_1$ are vectors in $\mathbb{R}^6$ that have no zero entries and can be written in the form $(a_i,b_j)_{ij}$ with $a, b$ in $\mathbb{R}^3$. These vectors are completely characterized by the following result.

**Proposition 4.1.** A vector $d = (d_{12}, d_{13}, d_{23}, d_{21}, d_{31}, d_{32})$ in $\mathbb{R}^6$ can be written as $d_{ij} = a_i b_j$ for some vectors $a = (a_1, a_2, a_3)^T$, $b = (b_1, b_2, b_3)^T$ in $\mathbb{R}^3$ if and only if $d_{12}d_{23}d_{31} = d_{21}d_{32}d_{13}$ holds.

**Proof.** By replacing $d_{ij}$ with $a_i b_j$, we see that the condition is necessary. Conversely, if an element (say) $d_{12}$ of $d$ is not zero and $d$ satisfies the condition, we can always set $a_1 = 1$ and solve for all the remaining entries. □

The coefficients of each trilinearity are thus constrained by a single cubic relation. On the other hand, each pair of trilinearies shares two coefficients, so we expect additional constraints for the consistency of $T_1, \ldots, T_4$. This is relevant for the reconstruction method that will be described in Section 5 in which the trilinearies are evaluated on point correspondences and treated as linear conditions on a single vector $\rho = (\rho_{ij})$ in $\mathbb{R}^{12}$, such that $\rho_{ij} = c_i c_j'$ with distinct $i, j$ in $\{1, 2, 3, 4\}$. In this case, the conditions for $\rho$ in $\mathbb{R}^{12}$ to be a valid solution are given by the following result. The proof is analogous to that of Prop. 4.1. We refer to the supplementary material for details.

**Proposition 4.2.** A vector $d = (d_{ij})$ in $\mathbb{R}^{12}$ with no zero entries can be written as $d_{ij} = a_i b_j$ for some vectors $a = (a_1, a_2, a_3, a_4)^T$, $b = (b_1, b_2, b_3, b_4)^T$ in $\mathbb{R}^3$ if and only if $d_{i_1}d_{j_2} = d_{i_4}d_{j_1}$ holds for all permutations $(i, j, k, l)$ of $(1, 2, 3, 4)$.

### 4.2. Trilinearies in image coordinates

A reduced trilinearity expressed in terms of mixed $u$’s and $v$’s has very simple coefficients, but its variables are not independent. We now describe the trilinearies in pure image coordinates. Remarkably, the internal constraints of each trilinearity are completely linear in this setting. To simplify our presentation, we focus on the trilinearity $T_1$.

The trilinearies $T_2, T_3$ are identical to $T_1$ up to permutation of indices. The trilinearity $T_4$ has a different analytical form, but it encodes the same geometric information and also enjoys similar properties. A general treatment of all the trilinearies can be found in the supplementary material.

A simple computation shows that

$$T_1 = (c_2' c_3' c_4')u_2 u_3 u_4' + (c_2' c_3' c_4')u_2' u_3 u_4' + (-c_2' c_3' c_4')u_2 u_3' u_4' + (-c_2' c_3' c_4')u_2' u_3' u_4' + (c_2' c_3' c_4')u_2 u_3 u_4' + (c_2' c_3' c_4')u_2' u_3' u_4',$$

(10)

The six non-zero coefficients are linear combinations of the scalars $\rho_{ij} = c_i' c_j'$. We now address the internal constraints that are satisfied by these coefficients.

**Proposition 4.3.** If we allow $c_i', c_j'$ to take complex values, then a vector $\tau$ in $\mathbb{R}^6$ represents a set of feasible coefficients for $T_1$ in (10) if and only if its elements sum to zero. In this case, up to scale factors, there are two pairs of (possibly complex) solutions for $(c_2', c_3', c_4')$ and $(c_2'', c_3'', c_4'')$.\]

**Proof sketch.** We write $\tau = (\tau_{ijk})$ with $\tau_{ijk}$ being the coefficient of $u_i u_j' u_k''$ in $T_1$. It follows from (10) that it is necessary for the elements of $\tau$ to sum to zero. For the converse, we note that $\tau = A \rho_1$, where

$$\tau = \begin{pmatrix} \tau_{223} & \tau_{232} & \tau_{233} & \tau_{322} & \tau_{323} & \tau_{332} \end{pmatrix}, A = \begin{pmatrix} 0 & -1 & 0 & 1 & 0 & \rho_{23} \\ 1 & -1 & 0 & 0 & 0 & \rho_{24} \\ 0 & 1 & 0 & -1 & 0 & \rho_{32} \\ 0 & 0 & 1 & 0 & -1 & \rho_{34} \\ 0 & 0 & 1 & -1 & 0 & \rho_{42} \\ -1 & 0 & 0 & 0 & 1 & \rho_{43} \end{pmatrix}.$$\]

The matrix $A$ has rank 5 and its rows and columns sum to zero. In particular, a solution $\rho_1$ of Eq. (11) can always be written as $\rho_1 = \rho_0 + t \lambda_0$ for some scalar $t$, where $\rho_0$ is any solution of $\tau = A \rho_0$. Such $\rho_0$ always exists if the elements of $\tau$ sum to zero. In order for $\tau$ to be a valid set of coefficients, the vector $\rho_1$ must factor as $c_i' c_j'$. According to Prop. 4.1, this corresponds to a single equation in the entries $\rho_{ij}$, which we can use to solve for $t$. Moreover, while this equation was cubic in $\rho_{ij}$, it is easy to see that there is a cancellation of the term $t^3$, so we are left with a quadratic equation in $t$. Each of the two (possibly complex) solutions to this equation determines up to scale the vectors $(c_2', c_3', c_4')$ and $(c_2'', c_3'', c_4'')$. □

Although the solutions in Prop. 4.3 may in principle be complex conjugate, they will be real when the vector $\tau$ is estimated from exact correspondences, and remain real under small perturbations. We also note that the statement of Prop. 4.3 holds without modifications for trilinearies $T_2, T_3$. In the case of $T_4$, there are 24 non-zero coefficients rather than six, but these are also only constrained by linear conditions (in all cases, the set of valid coefficients is a vector space of dimension five).

The fact that the coefficients of each trilinearity are not subject to non-linear constraints may seem surprising. One way to justify this property is to point out the close relationship between our trilinearies and 2D trifocal tensors. These $(2 \times 2 \times 2)$-tensors characterize correspondences for triples of projections from $\mathbb{P}^2$ to $\mathbb{P}^1$. It was shown by Quan [20] that the entries of these tensors are also not bound by any internal constraints. In the supplementary material, we argue that the reduced trilinearies can be obtained by composing a 2D trifocal tensor with linear changes of coordinates. The idea behind this fact is that, according to Prop. [21][23], each trilinearity $T_i$ imposes the condition that three viewing rays admit a common transversal passing through the point $z_i$. If we fix a retinal plane
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5. A quasi-linear three-view SFM algorithm

We now show that the four trilinearities (primal or dual) can be used to solve structure from motion when sufficient correspondences are available. Let us first consider primal

trilinearities. As noted in the previous section, each point correspondence imposes four linear conditions on the vector \( \rho \) whose entries are \( \rho_{ij} = \hat{c}_i^j \hat{c}_j^i \).

Given \( \rho \) correspondences we can stack the corresponding linear equations to form a 4p × 12 matrix \( T \) and write all the constraints as \( T \rho = 0 \).

However, it is easy to realize that \( T \hat{1}_{12} = 0 \), independently of the image coordinates. In the absence of noise, the kernel of \( T \) is thus always at least two-dimensional, since it contains \( \hat{1}_{12} \) and the “true” solution \( \rho \) to our problem.

We address this issue by exploiting the special form of the vector \( \rho \). In particular, let \( e \) be a vector independent of \( \hat{1}_{12} \) in the kernel, so that we may write \( \rho = e + \lambda \hat{1}_{12} \) for some scalar \( \lambda \), and thus \( \rho_{ij} = \hat{c}_i^j \hat{c}_j^i = e_{ij} + \lambda \) for \( j \neq i \). We have, for example \( \hat{c}_3 = (e_{13} + \lambda)\hat{c}_1 = (e_{23} + \lambda)\hat{c}_2 \), and \( \hat{c}_2 = (e_{14} + \lambda)\hat{c}_1 = (e_{24} + \lambda)\hat{c}_2 \). This allows us to eliminate \( \lambda \), obtaining \( (e_{23} - e_{24})\hat{c}_1^3 + (e_{14} - e_{13})\hat{c}_1^2 = 0 \).

Collecting all similar constraints finally yields the following equations:

\[
\begin{bmatrix}
  e_{32} - e_{34} & e_{14} - e_{13} & 0 & 0 \\
  e_{42} - e_{43} & 0 & e_{13} - e_{12} & 0 \\
  0 & e_{31} - e_{34} & e_{24} - e_{21} & 0 \\
  0 & e_{43} - e_{41} & 0 & e_{21} - e_{23} \\
  0 & 0 & e_{41} - e_{42} & e_{32} - e_{31}
\end{bmatrix}
\hat{c}' = 0, \quad (12)
\]

\[
\begin{bmatrix}
  e_{32} - e_{42} & e_{41} - e_{31} & 0 & 0 \\
  e_{23} - e_{34} & 0 & e_{41} - e_{21} & 0 \\
  e_{24} - e_{43} & 0 & 0 & e_{31} - e_{21} \\
  0 & e_{13} - e_{43} & e_{42} - e_{12} & 0 \\
  0 & e_{44} - e_{34} & 0 & e_{32} - e_{42} \\
  0 & 0 & e_{41} - e_{42} & e_{32} - e_{31}
\end{bmatrix}
\hat{c}'' = 0 \quad (13)
\]

These equations are sufficient to determine \( \hat{c}' \) and \( \hat{c}'' \) and thus \( e' \) and \( e'' \). Three correspondences (in addition to the four “reference” correspondences) are necessary to obtain a unique solution for the 11 unknowns.

Note that although the vector \( \rho \) must satisfy certain algebraic constraints in order to be of the form \( \rho_{ij} = c_i^j \) (see Prop. 4.2), our strategy bypasses this difficulty by directly recovering the vectors \( c' \) and \( c'' \). In other words, this “quasi-linear” method is always guaranteed to return a valid solution (which will approximate the “true” solution in the presence of noise). In practice, we pick four reference points among the (known) correspondences between these pictures, and apply appropriate image coordinate changes so they become basis points. We then use singular value decomposition and the remaining points to find the least-squares solution \( e \) of the system of equation in \( \rho \) associated with \( T \) which is orthogonal to \( \hat{1}_{12} \), and finally use Eq. (13) to compute the position of the pinholes.

Linear least-squares can then be used again to reconstruct all scene points from the known pinholes and image coordinates. We repeat this process for random quadruples of reference points and a fixed number of iterations, and report the results.

The dual algorithm is very similar except that this time we fix three points \( x, x', \) and \( x'' \) instead of three images. We again repeatedly pick four random reference correspondences, and use all images (at least three) of \( x, x' \) and \( x'' \) to reconstruct them. The procedure is the same as above, replacing \( e, e', e'' \) with \( \hat{x}, \hat{x}', \hat{x}'' \).

5.1. Preliminary experiments

We have implemented both the primal and dual versions of the proposed algorithm and we present below some preliminary experiments with real and synthetic data. We emphasize that the main thrust of our presentation is theoretical, with the objective of reaching a better understanding of multi-view geometry. We do not make any claim here of outperforming the state of the art, and our experiments are only included as a proof of concept to validate two points: (1) our algorithm gives reasonable reconstructions on real data in a least-squares setting; and (2) its primal version also gives reasonable results on synthetic data with additive Gaussian noise in a setting with only 7 correspondences.

*Inria toy house data* [17]. This dataset consists of 6 images of the same 38 points. It is small by any standard, but with enough views and correspondences to demonstrate both the primal and dual versions of our algorithm. It also makes it easy to visualize the results since it contains edges linking the data points (this information is of course only used for display). Figure 7 shows the reconstructions obtained for the best choice among 5, 20 and 50 different quadruples of reference points based on the reprojection error. The reconstructions are overlaid on the ground-truth 3D points after projective registration, along with the corresponding mean.
reprojection errors in pixels, and the mean relative reconstruction errors in percentage of the radius of the scene. Reprojection errors are quite reasonable in both cases for 20 different choices, and the reconstructions themselves are also quite reasonable after 5 random choices only. For comparison, we have also tested the code for linear estimation of the trifocal tensor by Juliá and Monasse [13] dubbed here 3LTFT. It yields mean reprojection and reconstruction errors of 0.7 pixel and 0.3% respectively but, unlike our method, benefits from Hartley’s data preconditioning [9].

![Figure 7. Experiments on the Inria house data [17]. Registered reconstruction (in red) vs. ground truth (in blue) for the primal (top) and dual (bottom) versions of our algorithm. The results are shown, from left to right, for 5, 20, and 50 different choices of image basis points.](image)

**Synthetic noisy data [13].** We have also compared our primal method with 3LTFT on synthetic data with various amounts of additive Gaussian noise. In this setting, the camera parameters are estimated from 7 correspondences from three images (the minimum number for both LTFT and our algorithm). The quality of the reconstruction is evaluated by measuring how well it predicts the reprojection of the remaining points in the dataset as well as their 3D reconstruction, once again registered to the ground truth through a homography. This is the setting where both methods could be used in practice to establish correspondences via RANSAC, for example, before a final bundle adjustment step. Following [13], we have constructed a scene consisting of 100 points randomly distributed in a cube of side 400mm observed by three 1200 × 1800 35mm cameras with 50mm lenses about 1m away, and added Gaussian noise with a standard deviation σ varying between 0 and 2 pixel to image coordinates. Figure 8 shows the median values of the mean reprojection and reconstruction errors, given respectively in pixel and mm, for 40 random choices of the 7 point correspondences and different values of σ. The 3LTFT plots are shown in black, and the curves for our method are drawn in blue, green and red for the best random draw among 5, 10, and 20 choices of 4 reference points among the original 7. As shown in Fig. 8 3LTFT does better in general than our primal method but both algorithms give reasonable reprojection and reconstruction errors for low levels of noise.

![Figure 8. Experiments with synthetic data [13]. See text for details.](image)

**6. Conclusion**

We have proposed a new coordinate-free approach to multi-view geometry that explains Carlsson-Weinshall duality and leads to new algorithms for primal and dual structure from motion. We believe that this type of work, whose objective is to complete our understanding of the geometric underpinnings of 3D computer vision, must be pursued for a clear and unified picture of multi-view geometry to emerge. Although, we do not claim by any means to establish a new state of the art with the proposed algorithms, we also believe that our preliminary experiments demonstrate that they can serve as yet another useful toolset in the existing arsenal of approaches to SFM.

**Acknowledgments.** This work was supported in part by the Inria/NYU collaboration agreement, the Louis Vuitton/ENS chair on artificial intelligence, the Inria-CMU associated team GAYA, ANR Recap, and Samsung Electronics.

---

3Here, the “best” basis is the one minimizing the mean reprojection error over the three images, without of course using 3D ground-truth information.

4Available at [https://github.com/LauraFJulia/TFT_vs_Fund](https://github.com/LauraFJulia/TFT_vs_Fund)

5We use the median instead of the mean because the latter is occasionally totally off course for certain choices of the 7 correspondences for both methods. See supplemental material for details.
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A. Analytical cameras and duality

The analytical expression for $P_C(x)$ given in Proposition 2.4 follows easily from the following general result.

**Proposition A.1.** The unique projective transformation of $\mathbb{P}^n$ that maps $n+2$ general points $x_1, \ldots, x_{n+2}$ to the standard basis of $\mathbb{P}^n$ can be described by

$$y \mapsto \begin{bmatrix} \frac{|x_2 \cdots x_{n+1} y|}{|x_1 x_3 \cdots x_{n+2}|} \\ \frac{|x_2 \cdots x_{n+1} y|}{|x_1 x_3 \cdots x_{n+2}|} \\ \vdots \\ \frac{|x_1 x_{n+2}|}{|x_1 x_3 \cdots x_{n+2}|} \end{bmatrix}.$$  \hspace{1cm} (14)

**Proof.** It is clear that (14) describes a projective transformation, since all the expressions are linear in the coordinates of $y$. It also follows from elementary properties of determinants that (14) maps $x_1, \ldots, x_{n+2}$ to the standard basis.

We now turn to Cremona transformations and justify the general formula (5) given in the paper.

**Proposition A.2.** The rational map of $\mathbb{P}^3$ given by

$$\hat{y} = Z \begin{bmatrix} x_1 \\ y_1 \\ y_2 \\ y_3 \end{bmatrix} = \begin{bmatrix} 1 \\ (y_2 - y_3) \\ (y_3 - y_4) \\ (y_4 - y_1) \end{bmatrix},$$  \hspace{1cm} (15)

where $Z$ has columns $z_1, \ldots, z_4$, is a Cremona transformation relative to $z_1, z_2, z_3, z_4$ (in the sense of Lemma 2.2 from the main part of the paper).

**Proof.** We need to show that $z_1, \ldots, z_4, y_1, y_2$ are in the same projective configuration as $x_1, \ldots, x_4, y_3, y_4$. Indeed, a projective transformation relating the two sets of points is given by

$$x \mapsto Z \begin{bmatrix} x_1 z_1 x_4 z_4 \\ |z_2 y_1 z_3 y_1| y_2 z_2 x_1 x_4 \\ |z_2 y_1 z_3 y_1| z_3 y_2 x_1 x_4 \\ |z_2 y_1 z_3 y_1| z_3 y_2 x_1 x_4 \end{bmatrix},$$  \hspace{1cm} (16)

where $y_1, y_2$ are considered fixed. Note that when $z_1, \ldots, z_4$ are basis points then (15) yields the standard Cremona transformation

$$\hat{y} = \begin{bmatrix} 1 \\ y_1 \\ y_2 \\ y_3 \\ y_4 \end{bmatrix},$$  \hspace{1cm} (17)

and (16) becomes

$$x \mapsto \begin{bmatrix} x_1 \\ y_1 y_2 y_3 \end{bmatrix} = (x_1, x_2, x_3, x_4)^T,$$  \hspace{1cm} (18)

where $x = (x_1, x_2, x_3, x_4)^T$, $y_1 = (y_1, y_2, y_3, y_4)^T$, and $y_2 = (y_2, y_3, y_2, y_3)^T$.

We next prove Proposition 3.1 from the main part of the paper. We recall that the set $S$ in $\mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3$ was defined as the set of triples $(c, x, u)$ such that $P_C(x) = u$ where $P_C$ is a reduced camera.

**Proposition 3.1.** (1) For fixed $c$ and $u$, the set of points $x$ such that $(c, x, u)$ belongs to $S$ is a line with Plücker coordinates

$$\xi = Q_c u$$

where $Q_c = \begin{bmatrix} c_1 c_4 & 0 & 0 \\ 0 & c_2 c_4 & 0 \\ 0 & 0 & c_3 c_4 \\ c_1 c_3 & 0 & -c_1 c_3 \\ -c_1 c_2 & c_1 c_2 & 0 \end{bmatrix}$.  \hspace{1cm} (19)

(2) For fixed $x$ and $u$, the set of points $c$ such that $(c, x, u)$ belongs to $S$ is a twisted cubic passing through $z_1, \ldots, z_4$ and $x$.

**Proof.** To show (1), we define $\xi_1 = c \vee z_j$ $(j = 1, \ldots, 4)$. With our choice of coordinate system, we have

$$\xi_1 = \begin{bmatrix} c_4 \\ 0 \\ 0 \\ -c_3 \\ -c_2 \end{bmatrix}, \quad \xi_2 = \begin{bmatrix} 0 \\ c_4 \\ 0 \\ -c_2 \\ c_1 \end{bmatrix}, \quad \xi_3 = \begin{bmatrix} 0 \\ 0 \\ c_2 \\ c_3 \\ 0 \end{bmatrix}, \quad \xi_4 = \begin{bmatrix} c_4 \\ 0 \\ 0 \\ c_1 \\ 0 \end{bmatrix}.$$  \hspace{1cm} (20)

We write $\xi = p_1 u_1 \xi_1 + p_2 u_2 \xi_2 + p_3 u_3 \xi_3$, where the scalars $p_1, p_2, p_3$ have been chosen so that $\xi_4 = p_4 \xi_1 + p_5 \xi_2 + p_6 \xi_3$. A simple calculation shows that $p_1 = -c_1/c_4$, $p_2 = -c_2/c_4$, $p_3 = -c_3/c_4$, and (19) immediately follows.

For the second statement, we first note that the set $S$ is characterized algebraically by the relation

$$\text{rk} \begin{bmatrix} c_1 x_4 - c_4 x_1 \\ c_2 x_4 - c_4 x_2 \\ c_3 x_4 - c_4 x_3 \\ u_1 c_1 \\ u_2 c_2 \\ u_3 c_3 \end{bmatrix} = 1.$$  \hspace{1cm} (21)

This expression follows from

$$\begin{bmatrix} u_2 \\ u_3 \end{bmatrix} \sim P_C(x) = \begin{bmatrix} x_1 / c_1 - x_4 / c_4 \\ x_2 / c_2 - x_4 / c_4 \\ x_3 / c_3 - x_4 / c_4 \end{bmatrix},$$  \hspace{1cm} (22)

after we clear denominators and eliminate a factor of $c_4$. We now observe that for fixed $x$ and $u$, the three quadratic equations in $c$ from the minors of (21) define a twisted cubic curve. Indeed, as shown for example in [8] p.14], if $L_1, L_2, L_3, M_1, M_2, M_3$ are linear forms in $c_1, c_2, c_3, c_4$, then the projective set defined by

$$\text{rk} \begin{bmatrix} L_1 \\ L_2 \\ L_3 \\ M_1 \\ M_2 \\ M_3 \end{bmatrix} = 1,$$  \hspace{1cm} (23)

is a twisted cubic if and only if for any $(\lambda, \mu)$ the three linear forms $\lambda L_i + \mu M_i$ $(i = 1, 2, 3)$ are independent. It follows that (21) is a twisted cubic in $x$ if and only if

$$\begin{bmatrix} -\lambda x_4 + \mu u_1 \\ 0 \\ 0 \end{bmatrix}, \quad \begin{bmatrix} 0 \\ -\lambda x_4 + \mu u_2 \\ 0 \end{bmatrix}, \quad \begin{bmatrix} 0 \\ 0 \\ -\lambda x_4 + \mu u_3 \end{bmatrix}$$  \hspace{1cm} (24)
has rank three for all \( \lambda, \mu \). This is true if the coordinates \( u_1, u_2, u_3 \) are all distinct and not zero, and the coordinates \( x_1, x_2, x_3 \) are not zero, which is indeed the case under our genericity assumptions.

A.1. Reduced 2D trifocal tensors and trilinearities

We begin by presenting some properties of the SFM problem for projections from \( \mathbb{P}^2 \) to \( \mathbb{P}^1 \). We represent an analytical projection of this type using a \( 2 \times 3 \) real matrix \( P \) defined up to scale. As for traditional cameras, the center of this projection is the point of \( \mathbb{P}^2 \) associated with the null-space of \( P \). Note that if \( P, P' \) are two projections with distinct centers, then every pair of points \((t, t')\) in \( \mathbb{P}^1 \times \mathbb{P}^1 \) will be a “correspondence” for \( P, P' \), i.e., there will always exist a point \( x \) in \( \mathbb{P}^2 \) such that \( Px \sim t \) and \( P'x \sim t' \). This follows from the fact that two lines in \( \mathbb{P}^2 \) always intersect. Thus, the first interesting case of multi-view geometry is for \( \mathbb{P}^3 \).

Given three projections \( P, P', P'' \) with disjoint centers, there exists a \( 2 \times 2 \times 2 \) “trifocal tensor” \( T \) such that \((t, t', t'')\) in \( \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \) correspond if and only if

\[
T^{ijk}t_i t'_j t''_k = 0,
\]

where we use Einstein notation for summation. Entries for \( T \) are given by

\[
T^{ijk} = (-1)^{ijk} |P_i P'_j P''_k|, \quad i, j, k \in \{1, 2\},
\]

where \( |P_i P'_j P''_k| \) denotes the determinant of the \( 3 \times 3 \) matrix obtained by stacking the \( i \)-th row of \( P \), the \( j \)-th row of \( P' \), and the \( k \)-th row of \( P'' \). Finally, the trifocal tensor \( T \) satisfies the following properties:

1. Any general \( 2 \times 2 \times 2 \) tensor is a “valid” trifocal tensor.
2. Given a general trifocal tensor \( T \), there are two (possibly complex) projectively distinct sets of parameters for \( P, P', P'' \).

Proof. These facts are shown in \([20]\), but we give a short proof here for completeness. We first note that for any \( 2 \times 3 \) projection matrix \( P \) there is an associated \( 3 \times 2 \) “inverse projection” matrix \( Q \) that maps points in \( \mathbb{P}^1 \) to the corresponding viewing lines in \( \mathbb{P}^2 \) for \( P \) (expressed using dual coordinates). The relation between \( P \) and \( Q \) is simply

\[
Q = P^T \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}.
\]

Since three lines in \( \mathbb{P}^2 \) written in dual coordinates as \( l, l', l'' \) converge if and only if \( |l, l', l''| = 0 \), we see that \((t, t', t'')\) in \( \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \) form a correspondence for \( P, P', P'' \) if and only if

\[
T^{ijk}Q_i Q'_j Q''_k = 0,
\]

where \( Q, Q', Q'' \) denote the inverse projection matrices for \( P, P', P'' \). The expansion of this determinant, together with \([27]\), immediately yields \([25]\) and \([26]\).

The properties (1) and (2) can be shown computationally. Alternatively, one can explicitly describe a method for reconstructing two projectively distinct projection mappings from a general tensor. We do this below in the case of “reduced” tensors. The fact that every tensor is a valid trifocal tensor can also be argued informally by noting that each projection has 5 degrees of freedom, so after removing projective ambiguity (with 8 parameters) we are left with \( 5 + 5 + 5 - 8 = 7 \) which correspond to all \( 2 \times 2 \times 2 \) tensors up to scale.

We now consider “reduced” projection mappings from \( \mathbb{P}^2 \) to \( \mathbb{P}^1 \). Similarly to the 3D case discussed in the paper, a reduced projection is determined by a center together with 3 fixed points in \( \mathbb{P}^2 \) in general position. In the following, we will always assume that the three fixed points are basis points for a projective reference frame. This leads to projection matrices of the form

\[
P_c = \begin{bmatrix}
1/c_1 & 0 & -1/c_3 \\
0 & 1/c_2 & -1/c_3 \\
0 & 0 & c_3
\end{bmatrix},
\]

where \( c = (c_1, c_2, c_3)^T \) is the center of projection, and we write \( c_i = 1/c_i \), for convenience. Specializing \([26]\) for three reduced cameras \( P_c, P'_c, P''_c \) with \( \mathbb{P} = \{1, 1, 1\}^T, \ c = (c_1, c_2, c_3)^T, c'' = (c'_1, c'_2, c'_3)^T \), yields

\[
\begin{align*}
T^{111} &= 0, \\
T^{122} &= c_1 c_2 c'_{1} - c_1 c'_2 c_3, \\
T^{121} &= c_3 c'_1 c_2 - c'_1 c_3 c_2, \\
T^{222} &= c_3 c'_1 c'_2 - c'_1 c'_2 c_3, \\
T^{211} &= c_1 c'_2 c_3 - c_1 c_3 c'_2,
\end{align*}
\]

In addition to \( T^{111} = 0 \) and \( T^{222} = 0 \), we note that the expressions for the remaining six coefficients always sum to zero. Indeed, there are three “synthetic” constraints arising from the fact that the standard basis points in each image provide by construction three correspondences. However, these three are the only constraints that such a tensor must satisfy. In fact, we can give the following simple algorithm for 2D reduced SFM.

1. Change coordinates in each image \( \mathbb{P}^1 \) using three triples of correspondences to restrict to reduced projection matrices as in \([29]\).
2. Estimate the six non-zero coefficients \( a, b, c, d, e, f \) of the reduced trifocal tensor \([30]\), under the condition that they sum to zero, using an arbitrary number of correspondences (at least five) in the new image coordinates.
3. Use \([29]\) to recover \( c'_1, c'_2, c'_3 \) and \( c''_1, c''_2, c''_3 \), and hence \( c', c'' \) from the six coefficients \( a, b, c, d, e, f \). There are in general two solutions, which can be computed as follows. Writing \( \rho_{ij} = c'_i c''_j \), we have that \([30]\) yields the following linear relation

\[
\begin{bmatrix}
0 & 0 & -1 & 0 & 1 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1 & 0 & -1 \\
0 & 0 & 1 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\rho_{12} \\
\rho_{13} \\
\rho_{21} \\
\rho_{23} \\
\rho_{31} \\
\rho_{32}
\end{bmatrix}
= \begin{bmatrix}
a \\
b \\
c \\
d \\
e \\
f
\end{bmatrix}.
\]

The matrix on the left has rank 5, with a null-space generated by \((1, 1, 1, 1, 1)^T\). This means that we may write \( \rho_{ij} = \)
Proposition A.5. The trilinearity \((e_{12}, e_{13}, e_{21}, e_{23}, e_{31}, e_{32})\) is any vector that satisfies (31) and  is unknown. However, we may solve for \(t\) using the fact that \(\rho_{ij}\) must satisfy
\[
\rho_{12}p_{23}p_{31} - \rho_{13}p_{21}p_{32} = 0. \tag{32}
\]

This yields a constraint on \(t\), which is actually quadratic rather than cubic, since the cubic term in \(t\) cancels out from the two summands. Given a valid set of \(\rho_{ij}\), it is straightforward to recover \(\hat{c}_i\) and \(\hat{c}_i''\). Indeed, it is sufficient for example to set
\[
(\hat{c}_i', \hat{c}_i'', \hat{c}_i'') = (\rho_{12}/p_{23}, \rho_{21}/p_{31}, 1),
\]
\[
(\hat{c}_i', \hat{c}_i'', \hat{c}_i'') = (\rho_{21}/p_{32}, \rho_{12}/p_{31}, 1). \tag{33}
\]

Note that this procedure is very similar to the method used in the proof of Proposition 4.3 in the paper. Indeed, the trilinearities \(T_1, T_2, T_3, T_4\) are closely related to the 2D reduced trifocal tensor, and we will now spell out this relation in detail. We first recall the following fact from (23) (see also Proposition 1.1 in the paper).

**Proposition A.4.** Three image points \(u, u', u''\) satisfy the trilinearity \(T_i\) if and only if the three associated viewing lines \(\xi, \xi', \xi''\) admit a common transversal through the base point \(z_i\).

The geometric condition from Proposition A.4 can be expressed by considering an arbitrary projection \(P_{z_i}\), with center \(z_i\), and imposing that the projections \(l, l', l''\) of \(\xi, \xi', \xi''\) under \(P_{z_i}\) are lines in \(\mathbb{P}^2\) that converge at a point. This is why 2D trifocal tensors come into play.

In what follows, we write \(c_i', c_i''\) for the points in \(\mathbb{P}^2\) obtained from \(c_i', c_i''\) by excluding the \(r\)-th coordinate (e.g., \(c_2 = (c_1', c_3', c_4)^T\)).

**Proposition A.5.** The trilinearity \(T_i\) \((r = 1, 2, 3, 4)\) applied to \(u, u', u''\) can be written as
\[
T_i^{jk}(M_1u, M_2u', M_3u'') = 0, \tag{34}
\]
where \(T_i^{jk}\) is the reduced 2D trifocal tensor associated with \([1, 1, 1]^T\), \(c_i', c_i''\) (see (30) for the coefficients) and
\[
M_1 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix}, \quad M_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}, \quad M_3 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad M_4 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}. \tag{35}
\]

**Proof.** This property can be verified computationally with a computer algebra system using the expressions for \(T_i\) (given in Proposition 8 of the paper), and for the reduced trifocal tensor (30). A geometric justification based on Proposition A.4 is as follows.

Let us focus on \(T_1\), for notational simplicity. The argument is identical for the other trilinearities. We consider the following simple projection with pinhole \(z_1\)
\[
P_{z_1} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}. \tag{36}
\]

Any triple of image points \(u, u', u''\) (in distinct images) determines three lines \(l, l', l''\) in the image plane of \(P_{z_1}\), which contain the points \([1, 1, 1]^T, c_1' = (c_2', c_3', c_4)^T, c_1'' = (c_2', c_3', c_4)^T\).

These three points are in fact the images of \(c, c', c''\) under \(P_{z_1}\), (i.e., they are three epipoles). We can parameterize the three bundles through \(c_1, c_1', c_1''\) using the reference frame induced by the three points \(P_{z_1}(z_2), P_{z_1}(z_3), P_{z_1}(z_4)\). This way, converging triplets \(l, l', l''\) are described by a reduced 2D trifocal tensor.

Finally, the coordinates in \(\mathbb{P}^3\) of the lines associated with \(u, u', u''\) are given simply by \(M_1u, M_1u', M_1u''\). This is because \(M_1\) is the unique projection matrix that maps \((0, 1, 0)^T, (0, 0, 1)^T, (1, 1, 1)^T\) (which are images of \(z_2, z_3, z_4\) for all three cameras) to the standard basis of \(\mathbb{P}^3\).

In conclusion, a triplet \(u, u', u''\) satisfies \(T_i\) if and only if the associated lines \(l, l', l''\) in the image plane of \(P_{z_1}\), converge, and this in turn is equivalent to the fact that \(M_1u, M_1u', M_1u''\) are three points in \(\mathbb{P}^3\) which satisfy the constraint from the reduced 2D trifocal tensor.

Expanding (34) for \(r = 1, 2, 3\) we obtain the expressions for \(T_1, T_2, T_3\) given in equation (10) of the main part of the paper. For completeness, we include here the explicit expanded form of all the trilinearities:

\[
T_1 = u_1u_2u_3(-c_3c_2' + c_4c_2'') + u_2u_3u_4(-c_3c_2'' + c_4c_2') + u_3u_1u_4(-c_3c_2' + c_4c_2') + u_3u_2u_4(-c_3c_2'' + c_4c_2'),
\]
\[
T_2 = u_1u_2u_3(-c_3c_1' + c_4c_1'') + u_1u_3u_4(-c_3c_1'' + c_4c_1') + u_1u_2u_4(-c_3c_1' + c_4c_1'') + u_3u_1u_4(-c_3c_1'' + c_4c_1'),
\]
\[
T_3 = u_1u_2u_3(-c_3c_1' + c_4c_1'') + u_1u_2u_4(-c_3c_1'' + c_4c_1') + u_2u_1u_4(-c_3c_1' + c_4c_1'') + u_2u_3u_4(-c_3c_1'' + c_4c_1'),
\]
\[
T_4 = u_1u_2u_3(-c_3c_1' + c_4c_1'') + u_1u_3u_4(-c_3c_1'' + c_4c_1') + u_2u_1u_4(-c_3c_1' + c_4c_1'') + u_2u_3u_4(-c_3c_1'' + c_4c_1'),
\]
\[
T_5 = u_1u_2u_3(-c_3c_2' + c_4c_2'' + c_3c_2' + c_4c_2') + u_1u_2u_4(-c_3c_2'' + c_4c_2' + c_3c_2' + c_4c_2') + u_2u_1u_4(-c_3c_2' + c_4c_2'' + c_3c_2' + c_4c_2') + u_2u_3u_4(-c_3c_2'' + c_4c_2' + c_3c_2' + c_4c_2').
\]

We can also use Proposition A.5 to prove theoretical properties of all four trilinearities. The following statement is equivalent to Proposition 4.3 in the main part of the paper.

**Proposition A.6.** The internal constraints of each trilinearity \(T_i\) are linear. More precisely, the coefficients in \(\mathbb{R}^7\) that are entries of \(T_i\), for some choice of \(c, c', c''\) form a linear space, of dimension
Moreover, the coefficients of \( T_r \) characterize \( c'_r \) and \( c''_r \) up to a two-fold ambiguity.

**Proof.** It follows from (34) that the coefficients of \( T_r \) are images of the coefficients of \( T_r^{3JK} \) under an injective linear map (note that this map is completely described by the four matrices (35)). Since the entries of a reduced 2D trifocal are only constrained by three linear conditions, the coefficients of \( T_r \) form linear spaces of dimension five. Moreover, the knowledge of the \( T_r \) is equivalent to that of \( T_r^{3JK} \), which means that \( c'_r \) and \( c''_r \) are determined up to a two-fold ambiguity.

Finally, we provide some details on the proof of Proposition 4.2 in the paper.

**Proposition 4.2** A vector \( \mathbf{d} = (d_{ij}) \) in \( \mathbb{R}^{12} \) with no zero entries can be written as \( d_{ij} = a_ib_j \) for some vectors \( \mathbf{a} = (a_1, a_2, a_3, a_4)^T, \mathbf{b} = (b_1, b_2, b_3, b_4)^T \) in \( \mathbb{R}^4 \) if and only if \( d_{ij}d_{kl} = d_{il}d_{kj} \) holds for all permutations \( (i,j,k,l) \) of \( (1, 2, 3, 4) \).

**Proof.** A factorization of \( \mathbf{d} = (d_{ij}) \) exists if and only if there is a rank-1 completion of

\[
\begin{pmatrix}
* & d_{12} & d_{13} & d_{14} \\
 d_{21} & * & d_{23} & d_{24} \\
 d_{31} & d_{32} & * & d_{34} \\
 d_{41} & d_{42} & d_{43} & *
\end{pmatrix}.
\]

Indeed, a completion corresponds to \( \mathbf{a}^T\mathbf{b} \in \mathbb{R}^{4 \times 4} \). It is clear that the constraints \( d_{ij}d_{kl} = d_{il}d_{kj} \), which correspond to certain \( 2 \times 2 \) minors, are necessary. Conversely, it is always possible to deduce the diagonal elements, for example:

\[
d_{11} = \frac{d_{12}d_{21}}{d_{23}} = \frac{d_{14}d_{42}}{d_{24}} = \frac{d_{13}d_{31}}{d_{32}} = \frac{d_{14}d_{31}}{d_{34}}.
\]

The constraints \( d_{ij}d_{kl} = d_{il}d_{kj} \) guarantee equality among all these expressions. Indeed, we have that for example \( d_{12}d_{23}d_{31} = d_{21}d_{12}d_{13} \) because

\[
\begin{align*}
d_{12} & d_{23} & d_{31} \\
 d_{13} & d_{21} & d_{32} \\
 d_{14} & d_{43} & d_{31} \\
 d_{42} & d_{43} & d_{32}
\end{align*} = 1.
\]

This shows that if the quadratic constraints hold, we can solve for the diagonal elements in (38), and the resulting matrix will have rank one.

**B. Synthetic data experiment**

For completeness, we show in Figure 9 the mean value of the mean reprojection and reconstruction errors for the synthetic data used in Section 5.2 of our submission. Recall that the quality of the reconstruction was evaluated in that section by measuring how well it predicts the reprojection of the remaining points in the dataset as well as their 3D reconstruction, once again registered to the ground truth through a homography. We have used the same data as in Section 5.2 to construct the curves shown in Figure 9. They show the mean values of the mean reprojection and reconstruction errors, given respectively in pixel and mm, for 40 random choices of the 7 point correspondences and different values of the standard deviation \( \sigma \) (in pixel units) of Gaussian noise added to the image coordinates. As noted in our submission, Figure 9 shows that both the linear trifocal tensor estimation are occasionally thrown completely off course for “bad” choices of the 7 correspondences, without a clear winner in this case.

![Figure 9. Experiments with synthetic data using the mean of the mean reprojection and reconstruction errors instead of their median. Compare to Figure 8 in our submission.](image-url)