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Abstract
Replication is essential for fault-tolerance, but it is also

a source of high overhead. Some recent in-memory sys-
tems use remote direct memory accesses (RDMA) to cre-
ate redundant copies of data in remote memory. RDMA
is attractive, since it is low-latency, high-throughput, and
has no CPU overhead at the target. However, even with
RDMA, no existing replication protocol avoids redun-
dant data copying and target-side work. Backup servers
may receive updates via RDMA, but they must actively
incorporate the updates into replicas to update backup
data structures and to ensure that only fully received mes-
sages are applied.

In this paper, we present Tailwind, a zero-copy re-
covery log replication protocol for scale-out in-memory
databases. Tailwind is the first replication protocol that
eliminates all CPU-driven data copying and fully by-
passes target server CPUs for data replication. In Tail-
wind, all data movement is done via device DMA; one-
sided RDMA writes place data directly in remote I/O
buffers in its final form for stable storage. Tailwind sub-
stantially improves replication throughput and response
latency compared with conventional RPC-based replica-
tion. In symmetric systems where servers both serve
requests and act as replicas, Tailwind also improves
normal-case throughput by freeing server CPU resources
for request processing. We implemented and evalu-
ated Tailwind on RAMCloud, a low-latency in-memory
storage system. Experiments show Tailwind improves
RAMCloud’s normal-case request processing through-
put by 1.7×. It also decreases writes median and 99th

percentile latencies by 2× and 3× respectively.

1 Introduction

In-memory key-values stores have become a popular way
to persist fine-grained data, since they have simple low-
overhead operations and are easy to scale. Recent re-
search has led to in-memory key-value stores that can

perform millions of operations per second per machine
with a few microseconds remote access times. Eliminat-
ing conventional networking overheads with techniques
like remote direct memory access (RDMA) has been key
to these gains [4, 5, 11, 12, 13, 23, 34]. These systems
are fast, but, like with any other system, they must repli-
cate data in order to survive failures and that replication
introduces overheads.

Beyond normal-case operation, many of these systems
also employ RDMA to improve the efficiency of replica-
tion as well [4, 24, 33, 34]; however, existing approaches
still result in superfluous data copying and require ac-
tive receivers. In systems where each server both serves
requests and also hosts backup data, this wasted work
forces replication and normal-case request processing to
compete for limited CPU and memory bandwidth re-
sources.

To remedy this we developed Tailwind, a zero-copy
primary-backup log replication protocol that completely
bypasses CPUs on all target backup servers. In Tail-
wind, log records are transferred directly from the source
server’s DRAM to I/O buffers at target servers via
RDMA writes. Backup servers are passive during repli-
cation; they flush these buffers to solid-state drives (SSD)
periodically when the source triggers it via remote pro-
cedure call (RPC) or when power is interrupted. Writ-
ing data directly to its final destination is unsafe in most
systems, since failures could result in partially applied
writes that leave neither the old nor new data. Tailwind
is both zero-copy and safe; it exploits the log-structured
nature of recovery data to avoid unsafe overwrites, and it
appends all data to remote logs atomically.

Tailwind uses RDMA write operations for all data
movement, but all control operations such as buffer al-
location and setup, server failure notifications, buffer
flushing and freeing are all handled through conventional
RPCs. This simplifies these more complicated oper-
ations without slowing down data movement. It also
makes Tailwind easier to use to apply to systems that use



log replication over distributed blocks even if they were
not designed to exploit RDMA.

We implemented and evaluated Tailwind on RAM-
Cloud, a scale-out in-memory key-value store that ex-
ploits fast kernel-bypass networking. Tailwind is suited
to RAMCloud’s focus on strong consistency and low
latency; as soon as one-sided RDMA writes complete
servers know data has been safely replicated. Tail-
wind also significantly improves RAMCloud’s through-
put since each PUT operation in the cluster results in
three remote replication operation that would otherwise
consume server CPU resources.

Tailwind improves RAMCloud’s throughput by 1.7×
on the YCSB benchmark, and it reduces durable PUT
median latency from 32 µs to 16 µs and 99th percentile
latency from 72 µs to 28 µs. Theses results stem from
the fact that Tailwind significantly reduces the CPU cy-
cles used by the replication operations: Tailwind only
needs 1/3 of the cores RAMCloud uses to achieve the
same throughput.

This paper makes four key contributions;

• it presents Tailwind’s design, it describes its imple-
mentation in the RAMCloud distributed in-memory
key-value store, and it evaluates its impact on RAM-
Cloud’s normal-case and recovery performance;

• to our knowledge, Tailwind is the first log repli-
cation protocol that eliminates all superfluous data
copying between the primary replica and its back-
ups, and it is the first log replication protocol that
leaves servers CPU idle while serving as replication
targets; this allows servers to focus more resources
on normal-case request processing;

• Tailwind separates the replication data path and
control path and optimizes them individually; it
uses RDMA for heavy transfer, but it retains the
simplicity of RPC for rare operations that must deal
with complex semantics like failure handling and
resource exhaustion;

• to avoid atomicity issues when primary-backup
servers crash Tailwind eliminates all update-in-
place, which requires a unique approach to handle
checksums for replica integrity checks in order to
avoid work on normal-case request processing path.

2 Motivation and Background

Replication and redundancy are fundamental to fault tol-
erance, but at the same time they are costly. Primary-
backup replication (PBR) is popular in fault-tolerant stor-
age systems like file systems and key-value stores, since
it tolerates f stop-failures with f +1 replicas. Note that,
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Figure 1: Flow of primary-backup replication

we refer to a primary replica server as primary, and sec-
ondary replica server as secondary or backup. In some
systems, backup servers don’t process user-facing re-
quests, but in many systems each node acts as both a
primary for some data items and as a backup for other
data items. In some systems this is implicit: for exam-
ple, a key-value store may store its state on HDFS [30],
and a single physical machine might run both a key-value
store frontend and an HDFS chunkserver.

Replication is expensive for three reasons. First, it is
inherently redundant and, hence, brings overhead: the
act of replication itself requires moving data over the net-
work. Second, replication in strongly consistent systems
is usually synchronous, so a primary must stall while
holding resources while waiting for acknowledgements
from backups (often spinning a CPU core in low-latency
stores). Third, in systems, where servers (either explic-
itly or implicitly) serve both client-facing requests and
replication operations, those operations contend.

Figure 1 shows this in more detail. Low-latency, high-
throughput stores use kernel-bypass to directly poll NIC
control (with a dispatch core) rings to avoid kernel code
paths and interrupt latency and throughput costs. Even
so, a CPU on a primary node processing an update op-
eration must receive the request, hand the request off to
a core (worker core) to be processed, send remote mes-
sages, and then wait for multiple nodes acting as backup
to process these requests. Batching can improve the
number of backup request messages each server must re-
ceive, but at the cost of increased latency. Inherently,
though, replication can double, triple, or quadruple the
number of messages and the amount of data generated
by client-issued write requests. It also causes expensive
stalls at the primary while it waits for responses. In these
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Figure 2: Dispatch and worker cores utilization percentage of a sin-
gle RAMCloud server. Requests consist of 95/5 GET/PUT ratio.

systems, responses take a few microseconds which is too
short a time for the primary to context switch to another
thread, yet its long enough that the worker core spends a
large fraction of its time waiting.

2.1 The Promise of RDMA
Recently, remote-direct memory access (RDMA) has
been used in several systems to avoid kernel overhead
and to reduce CPU load. Though the above kernel-
bypass-based request processing is sometimes called
(two-sided) RDMA, it still incurs request dispatching
and processing overhead because a CPU, on the desti-
nation node, must poll for the message and process it.
RDMA-capable NICs also support so called one-sided
RDMA operations that directly access the remote host’s
memory, bypassing its CPU altogether. Remote NICs di-
rectly service RDMA operations without interrupting the
CPU (neither via explicit interrupt nor by enqueuing an
operation that the remote CPU must process). One-sided
operations are only possible through reliable-connected
queue pairs (QP) that ensure in-order and reliable mes-
sage delivery, similar to the guarantees TCP provides.

2.1.1 Opportunities
One-sided RDMA operations are attractive for replica-
tion; replication inherently requires expensive, redundant
data movement. Backups are (mostly) passive; they often
act as dumb storage, so they may not need CPU involve-
ment. Figure 2 shows that RAMCloud, an in-memory
low-latency kernel-bypass-based key-value store, is of-
ten bottlenecked on CPU (see §4 for experimental set-
tings). For read-heavy workloads, the cost of polling
network and dispatching requests to idle worker cores
dominates. Only 8 clients are enough to saturate a sin-
gle server dispatch core. Because of that, worker cores
cannot be fully utilized. One-sided operations for repli-
cating PUT operations would reduce the number of re-
quests each server handles in RAMCloud, which would
indirectly but significantly improve read throughput. For
workloads with a significant fraction of writes or where
a large amount of data is transferred, write throughput

can be improved, since remote CPUs needn’t copy data
between NIC receive buffers and I/O or non-volatile stor-
age buffers.
2.1.2 Challenges
The key challenge in using one-sided RDMA operations
is that they have simple semantics which offer little con-
trol on the remote side. This is by design; the remote
NIC executes RDMA operations directly, so they lack
the generality that a conventional CPU-based RPC han-
dlers would have. A host can issue a remote read of
a single, sequential region of the remote processes vir-
tual address space (the region to read must be registered
first, but a process could register its whole virtual address
space). Or, a host can issue a remote write of a single,
sequential region of the remote processes virtual address
space (again, the region must be registered with the NIC).
NICs support a few more complex operations (compare-
and-swap, atomic add), but these operations are currently
much slower than issuing an equivalent two-sided oper-
ation that is serviced by the remote CPU [13, 31]. These
simple, restricted semantics make RDMA operations ef-
ficient, but they also make them hard to use safely and
correctly.

Some existing systems use one-sided RDMA opera-
tions for replication (and some also even use them for
normal case operations [4, 5]). However, no existing
primary-backup replication scheme reaps the full ben-
efits of one-sided operations. In existing approaches,
source nodes send replication operations using RDMA
writes to push data into ring buffers. CPUs at backups
poll for these operations and apply them to replicas. In
practice, this is is effectively emulating two-sided opera-
tions [4]. RDMA reads don’t work well for replication,
because they would require backup CPUs to schedule op-
erations and “pull” data, and primaries wouldn’t imme-
diately know when data was safely replicated.

Two key, interrelated issues make it hard to use
RDMA writes for replication that fully avoids the re-
mote CPUs at backups. First, a primary can crash when
replicating data to a backup. Because RDMA writes (in-
herently) don’t buffer all of the data to be written to re-
mote memory, its possible that an RDMA write could be
partially applied when the primary crashes. If a primary
crashes while updating state on the backup, the backup’s
replica wouldn’t be in the “before” or “after” state, which
could result in a corrupted replica. Worse, since the pri-
mary was likely mutating all replicas concurrently, it is
possible for all replicas to be corrupted. Interestingly,
backup crashes during RDMA writes don’t create new
challenges for replication, since protocols must deal with
that case with conventional two-sided operations too.

Well-known techniques like log-structured back-
ups [19, 25, 27] or shadow paging [35] can be used to
prevent update-in-place and loss of atomicity. Tradi-
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tional log implementations enforce a total ordering of
log entries [10]. In database systems, for instance, the
order is used to recreate a consistent state during recov-
ery. Unfortunately, a second key issue with RDMA op-
erations makes this hard: each operation can only affect
a single, contiguous region of remote memory. To be ef-
ficient, one-sided writes must replicate data in its final,
stable form, otherwise backup CPU must be involved,
which defeats the purpose. For stable storage, this gen-
erally requires some metadata. For example, when a
backup uses data found in memory or storage it must
know which portions of memory contain valid objects,
and it must be able to verify that the objects and the
markers that delineate them haven’t been corrupted. As
a result, backups need some metadata about the objects
that they host in addition to the data items themselves.
However, RDMA writes make this hard. Metadata must
inherently be intermixed with data objects, since RDMA
writes are contiguous. Otherwise, multiple round trips
would be needed, again defeating the efficiency gains.

Tailwind solves these challenges through a form of
low-overhead redundancy in log metadata. Primaries in-
crementally log data items and metadata updates to re-
mote memory on backups via RDMA writes. Backups
remain unaware of the contents of the buffers and blindly
flush them to storage. In the rare event when a primary
fails, all backups work in parallel scanning log data to re-
construct metadata so data integrity can be checked. The
next section describes its design in detail.

3 Design

Tailwind is a strongly-consistent log-replication protocol
that fully exploits one-sided RDMA operations. It was
designed to meet four requirements:

Zero-copy, Zero-CPU on Backups for Data Path. In
order to relieve backups CPUs from processing replica-
tion requests, Tailwind relies on one-sided RDMA writes
for all data movement. In addition, it is zero-copy at
primary and secondary replicas; the sender uses kernel-
bypass and scatter/gather DMA for data transfer; on the
backup side, data is directly placed to its final storage lo-
cation via DMA transfer without CPU involvement.
Strong Consistency. For every object write Tailwind
synchronously waits for its replication on all backups be-
fore notifying the client. Although RDMA writes are
one-sided, reliable-connected QPs generate work com-
pletion to notify the sender once a message has been cor-
rectly sent and acknowledged by the receiver NIC (i.e.
written to remote memory) [8]. Although one-sided op-
eration raise many issues, Tailwind is designed to cover
the corner cases that may challenge correctness (§ 3.3).
Overhead-free Fault-Tolerance. Backups are unaware
of replication as it happens, which can be unsafe in case
of failures. To address this, Tailwind appends a piece of
metadata in the log after every object update. Backups
use this metadata to check integrity and locate valid ob-
jects during recovery. Although a few backups have to
do little extra work during crash recovery, that work has
no impact on recovery performance (§4.6).
Preserves Client-facing RPC Interface. Tailwind has
no requirement on the client side; all logic is imple-
mented between primaries and backups. Clients observe
the same consistency guarantees. However, for write op-
erations, Tailwind highly improves end-to-end latency
and throughput from the client perspective (§4.2).

3.1 The Metadata Challenge
Metadata is crucial for backups to be able to use repli-
cated data. For instance, a backup needs to know which
portions of the log contain valid data. In RPC-based sys-
tems, metadata is usually piggybacked within a replica-
tion request [13, 23]. However, it is challenging to up-
date both data and metadata with a single RDMA write
since it can only affect a contiguous memory region. In
this case, updating both data and metadata would re-
quire sending two messages which would nullify one-
sided RDMA benefits. Moreover, this is risky: in case of
failures a primary may start updating the metadata and
fail before finishing, thereby invalidating all replicated
objects.

For log-structured data, backups need two pieces of in-
formation: (1) the offset through which data in the buffer
is valid. This is needed to guarantee the atomicity of
each update. An outdated offset may lead the backup
to use old and inconsistent data during crash recovery.
(2) A checksum used to check the integrity of the length
fields of each log record during recovery. Checksums are
critical for ensuring log entry headers are not corrupted

4



while in buffers or on storage. These checksums ensure
iterating over the buffer is safe; that is, a corrupted length
field does not “point” into the middle of another object,
out of buffer, or indicate an early end to the buffer.

The protocol assumes that each object has a header
next to it [4, 14, 28]. Implementation-agnostic informa-
tion in headers should include: (1) the size of the object
next to it to allow log traversal; (2) an integrity check that
ensures the integrity of the contents of the log entry.

Tailwind checksums are 32-bit CRCs computed over
log entry headers. The last checksum in the buffer covers
all previous headers in the buffer. For maximum protec-
tion, checksums are end-to-end: they should cover the
data while it is in transit over the network and while it
occupies storage.

To be able to perform atomic updates with one-sided
RDMAs in backups, the last checksum and the current
offset in the buffer must be present and consistent in the
backup after every update. A simple solution is to ap-
pend the checksum and the offset before or after every
object update. A single RDMA write would suffice then
for both data and metadata. The checksum must nec-
essarily be sent to the backup. Interestingly, this is not
the case for the offset. The nature of log-structured data
and the properties of one-sided RDMA make it possi-
ble, with careful design, for the backup to compute this
value at recovery time without hurting consistency. This
is possible because RDMA writes are performed (at the
receiver side) in an increasing address order [8]. In addi-
tion, reliable-connected QPs ensure that updates are ap-
plied in the order they were sent.

Based on these observations, Tailwind appends a
checksum in the log after every object update (Figure 3);
at any point of time a checksum guarantees, with high
probability, the integrity of all previous headers preced-
ing it in the buffer. During failure-free time, a backup is
ensured to always have the latest checksum, at the end of
the log. On the other hand, backups have to compute the
offset themselves during crash recovery.

3.2 Replication Protocol
At start up, each backup machine allocates a pool of in-
memory I/O buffers (8 MB each, by default) and regis-
ters them with the NIC. Buffers are pre-zeroed as shown
in Figure 3. Servers require power supplies that allow
buffers to be flushed to stable storage in the case of a
power failure [4, 5, 22]. This avoids the cost of a syn-
chronous disk write on the fast path of PUT operations.
To guarantee safety, each backup limits the number of
buffers outstanding unflushed buffers it allows. This
limit is a function of its local, durable storage speed. A
backup denies opening a new replication buffer for a pri-
mary if it would exceed the amount of data it could flush
safely to storage on backup power.
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3.2.1 Write Path

To be able to perform replication through RDMA, a pri-
mary has to has to reserve an RDMA-registered memory
buffer from a secondary replica. The first step in Figure 4
depicts this operation: a primary sends an open RPC to a
backup 1 . Tailwind does not enforce any replica place-
ment policy, instead it leaves backup selection up to the
storage system. Once the open processed 2 + 3 , the
backup sends an acknowledgement to the primary and
piggybacks necessary information to perform RDMA
writes 4 (i.e. remote_key and remote_address [8]).

At the second step in Figure 4, the primary is able to
perform all subsequent replication requests with RDMA
writes 1 . Backup NIC directly put objects to memory
buffers via DMA transfer 2 without involving the CPU.
The primary gets work completion notification from its
corresponding QP 3 .

The primary keeps track of the last written offset in
the backup buffer. When the next object would exceed
the buffer capacity, the primary proceeds to the third step
in Figure 4. The last replication request is called close
and is performed through an RPC 1 . The close noti-
fies the backup 2 + 3 that the buffer is full and thus
can be flushed to durable storage. This eventually allows
Tailwind to reclaim buffers and make them available to
other primaries. Buffers are zeroed again when flushed.

We use RPCs for open and close operations because
it simplifies the design of the protocol without hurting
latency. As an example of complication, a primary may
choose a secondary that has no buffers left. This can be
challenging to handle with RDMA. Moreover, these op-
erations are not frequent. If we consider 8 MB buffers
and objects of 100 B, which corresponds to real real
workloads object size [21], open and close RPCs would
account for 2.38×10−5 of the replication requests.
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Thanks to all these steps, Tailwind can effectively
replicate data using one-sided RDMA. However, without
taking care of failure scenarios the protocol would not be
correct. Next, we define essential notions Tailwind relies
on for its correctness.
3.2.2 Primary Memory Storage
The primary DRAM log-based storage is logically sliced
into equal segments (Figure 5). For every open and
close RPC the primary sends a metadata information
about current state: logID, latest checksum, segmentID,
and current offset in the last segment. In case of failures,
this information helps the backup in finding backup-data
it stores for the crashed server.

At any given time, a primary can only replicate a sin-
gle segment to its corresponding backups. This means
a backup has to do very little work during recovery; if
a primary replicates to r replicas then only r segments
would be open, in case the primary fails.

3.3 Failure Scenarios
When a primary or secondary replica fail the protocol
must recover from the failure and rebuild lost data. Pri-
mary and secondary replicas failure scenarios require
different actions to recover.
3.3.1 Primary-replica Failure
Primary replica crashes are one of the major concerns
in the design. In case of such failures, Tailwind has to:
(1) locate backup-data (of crashed primary) on secondary
replicas; (2) rebuild up-to-date metadata information on
secondary replicas; (3) ensure backup-data integrity and
consistency; (4) start recovery.
Locating Secondary Replicas. After detecting a pri-
mary replica crash, Tailwind sends a query to all sec-
ondary replicas to identify the ones storing data belong-
ing to the crashed primary. Since every primary has a
unique logID it is easy for backups to identify which
buffers belong to that logID.
Building Up-to-date Metadata. Backup buffers can
either be in open or close states. Buffers that are
closed do not pose any issue, they already have up-to-
date metadata. If they are in disk or SSD they will be

input : Pointer to a memory buffer rdmaBuf
output: Size of durably replicated data offset

1 currPosition = rdmaBuf ;
2 offset = currPosition ;
3 while currPosition < MAX_BUFFER_SIZE do

/* Create a header in the current position */
4 header = (Header)currPosition;
5 currPosition += sizeof(header);

/* Not Corrupted or incomplete header */
6 if header→type != INVALID then
7 if header→type == checksumType then
8 checksum = (Checksum)currPosition;
9 if checksum != currChecksum then

/* Primaries never append a zero
checksum, check if it is 1. */

10 if currChecksum == 0 and
checksum == 1 then

11 offset = currPosition +
sizeOf(checksum);

12 else
13 return offset;

14 else
/* Move the offset at the end of

current checksum */
15 offset = currPosition +

sizeOf(checksum);

16 else
17 currChecksum = crc32(currChecksum,

header);

18 else
19 return offset;

/* Move forward to next entry */
20 currPosition += header→objectSize;

/* We should only reach this line if a primary
crashed before sending close */

21 return offset;
Algorithm 1: Updating RDMA buffer metadata

loaded to memory to get ready for recovery. However,
for open buffers, the backup has to compute the offset
and find the last checksum. Secondary replicas have to
scan their open buffers to update their respective check-
sum and offset. To do so, they iterate over all entries as
depicted in Algorithm 1.

Basically, the algorithm takes an open buffer and tries
to iterate over its entries. It moves forward thanks to the
size of the entry which should be in the header. For every
entry the backup computes a checksum over the header.
When reaching a checksum in the buffer it is compared
with the most recently computed checksum: the algo-
rithm stops in case of checksum mismatch. There are
three stop conditions: (1) integrity check failure; (2) in-
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valid object found; (3) end of buffer reached.
A combination of three factors guarantee the correct-

ness of the algorithm: (1) the last entry is always a
checksum; Tailwind implicitly uses this condition as an
end-of-transmission marker. (2) Checksums are not al-
lowed to be zero; the primary replica always verifies
the checksum before appending it. If it is zero it sets
it to 1 and then appends it to the log. Otherwise, an in-
complete object could be interpreted as valid zero check-
sum. (3) Buffers are pre-zeroed; combined with condi-
tion (2), a backup has a means to correctly detect the last
valid offset in a buffer by using Algorithm 1.

3.3.2 Corrupted and Incomplete Objects
Figure 6 shows the three states of a backup RDMA buffer
in case a primary replica failure. The first scenario shows
a successful transmission of an object B and the check-
sum ahead of it. If the primary crashes, the backup is
able to safely recover all data (i.e. A and B).

In the second scenario. the backup received B, but the
checksum was not completely received. In this case the
integrity check will fail. Object A will be recovered and
B will be ignored. This is safe, since the client’s PUT of
B could not have been acknowledged.

The third scenario is similar: B was not completely
transmitted to the backup. However, there creates two
possibilities. If B’s header was fully transmitted, then the
algorithm will look past the entry and find a 0-byte at the
end of the log entry. This way it can tell that the RDMA
operation didn’t complete in full, so it will discard the
entry and treat the prefix of the buffer up through A as
valid. If the checksum is partially written, it will still be
discarded, since it will necessarily end in a 0-byte: some-
thing that is disallowed for all valid checksums that the
primary creates. If B’s header was only partially written,

some of the bytes of the length field may be left zero.
Imagine that o is the offset of the start of B. If the pri-
mary intended B to have length l and l′ is the length
actually written into the backup buffer. It is necessar-
ily the case that l′ < l, since lengths are unsigned and
l′ is a subset of the bits in l. As a result, o + l′ falls
within the range where the original object data should
have been replicated in the buffer. Furthermore, the data
there consists entirely of zeroes, since an unsuccessful
RDMA write halts replication to the buffer, and replica-
tion already halted before o+ sizeOf(Header). As a
result, this case is handled identically to the incomplete
checksum case, leaving the (unacknowledged) B off of
the valid prefix of the buffer.

A key property maintained by Tailwind is that torn
writes never depend on checksum checks for correctness.
They can also be detected by careful construction of the
log entries headers and checksums and the ordering guar-
antees that RDMA NICs provide.
Bit-flips The checksums, both covering the log entry
headers and the individual objects themselves ensure that
recovery is robust against bit-flips. The checksums en-
sure with high probability that bit-flip anywhere in any
replica will be detected. In closed segments, whenever
data corruption is detected, Tailwind declares the replica
corrupted. The higher-level system will still successfully
recover a failed primary, but it must rely on replicas from
other backups to do so. In open segments as soon as
data corruption is treated as partially transmitted buffers:
Tailwind immediately stops iterating over the buffer and
returns the last valid offset.
3.3.3 Secondary-replica Failure
When a server crashes the replicas it contained become
unavailable. Tailwind must re-create new replicas on
other backups in order to keep the same level of dura-
bility. Luckily, secondary-replica crashes are dealt with
naturally in storage systems and do not suffer from one-
sided RDMA complications. Tailwind takes several steps
to allocate a new replica: (1) It suspends all operations
on the corresponding primary replica; (2) It atomically
creates a new secondary replica; (3) It resumes normal
operations on the primary replica. Step (1) ensures that
data will always have the same level of durability. Step
(2) is crucial to avoid inconsistencies if a primary crashes
while re-creating a secondary replica. In this case the
newly created secondary replica would not have all data
and cannot be used.

However, it can happen that a secondary replica stops
and restarts after some time, which could lead to incon-
sistent states between secondary replicas. To cope with
this, Tailwind keeps, at any point of time, a version num-
ber for replicas. If a secondary replica crashes, Tailwind
updates the version number on the primary and secon-
daries. Since secondaries need to be notified, Tailwind
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uses an RPC instead of an RDMA for this operation.
Tailwind updates the version number right after the step
(2) when re-creating a secondary replica. This ensures
that the primary and backups are synchronized. Replica-
tion can start again from a consistent state. Note that this
RPC is rare and only occurs after the crash of a backup.
3.3.4 Network Partitioning
It can happen that a primary is considered crashed by a
subset of servers. Tailwind would start locating its back-
ups, then rebuilding metadata on those backups. While
metadata is rebuilt, the primary could still perform one-
sided RDMA to its backups, since they are always un-
aware of these type of operations. To remedy this, as
soon as a primary or secondary failure is detected, all ma-
chines close their respective QPs with the crashed server.
This allows Tailwind to ensure that servers that are alive
but considered crashed by the environment do not inter-
fere with work done during recovery.

4 Evaluation
We implemented Tailwind on RAMCloud a low-latency
in-memory key-value store. Tailwind’s design perfectly
suits RAMCloud in many aspects:
Low latency. RAMCloud’s main objective is to pro-
vide low-latency access to data. It relies on fast net-
working and kernel-bypass to provide a fast RPC layer.
Tailwind can further improve RAMCloud (PUT) latency
(§4.2) by employing one-sided RDMA without any ad-
ditional complexity or resource usage.
Replication and Threading in RAMCloud. To
achieve low latency, RAMCloud dedicates one core
solely to poll network requests and dispatch them to
worker cores (Figure 1). Worker cores execute all client
and system tasks. They are never preempted to avoid
context switches that may hurt latency. To provide strong
consistency, RAMCloud always requests acknowledge-
ments from all backups for every update. With the above
threading-model, replication considerably slows down
the overall performance of RAMCloud [32]. Hence Tail-
wind can greatly improve RAMCloud’s CPU-efficiency
and remove replication overheads.
Log-structured Memory. RAMCloud organizes its
memory as an append-only log. Memory is sliced into
smaller chunks called segments that also act as the unit
of replication, i.e., for every segment a primary has to
choose a backup. Such an abstraction makes it easy to
replace RAMCloud’s replication system with Tailwind.
Tailwind checksums can be appended in the log-storage,
with data, and replicated with minimal changes to the
code. In addition, RAMCloud provides a log-cleaning
mechanism which can efficiently clean old checksums
and reclaim their storage space.

CPU Xeon E5-2450 2.1 GHz 8 cores, 16 hw threads

RAM 16 GB 1600 MHz DDR3

NIC Mellanox MX354A CX3 @ 56 Gbps

Switch 36 port Mellanox SX6036G

OS Ubuntu 15.04, Linux 3.19.0-16,
MLX4 3.4.0, libibverbs 1.2.1

Table 1: Experimental cluster configuration.

We compared Tailwind with RAMCloud replication
protocol, focusing our analysis on three key questions:
Does Tailwind improve performance? Measure-
ments show Tailwind reduces RAMCloud’s median write
latency by 2× and 99th percentile latency by 3× (Fig-
ure 8). Tailwind improves throughput by 70% for write-
heavy workloads and by 27% for workloads that include
just a small fraction of writes.
Why does Tailwind improve performance? Tailwind
improves per-server throughput by eliminating backup
request processing (Figure 10), which allows servers to
focus effort on processing user-facing requests.
What is the Overhead of Tailwind? We show that
Tailwind’s performance improvement comes at no cost.
Specifically, we measure and find no overhead during
crash recovery compared to RAMCloud.

4.1 Experimental Setup
Experiments were done on a 35 server Dell r320 cluster
(Table 1) on the CloudLab [26] testbed.

We used three YCSB [2] workloads to evaluate
Tailwind: update-heavy (50% PUTs, 50% GETs),
read-heavy (5% PUTs, 95% GETs), and update-only
(100% PUTs). We intitially inserted 20 million objects
of 100 B plus 30 B for the key. Afterwards, we ran up to
30 client machines. Clients generated requests according
to a Zipfian distribution (θ = 0.99). Note that by default
RAMCloud object headers Objects were uniformly in-
serted in active servers. The replication factor was set
to 3 and RDMA buffers size was set to 8 MB. Every data
point in the experiments is averaged over 3 runs.

RAMCloud’s RPC-based replication protocol served
as a baseline for comparison. Note that, in the compar-
ison with Tailwind, we refer to RAMCloud’s replication
protocol as RAMCloud for simplicity.

4.2 Performance Improvement
The primary goal of Tailwind is to accelerate basic op-
erations throughput and latency. To demonstrate how
Tailwind improves performance we show Figure 7, i.e.
throughput per server as we increase the number of
clients. When client operations consist of 5% PUTs
and 95% GETs, RAMCloud achieves 500 KOp/s per
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Figure 8: (a) Median latency and (b) 99th percentile latency of PUT
operations when varying the load.

server while Tailwind reaches up to 635 KOp/s. Increas-
ing the update load enables Tailwind to further improve
the throughput. For instance with 50% PUTs Tailwind
sustains 340 KOp/s against 200 KOp/s for RAMCloud,
which is a 70% improvement. With update-only work-
load, improvement is not further increased: In this case
Tailwind improves the throughput by 65%.

Tailwind can improve the number of read operations
serviced by accelerating updates. CPU cycles saved al-
low servers (that are backups as well) to service more
requests in general.

Figure 8 shows that update latency is also consider-
ably improved by Tailwind. Under light load Tailwind
reduces median and 99th percentile latency of an update
from 16 µs to 11.8 µs and from 27 µs to 14 µs respec-
tively. Under heavy load, i.e. 500 KOp/s Tailwind re-
duces median latency from 32 µs to 16 µs compared to
RAMCloud. Under the same load tail latency is even
further reduced from 78 µs to 28 µs.

Tailwind can effectively reduce end-to-end client la-
tency. With reduced acknowledgements waiting time,
and more CPU power to process requests faster, servers
can sustain a very low latency even under heavy concur-
rent accesses.
4.3 Gains as Backup Load Varies
Since all servers in RAMCloud act as both backups and
primaries, Tailwind accelerates normal-case request pro-

cessing indirectly by eliminating the need for servers to
actively process replication operations. Figure 9 shows
the impact of this effect. In each trial load is directed
at a subset of four RAMCloud storage nodes; “Active
Primary Servers” indicates the number of storage nodes
that process client requests. Nodes do not replicate data
to themselves, so when only one primary is active it is re-
ceiving no backup operations. All of the active primary’s
backup operations are directed to the other three other-
wise idle nodes. Note that, in this figure, throughput is
per-active-primaries. So, as more primaries are added,
the aggregate cluster throughput increases.

As client GET/PUT operations are directed to more
nodes (more active primaries), each node slows down
because it must serve a mix of client operations inter-
mixed with an increasing number of incoming backup
operations. Enough client load is offered (30 clients) so
that storage nodes are the bottleneck at all points in the
graphs. With four active primaries, every server node is
saturated processing client requests and backup opera-
tions for all client-issued writes.

Even when only 5% of client-issued operations are
writes (Figure 9a), Tailwind increasingly improves per-
formance as backup load on nodes increases. When a
primary doesn’t perform backup operations Tailwind im-
proves throughput 3%, but that increases to 27% when
the primary services its fair share of backup operations.
The situation is similar when client operations are a
50/50 mix of reads and writes (Figure 9b) and when
clients only issue writes (Figure 9c).

As expected, Tailwind enables increasing gains over
RAMCloud with increasing load, since RDMA elimi-
nates three RPCs that each server must handle for each
client-issued write, which, in turn, eliminates worker
core stalls on the node handling the write.

In short, the ability of Tailwind to eliminate replica-
tion work on backups translates into more availability for
normal request processing, and, hence, better GET/PUT
performance.
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Figure 10: Total (a) worker and (b) dispatch CPU core utilization on
a 4-server cluster. Clients use WRITE-ONLY workload.

4.4 Resource Utilization
The improvements above have shown how Tailwind can
improve RAMCloud’s baseline replication normal-case.
The main reason is that operations contend with backup
operations for worker cores to process them. Figure 10a
illustrates: we vary the offered load (updates-only) to
a 4-server cluster and report aggregated active worker
cores. For example, to service 450 KOp/s, Tailwind uses
5.7 worker cores while RAMCloud requires 17.6 active
cores, which is 3× more resources. For the same sce-
nario, we also show Figure 10b that shows the aggregate
active dispatch cores. Interestingly, gains are higher for
dispatch, e.g., to achieve 450 KOp/s, Tailwind needs only
1/4 of dispatch cores that RAMCloud uses.

Both observations confirm that, for updates, most of
the resources are spent in processing replication requests.
To get a better view on the impact when GET/PUT oper-
ations are mixed, we show Figure 11. It represents active
worker and dispatch cores, respectively, when varying
clients. When requests consist of updates only, Tailwind
reduces worker cores utilization by 15% and dispatch
core utilization by 50%. This is stems from the fact that
a large fraction of dispatch load is due to replication re-
quests in this case. With 50/50 reads and writes, worker
utilization is slightly improved to 20% while it reaches
50% when the workload consists of 5% writes only.

Interestingly, dispatch utilization is not reduced when

reducing the proportion of writes. With 5% writes
Tailwind utilizes even more dispatch than RAMCloud.
This is actually a good sign, since read workloads are
dispatch-bound. Therefore, Tailwind allows RAMCloud
to process even more reads by accelerating write opera-
tions. This is implicitly shown in Figure 11 with ”Repli-
cation” graphs that represent worker utilization due to
waiting for replication requests. As an example, with 5%
writes RAMCloud spends 62% of worker cycles wait-
ing for replication requests to complete against 49% with
Tailwind. The worker load difference is spent on servic-
ing read requests.

4.5 Scaling with Available Resources
We also investigated how Tailwind can improve internal
server parallelism (i.e. more cores). For that we show
on Figure 12 throughput and worker utilization with re-
spect to available worker cores. Clients (fixed to 30) is-
sue 50/50 reads and writes to 4 servers. Note that we
do not count the dispatch core with available cores, as
it is always available. With only a single worker core
per machine, RAMCloud can serve 430 KOp/s compared
to 660 KOp/s for Tailwind with respectively 4.5 and 3.5
worker cores utilization. RAMCloud can over-allocate
resources to avoid deadlocks, which explains why it
can go above the limit of available cores. Interestingly,
when increasing the available worker cores, Tailwind en-
ables better scaling. RAMCloud does not achieve more
throughput with more than 5 available cores. Tailwind
continues to improve throughput up to all 7 available
cores per machine.

Even though both RAMCloud and Tailwind exhibit a
plateau, this is actually due to the dispatch thread limit
that cannot take more requests in. This suggests that Tail-
wind allows RAMCloud to better take advantage of per-
machine parallelism. In fact, by eliminating the replica-
tion requests from dispatch, Tailwind allows more client-
issued requests in the system.

4.6 Impact on Crash Recovery
Tailwind aims to accelerate replication while keeping
strong consistency guarantees and without impacting re-
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covery performance.
Figure 13 shows Tailwind’s recovery performance

against RAMCloud. In this setup data is inserted into
a primary replica with possibility to replicate to 10 other
backups. RAMCloud’s random backup selection makes
it so that all backups will end up with approximately
equal share of backup data. After inserting all data, the
primary kills itself, triggering crash recovery.

As expected, Tailwind almost introduces no overhead.
For instance, to recover 1 million 100 B objects, it takes
half a second for Tailwind and 0.48 s for RAMCloud.
To recover 10 million 100 B objects, Both Tailwind and

RAMCloud take roughly 2.5 s.
Although Tailwind has to reconstruct metadata during

recovery (§3.3.1), it only accounts for a small fraction of
the work RAMCloud has to perform to recover. More-
over, reconstructing metadata is only necessary for open
buffers, i.e. still in memory. This can be orders of mag-
nitude faster than loading a buffer previously flushed on
SSD, for example.

5 Discussion
5.1 Scalability
A current limitation of one-sided RDMAs is due to the
requirement of reliable-connected QPs. Since informa-
tion on QPs is cached at the NIC level, increasing the
number of connections (e.g. scaling number of servers)
over NIC cache size causes one-sided RDMA perfor-
mance to collapse [13]. By targeting only replication re-
quests, Tailwind is not subject to such a limitation; in
most common storage systems data is partitioned into
chunks that are replicated several times [1]. At any mo-
ment, only a small set of backups is replicated to.

5.2 Metadata Space Overhead
In its current implementation, Tailwind appends meta-
data after every write to guarantee RDMA writes atom-
icity (§3.1). Although this approach appears to introduce
space overhead, RAMCloud’s log-cleaning mechanism
efficiently removes old checksums without performance
impact [28].

A different implementation could consist in append-
ing the checksum with log-backup data instead. This
would completely remove space Tailwind space over-
heads. However, this would raise a challenge on back-
ups: how to decide backup buffers size. In the current
implementation primary DRAM log-storage and buffers
on backups are the same. If checksums were appended to
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backup-data only, then buffers on backups will not have
the same size as segments on primaries. A fixed-size
buffer with only small objects will tend to have more
checksums than a buffer which contains large objects,
therefore more backup data could be stored on the latter.

In general, Tailwind adds only 4 bytes per object
which is much smaller than, for example, RAMCloud
headers (30 bytes).

5.3 Applicability
RDMA networks. Tailwind relies on RDMA-based
networks to efficiently remove replication-CPU over-
heads. Historically, RDMA has been supported by
Infiniband-based networks only [9, 20]. Recently,
RDMA is supported in Ethernet in the form of RoCE
or iWARP [8]. More importantly, recent studies suggest
that RDMA-based networks [18, 39] are becoming com-
mon in modern datacenters.

Note that Tailwind improves clients end-to-end la-
tency but does not require any change on their side. Tail-
wind only requires RDMA-based networks on the stor-
age system side to operate.
Distributed logging. Distributed logging is widely
used approach to redundancy [14, 19]. Many recent in-
memory key-value stores achieve durability and avail-
ability through distributed logging as well [4, 22, 24, 33].
Tailwind leverages log-backup data-layout in order to en-
sure the atomicity of one-sided RDMA writes.

5.4 Limitations
Tailwind is designed to keep the same system-level con-
sistency guarantees. It synchronously waits for the ac-
knowledgement from the remote backups NICs in order
to return to the client (§ 3.2). Although it can do work in
parallel, worker cores have to stall waiting until the QP
generates a work completion in order to move to process
another write request. For instance, Figure 3 shows that
multiple updates can be queued and processed together.
A better approach would be to pipeline replication re-
quests. Worker cores would be able to perform some
additional work and be notified when a work comple-
tion pops from the QP. RAMCloud’s current RPC-based
replication protocol is not pipelined neither [22] since its
goal was to provide correctness and be able to reason
about fault-handling.

6 Related Work
One-sided RDMA-based Systems. There is a wide
range of systems recently introduced that leverage
RDMA [4, 5, 11, 16, 17, 29, 31, 33, 34, 36, 38]. For
instance, many of them use RDMA for normal-case op-
erations. Pilaf [16] implements client-lookup opera-
tions with one-sided RDMA reads. In contrast, with

HERD [11] clients use one-sided RDMA writes to send
GET and PUT requests to servers, that poll their receive
RDMA buffers to process requests. In RFP [11] clients
use RDMA writes to send requests, and RDMA reads to
poll (remotely) replies.

Many systems also use one-sided RDMA for repli-
cation. For instance, FaRM [4, 5], HydraDB [33],
and DARE [24] use one-sided RDMA writes to build a
message-passing interface. Replication uses this inter-
face to place messages in remote ring buffers. Servers
have to poll these ring buffers in order to fetch mes-
sages, process them, and apply changes. In [6] authors
use one-sided RDMA for VM migration. The sender
asynchronously replicate data and notifies the receiver at
the end of transfer then the backup applies changes in a
transactional way.

None of the system, leveraging RDMA writes leaves
the receiver CPU completely idle. Instead, the receiver
has to poll its RDMA receive buffers and process re-
quests, which defeats one-sided RDMA efficiency pur-
poses. Tailwind completely frees the receiver from pro-
cessing requests by directly placing data to its final stor-
age location.

Reducing Replication Overheads. Many systems try
to reduce replication overheads either by relaxing/tun-
ing consistency guarantees [3, 7, 15] or using differ-
ent approaches for fault-tolerance [37]. Mojim [38] is
a replication framework intended for NVMM systems.
For each server it considers a mirror (backup) machine
to which it will replicate all data through (two-sided)
RDMA. It supports multiple levels of consistency and
durability. RedBlue [15] and Correctables [7] provide
different consistency levels to the applications and allows
them to trade consistency for performance.

Tailwind does not sacrifice consistency to improve
normal-case system performance.

7 Conclusion
This paper describes Tailwind, the first replication proto-
col that fully exploits one-sided RDMA. Tailwind greatly
improves performances without sacrificing durability,
availability, or consistency. To achieve that Tailwind
leaves backups unaware of RDMA writes as they hap-
pen, but provides them with a protocol to rebuild meta-
data in case of failures. When implemented in RAM-
Cloud, Tailwind has been demonstrated to substantially
improve throughput and latency with only a small frac-
tion of resources originally needed by RAMCloud.
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