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Abstract There exists a large variety of schedulability analysis tools
based on di�erent, often incomparable timing models. This variety makes
it di�cult to choose the best �t for analyzing a given real-time system.
To help the research community to better evaluate analysis tools and
their underlying methods, we are developing a framework which consists
of (1) a simple language called RTSpec for specifying real-time systems,
(2) a tool chain which translates a system speci�cation in RTSpec into
an input for various analysis tools, and (3) a set of benchmarks. Our
goal is to enable users and developers of schedulability analysis tools to
compare such tools systematically, automatically and rigorously.
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1 Introduction

Schedulability analysis is an o�ine approach to evaluating the temporal correct-
ness of real-time (RT) systems in terms of whether all software tasks meet their
deadlines at runtime. Numerous timing models and corresponding schedulability
tests have been proposed since the 1970s; see [24] [10] for surveys. Some of them
have been implemented in tools, called analyzers in the sequel, e.g. MAST [15],
TIMES [5], Cheddar [26], SymTA/S [16], SchedMCore [8], pyCPA [12], etc.

This variety of analyzers makes it di�cult to choose the best �t for a given
real-time system under study. Indeed, the timing models underlying analyzers
are often incomparable, mainly because they make incomparable choices on the
precision with which one can express the timing-relevant aspects of an RT sys-
tem. Such choices mainly concern the models describing (1) the activation of
tasks, (2) their resource requirements and (3) the scheduling policies used to
arbitrate between them. Also, schedulability is only one possible type of timing
requirement: other options include e.g. weakly-hard properties (no more than m
deadline misses out of k task executions).

To compare the expressivity of the models used by analyzers as well as the
precision of the analysis results that they produce, we need a common set of
test cases provided in a common input format. Several formalisms exist (e.g.
MARTE [20] and Amalthea [1]) whose goal is to be as expressive as possible.
Unfortunately they are not suitable for our purpose as they do not provide a



formal semantics. In contrast, timed automata [3] provide a formal model which
can be used to represent real-time systems at an arbitrary level of precision,
and can thus express the operational semantics of any RT system model. This
expressivity comes at a price: there is currently no generic way of specifying
real-time systems in a timed automata based tool such as UPPAAL [17].

In this paper we propose RTSpec, a formalism for real-time system speci�ca-
tion with �exible syntax and rigorous semantics. A modular library of UPPAAL
models provides the operational semantics of RTSpec. Based on this library, the
timing model of various analyzers can be formalized, and mappings between
their respective input formats can be rigorously de�ned. Our overall target is a
framework which comprises the RTSpec formalism, a tool chain for automati-
cally translating RTSpec into the input of various analysis tools, and a set of
benchmarks which are synthetic or derived from industrial case studies. Such
a framework would provide a systematic, automated and rigorous methodology
for evaluating analyzers.

The paper is structured as follows. Section 2 discusses related work. Section 3
sets the background of our work with a brief introduction to RT systems and
timed automata. Section 4 overviews the automata library RTLib. Section 5
presents the syntax of RTSpec. Section 6 presents the methodology our frame-
work provides for di�erent types of users. Section 7 concludes the paper and
discusses the future work.

2 Related work

Our contribution relates to the research in three areas: speci�cation languages
for real-time systems, formal models for real-time system speci�cation and com-
parison of real-time analyzers.

2.1 Speci�cation languages for real-time systems

Let us �rst note that, in principle, the input format of any existing analyzer
could be a candidate for the role of common input format. But these speci�cation
languages can only express, quite understandably, the system features that their
analyzer can handle. For example, only a few tools such as pyCPA [12] propose an
expressive activation model which speci�es the maximum number of activations
in a given time window. Using an input format which does not encompass such
functions would be unfair towards the corresponding family of tools and analysis
methods. The same goes for input formats which do not allow specifying o�sets,
or dependent tasks etc. Note that some simulation tools, e.g. ARTISST [11],
provide much more expressive speci�cation languages. In that case however, the
semantics of the input format is not formally given and can only be clari�ed
through simulation. We therefore restrict ourselves for the moment to static
analyzers. RTSpec could be a good starting point to providing a common input
format for simulation tools as well.



There exist a few high-level speci�cation languages aiming at generality. For
example, MARTE [20] is a UML pro�le for embedded and real-time aspects of
systems that has been de�ned with the aim of putting together all the concepts
used in some existing framework or tool. This generality, however, is mainly
meant at the level of vocabulary. No formal semantics is given for the di�erent
concepts in the vocabulary, and this is done on purpose, in order to leave room
for semantic variations. Note that there exists a semantic framework but it would
only allow to de�ne a declarative semantics � de�ned by a set of constraints on
timed event streams. Amalthea [1] is an open source framework for specifying
real-time embedded systems maintained by an industrial consortium. It aims to
be comprehensive with respect of the real-time features captured by its language.
It additionally provides connections to simulation and analysis. Unfortunately,
there is no explicit e�ort to formally de�ne a semantics for the Amalthea lan-
guage. Instead, the semantics is implicitly de�ned by the connections with these
external tools, and hopefully in a non-contradictory manner.

Another related work is the on-going project Waruna4, which aims to in-
tegrate tools at di�erent development stages so as to automate the analysis of
timing properties on design models of real-time systems. Seeing that architecture
design models in AADL [13], SysML [28] or MARTE [21] may contain timing
properties, Waruna intends to extract timing related information from design
models and input them to analysis tools, e.g. Cheddar, MAST, RTaW-Pegase5,
etc. In contrast to RTSpec, the model transformations in Waruna are de�ned at
the metamodel level and lacking of a formal semantics.

We view our RTSpec contribution as complementary to initiatives such as
MARTE, Amalthea or Waruna. Indeed, our e�ort is less focused on having an
exhaustive set of timing features. Instead, we provide a well-founded semantic
background for those features that can currently be handled by at least one
schedulability veri�cation tool.

2.2 Formal models for real-time system speci�cations

We aim to provide a uni�ed semantic framework for specifying real-time systems.
Let us here review existing formalisms which could provide such a framework
and show their limitations.

The UPPAAL [17] model checker can be used for the veri�cation of real-
time systems. TIMES [5] is a front-end for UPPAAL dedicated to schedulability
analysis. TIMES however deals with a restricted set of concepts (uniprocessor
systems with sporadic tasks). Another tool which uses UPPAAL is SchedMCore
[8], a multiprocessor schedulability analyzer. But the task model supported by
SchedMCore is restricted to periodic tasks.

UPPAAL has also been used directly for the timing analysis of industrial case
studies, e.g. [19], [25]. The model proposed in [19] and extended in [25] allows

4 http://www.waruna-projet.fr/,https://www.polarsys.org/projects/

polarsys.time4sys
5 http://www.realtimeatwork.com/software/rtaw-pegase/



describing uniprocessor systems of periodic tasks with a preemptive �xed-priority
scheduler and shared memory. Synchronization protocols for shared memory
access are implemented, including priority-inheritance and priority-ceiling.

Even more relevant to us are two UPPAAL-based modeling frameworks: [9]
comprises 5 Timed Automata (TA) templates to specify sporadic tasks and par-
titioned schedulers on multiprocessor systems, and a sub-template for job en-
queuing for each scheduling policy. [7] proposes a framework, which consists
of templates for specifying sporadic tasks, schedulers and processing units, for
hierarchical scheduling systems.

All the above-mentioned approaches are of rather limited expressivity. They
do not support, for example, weakly-hard real-time systems. To �t our purpose,
they would therefore need to be easily extendable. This is unfortunately not
the case because they have not been designed with modularity and reusabil-
ity in mind. For example, the Task template in all these frameworks captures
not only the task activation and task execution pattern, but also its worst-case
response-time computation and deadline-miss analysis. As a result, one cannot
de�ne independently variants of, e.g., the activation pattern and of the execu-
tion pattern. Instead, one would need to de�ne a speci�c template for all possible
combinations of variants of the aspects handled in Task.

In comparison, the primary focus of our formal library is on modularity. Our
work builds on top of the TA-based representation of real-time systems � in
particular tasks and schedulers � of [19]. Our representation of task activation
patterns is inspired by task automata [14], which is a variant of TA for expressing
task activation patterns.

2.3 Comparison of analyzers

To our knowledge, the work presented in [22][23] is the only e�ort on systematic
evaluation of schedulability analyzers. Four tools for performance analysis of dis-
tributed embedded systems are evaluated, namely MAST, SymTA/S, Real-Time
Calculus [29] and UPPAAL. A formalism in SystemC is proposed for specify-
ing the benchmarks which are then manually translated into an input for each
analyzer under study. By observing the output of each tool for the chosen bench-
marks, their underlying analysis algorithms are compared in terms of precision
and e�ciency.

This work sets a good starting point for further investigation in two direc-
tions. First, this evaluation of analyzers is restricted to their common function-
ality. In practice however, given a complex system, various analyzers allow to
characterize the system with di�erent abstractions, such that the result obtained
using one tool depends both on its timing model and its underlying analysis algo-
rithm. The e�ect of the composition of these two factors cannot be inferred from
the conclusion of [22]. Secondly, a manual construction of the inputs for various
tools is impractical for evaluating analyzers on more complex benchmarks than
the ones of [22][23]. We aim to provide a tool chain which automates the trans-
lation of a system speci�cation into the input of several tools, so that a system
can be speci�ed once in RTSpec and analyzed with multiple tools.



3 Preliminaries

To set the background of our work, this section will �rst introduce the termi-
nology on real-time systems with some typical examples. Then we will brie�y
present the timed automata formalism and the UPPAAL model checker.

3.1 Terminology on real-time systems

A real-time system usually comprises three parts: a hardware platform which
provides computation and communication resources; a set of software tasks which
require access to the resources; a set of schedulers which manage the allocation
of resources to tasks.

Platform. The hardware resources of an RT system include processing units,
i.e. processors and cores, and possibly shared resources e.g. memory and com-
munication network. For example, a distributed RT system consists of a num-
ber of nodes, where each node contains a number of processors. For simplify-
ing schedulability analysis, the communication network which connects the dis-
tributed nodes can also be regarded as a node, and messages transmitted over
the network can be considered as tasks on this network node.

Task set. The software in an RT system is usually a task set, where each task
is a piece of code. An execution of a task is also called a job. One task may have
a number of jobs running in parallel.

A task is characterized by a set of parameters on its timing features, includ-
ing its arrival pattern i.e. the time of the task's �rst arrival and recurrence, its
resource requirement e.g. the CPU time it needs for execution, and its timing

requirement e.g. a relative deadline. In their seminal paper [18], Liu and Layland
proposed to characterize a task with two parameters: period for both the arrival
interval and the deadline, andWCET for (an upper bound on) the worst-case ex-
ecution time. This abstraction is called the periodic task model. A period task set
consists of periodic, synchronous and independent tasks with implicit deadlines.
To describe tasks with more diverse features, researchers have extended the Liu
and Layland task model with di�erent additional parameters, which lead to vari-
ations in the tractability and precision of feasibility and schedulability analysis
[27].

Scheduler set. Scheduling policies can be static (also called o�ine) or dynamic
(also called online). The former group provides a scheduling table for all tasks
before the system's execution, hence only applies to periodic task sets. The latter
group is applicable to any task sets. Our work focuses on the more challenging
class of dynamic schedulers. Relevant properties of dynamic scheduling policies
include preemptiveness (a scheduler can interrupt the execution of a job to al-
locate the resource to another job), job migration, etc. Additionally a scheduler



may take decisions according to �xed priorities assigned to tasks, as for e.g. the
Deadline Monotonic (DM) policy, or to dynamic priorities (priorities are assigned
at the job level), e.g. Earliest Deadline First (EDF), or without any notion of
priority, e.g. First-In-First-Out (FIFO).

Timing model. A set of parameters which characterize the timing properties
of a platform, a task set and a scheduler set of an RT system compose a timing
model. A system can be captured by diverse timing models. With a more ex-
pressive timing model, the schedulability analysis is more precise at the cost of
a higher computational complexity.

Many timing models have been used for specifying and analyzing RT systems.
But they lack a common formal background. Even more problematic, di�erent
schedulability analysis methods and tools may interpret one parameter di�er-
ently, which brings di�culty for their users to understand and compare them. In
order to clarify the existing terminology and to facilitate rigorous de�nition of
diverse extensions on it, we propose to formally de�ne the semantics of timing
models using timed automata.

3.2 Timed automata

Timed automata [6] has been widely adopted as the language for formal repre-
sentation and analysis of RT systems, because it allows to specify RT systems at
an arbitrary level of precision, meaning that it can express the semantics of any
concept proposed by a timing model. Therefore, we chose timed automata as the
language for building RTLib, which is the library of TA templates providing a
formal semantics for RTSpec.

A timed automaton is a �nite automaton consisting of a �nite set of nodes
denoted locations and a �nite set of labeled edges denoted transitions, extended
with real-valued variables [6]. Time progress and time-dependent behavior are
expressed using a set of clocks that can be started, reset, halted and read. A
location can be assigned with an invariant, which is a clock constraint. A tran-
sition can be labeled with a guard i.e. the condition for enabling the transition,
a channel with which an automaton synchronizes with another automaton and
moves simultaneously, and an update which may contain actions and reset of
clocks. UPPAAL supports stopwatch automata [4], an extension of timed au-
tomata where clocks may be stopped occasionally. Syntactically, a stopwatch
expression is an invariant in the form of x′ == c, where x is a clock and c is an
integer expression which evaluates to either 0 or 1 [19].

As an example, Figure 1 shows a timed automaton representing a task execu-
tion process in a preemptive environment, assuming that a task has at most one
live job at any moment. A clock resTime tracks the task's response time, i.e., the
time span between its activation and �nish. Another clock exeTime tracks its
execution time. On the location Scheduled, the invariant exeTime <= WCET
ensures that the duration of the task's execution is at most WCET . The in-
variant exeTime ′ == 1 ensures that the clock exeTime progresses when the



Figure 1. An example of timed automata: task's execution process

task is executing on a processor. The invariant exeTime ′ == 0 on the location
Preempted stops the clock exeTime when the task is preempted. A job �nishes
execution when the CPU time it consumes is between BCET (best case execu-
tion time) and WCET. This automaton exhibits the operational semantics of
the two task parameters BCET and WCET.

3.3 UPPAAL

UPPAAL is the standard tool for editing, executing and analyzing timed au-
tomata. UPPAAL supports the speci�cation of timed automata as well as au-
tomata templates, i.e., parameterized timed automata. In a valid UPPAALmodel,
automata templates have to be instantiated into automata. As a result, UPPAAL
models consist of three parts (the keywords given by UPPAAL are denoted in
bold font):

� Declarations. Elements used by the model templates, which can be:
• Generic: user-de�ned data types (e.g. bounded integers, structs, ar-
rays); (parameterized) synchronization channels; global variables; func-
tions used within the templates.

• Speci�c to a system: global variables instantiated with actual parameters.

� Templates. Parameterized timed automata.

� System declarations. Elements which are speci�c to an instance system:
• Instantiation statements: statements which instantiate templates into
automata by assigning values to the template parameters.

• System: declaration of a system as a set of automata.

Logically, such a UPPAAL input �le is composed of two levels:

1. a system type made of the generic part inDeclarations and theTemplates;
2. an instantiation into a speci�c system which consists of the speci�c part in

Declarations and the System declarations.

Since UPPAAL was designed for formalizing speci�c systems rather than
system types, it does not provide su�cient support for de�ning system types on
a higher abstraction level. For example, data type de�nitions, which are logically
a part of system type, may depend on instance systems, as we explain now.

UPPAAL provides two basic data types: bool and (bounded) integer � to
reduce the state space of a system, all integer variables must be bounded. In



particular, this means that all user-de�ned integer data types must be bounded.
As an example, de�ning a data type for WCET of tasks requires to provide a
bound for them, which can only be done for speci�c system instances. In other
words, the system type de�nition and instance de�nition are interleaved and
mutually dependent, which brings di�culty for users to understand and extend
a system type. Note that the limitations of UPPAAL with respect to system
type de�nitions have pushed us to develop a front-end tool called RTLibEx to
help with the formalization of timing models.

4 The RTLib library

In this section, we introduce RTLib, a library of UPPAAL templates formalizing
concepts which are commonly utilized in real-time system analysis. RTLib pro-
vides the basis for a formal semantics of RTSpec, our formalism for specifying
real-time systems. The key advantages of RTLib are: (1) its formal basis, (2) its
expressivity, which can be easily increased if needed; (3) its modularity, which
makes it much easier to compare di�erent models by allowing the user to focus
on the concepts that di�er. The RTLib library is structured around a core of
basic concepts that exist in most frameworks. Thanks to its modular structure,
one can easily enrich RTLib with extensions, i.e., variants of one or more tem-
plates of the basic library. Two extensions that can be meaningfully combined
at the conceptual level can be combined directly at the library level.

RTLib can be used for specifying concrete real-time systems on which the
UPPAAL model checker can conduct exact or statistical schedulability analy-
sis. This can help evaluating the correctness and accuracy of other analyzers on
small systems. The main objective of RTLib is however at a higher abstraction
level: RTLib is meant to provide a common, formal basis to describe the seman-
tics of the timing models used by analyzers. This will help proposing rigorous
transformations between the timing models.

RTLib de�nes a set of system types for real-time systems, i.e. timing models.
As discussed in Section 3, a system type in UPPAAL consists of several parts,
among which the most complicated are data types and automata templates. This
section overviews these two parts in RTLib before describing how RTLib can be
extended.

4.1 Automata templates

As discussed in Section 3, a timing model de�nes a set of parameters which char-
acterizes the three parts of a real-time system: platform, task set and scheduler.
Following this compositional view, we organize RTLib as a hierarchy of tem-
plates. The UML class diagram in Figure 2 shows the structure of the RTLib
Basic library, where each concrete class denotes an automata template, and an
abstract class denotes a concept which is implemented by a number of automata
templates. Note that RTLib explicitly speci�es analysis goals, but does not have
templates related to the platform, as we explain now.



Figure 2. Structure of the library RTLib Basic

For the moment RTLib only captures multiprocessor/distributed systems.
The platform information, i.e. the number of processors in each node, is thus
represented by a parameter of schedulers. We leave to future work the extension
of RTLib with templates for more complicated platforms. Besides, we have cho-
sen to explicitly specify analysis goals in RTLib, e.g. absence of deadline misses
for hard real-time systems, to cover more system-level timing requirements than
just schedulability.

In RTLib, an automata template may call its sub-templates through syn-
chronization channels. In Figure 2, an aggregation relation connects a template
with its sub-template, and a generalization relation connects a concept with its
special case6. For instance, the Task template has two sub-templates: Activa-
tionPattern which characterizes the activation pattern of a task, and Job which
represents the lifecycle of a task's instance. ActivationPattern has two special
cases: Act_Dependent and Act_Independent, for dependent tasks and indepen-
dent tasks, respectively. The activation pattern of an independent task may have
three constraints: O�set, Interval and Jitter, each denoted by a parameter of a
task model. The operational semantics of the parameters are represented by
separate automata templates.

For example, Interval constrains the separation between job arrivals. Once an
independent task τ releases a job τ i, the automaton Task immediately calls its
sub-automaton Act_Independent, which in turns calls its sub-automaton Interval
through the channel Independent_call_Interval. As shown in Figure 3, a transi-
tion is triggered from the location Start to WaitInterval, and the clock x is reset
to zero for recording the time passed since the release of τ i. At an arbitrary mo-
ment after x reaches MIN_I (i.e. the minimum interval), Interval returns back

6 We use the following conventions. Template A_B is a specialization of template A
for extension B. Synchronization channels are named as follows:

� A_e_B: automaton A sends a message to B on event e;
� A_call_B: automaton A calls its sub-automaton B;
� A_return_B: automaton A, a sub-automaton of B, returns.



Figure 3. An example of automata template in RTLib: Interval

to Act_Independent through the channel Interval_return_Independent, meaning
that the arrival constraint of job τ i+1 has been satis�ed.

4.2 Data types

User-de�ned data types determine the data structure processed by automata.
The structure of data type de�nition in RTLib resembles the structure of the
templates in the library.

We classify the data types in RTLib into two groups according to their roles:
parameter types whose variables represent the parameters of RT systems, hence
determined by a timing model; state types whose variables represent the dynamic
state of RT systems during their execution, hence common to any timing model.
Therefore, to formalize a new timing model based on RTLib Basic, state types

can be reused, while parameter types need to be extended.

Parameter types. According to their structural relations, the parameter types
can be further classi�ed onto three levels: elementary types, composite types and
collective types, as shown in Figure 4.

� Elementary type: a bounded integer, representing the data type of some pa-
rameters, e.g. time_t as the data type of tasks' timing parameters including
period, deadline, WCET, etc.

� Composite type: a struct built upon elementary types, e.g. task_t which
consists of a set of task parameters.

� Collective type: an array whose elements belong to some composite type,
e.g. taskSet_t as an array of task_t representing the taskset in a system.

Each task model which characterizes a task with a set of parameters is
mapped to a de�nition of task_t , and any task characterized by the task model
can be expressed as a variable of the type task_t . Similarly, elementary types,
composite types and collective types are de�ned to represent scheduler parame-
ters, schedulers and scheduler sets, respectively. Such data types form a hierarchy
following the compositional view of a real-time system. The leaves of this hierar-
chy represent the data types of the parameters de�ned by a timing model, hence
may vary from one timing model to another. The non-leaf part of the hierar-
chy are reusable for various timing models. This stable hierarchy of data types,
together with the stable hierarchy of automata templates, reveals the reusabil-
ity and extensibility of RTLib. By extending the data types and the automata
templates, RTLib can be adapted to formalize a wide range of timing models.



Figure 4. Hierarchy of parameter data types

State types. A RT system formalized as an automata network simulates the
timing-related behavior of the system. To track the dynamic state of a system
during its execution, the following data types are de�ned for all timing models:

� For representing the state of tasks:
• job_t : a composite data type with two �elds taskID and jobID , alto-
gether denoting the identi�er of a job;

• jobQ_t : an array of job_t , denoting the ready job queue.
� For representing the state of a node under the management of a scheduler:
• nodeState_t : a composite data type, whose �elds denote the current jobs
upon each processor, new arrived job, just �nished job, etc.;

• nodeStateSet_t : an array of nodeState_t , denoting all nodes in a system.

4.3 Extension of RTLib

Let us now show the extension capabilities of RTLib. By extension, we under-
stand either the introduction of an entirely new concept or a new variant of an
existing one. To de�ne an extension, one proceeds in two steps:

1. possibly extend the data type de�nitions to express the new concepts;
2. add or replace the relevant templates.

To argue that the chosen structure of RTLib achieves su�cient modularity, we
illustrate this process with an example.

The event stream model [2] is a generalization of the sporadic task model
which constrains not only the minimal time distance between any two consecutive
activations of task τ , but may for any k impose a stronger constraint for the
minimal time interval that may contain k activations. In practice, it is su�cient
to consider a strictly increasing constraint sequence only for some �rst N values
for k. Thus, such a minimum distance function can be speci�ed by a vector
[D0, D1, ..., DN−1] of minimal distances Di between the activation of job τk and
τk+i+1, ∀k. Note that the minimum interval of the sporadic task model is a
minimum distance vector with a single element D0.

Extending the basic activation pattern of the sporadic task model to handle
minimum distance functions only requires to modify the Interval template (see



Figure 5. Interval_MinDistance for 3 distances

Figure 3). To represent a vector of N minimum distances requires N clocks.
Figure 5 shows the template for N = 3. It extends the Interval template with
two additional clocks: x1 records the distance between τk and τk+2, and x2
records the distance between τk and τk+3. Function countJob() counts the job
arrivals up to N − 1.

4.4 RTLibEx: A GUI tool for RTLib extensions

As already discussed, RTLib is intended both for:

1. de�ning timing models i.e. system types of RT systems;
2. specifying actual systems i.e. instances of some system types.

It is however not possible to distinguish properly these two activities, which may
concern di�erent users, in UPPAAL, as the system type de�nitions and instance
de�nitions are interleaved and mutually dependent (see Section 3).

RTLibEx is a front-end tool for UPPAAL intended to address this issue. It
provides two distinct editors (implemented in the same GUI): a timing model

editor and an instance editor. The timing model editor mainly supports the
extension and specialization of data types. The instance editor is then automat-
ically generated by our tool from the data type de�nitions, which allows users
to de�ne an actual system by just �lling an array of parameters. In the rest of
this section, we brie�y describe these two editors.

The instance editor. As shown in Figure 6, an instance editor is a GUI for
de�ning an actual system. RTLib Basic de�nes an RT system as a set of sched-
ulers and tasks whose parameters are de�ned by the data types scheduler_t,
resp. task_t. Thus, de�ning a scheduler or a task means providing values for
its parameters. The generated instance editor therefore provides two tables for
schedulers and tasks, where the system designer inputs the actual parameters
of a real-time system. The tables look similar to the GUI of existing analyzers,
e.g. TIMES [5] and Cheddar [26]. The signi�cant di�erence is that RTLibEx
automatically generates the GUI from the relevant user-de�ned data types for
any user-de�ned timing model, while the existing timing analysis tools hard-wire
speci�c timing models hence cannot be extended by the user.



Figure 6. Snapshot of RTLibEx: instance editor

Once the system actual parameters are given, RTLibEx checks its consistency
and reports diagnostic information. For a consistent de�nition, it generates the
representation of the system as an input �le for UPPAAL.

Figure 7. Snapshot of RTLibEx: timing model editor



The timing model editor. As stated in Section 3.3, a UPPAAL �le contains
three parts: Declarations, Templates and System declarations. In most cases,
to de�ne a new timing model implies extending the data types of RTLib Basic
and adding or replacing existing templates. RTLibEx facilitates the extension of
the Declarations part and then automatically generates the System declarations
part. In parallel, the user should modify Templates with UPPAAL.

Declarations include two subsets: the generic subset for a system type, and
the speci�c subset for a speci�c system. The instance editor of RTLibEx allows
users to input the parameters of a system, which becomes the speci�c declara-
tions of the system. The timing model editor of RTLibEx provides a GUI for
users to specify the generic subset of declarations for de�ning a system type.

The generic declarations consist of data type de�nitions, synchronization
channels, global variables and functions used within the templates. Among them,
data type de�nitions is the major part to be modi�ed when de�ning a new timing
model based on RTLib Basic. As we stated in Section 4.2, we classify data types
into parameter types and state types.

RTLibEx enables users to reuse RTLib Basic as much as possible when de�n-
ing a new timing model. On the left side of Figure 7 is a tree of loaded Timing
Models, where each one is a tree with �ve main nodes. The �rst four nodes, pa-
rameter types, state types, functions and channels represent the respective parts
of a UPPAAL system type. The last one, instantiation guides, speci�es a set
of rules generating instantiation statements. Given the instantiation statements,
UPPAAL can instantiate a set of automata templates into a system instance.

The right side of Figure 7 is a table of parameters of a composite type, i.e.
task_t and scheduler_t presented in Section 4.2. To extend the parameter list
of Task or Scheduler, the user adds items into the respective table. Each table
comprises 4 columns:

� PARAMETER: name of a parameter.
� TYPE: data type of the parameter.
� ENUM_VALUE: enumerated values of the data type of the parameter. This
�eld is useful only when the parameter has a enumeration data type.

� AUTO_VALUE: default value of the parameter.

To build a new timing model, the user �rst builds a copy of the Basic library
by right-clicking on the node Basic, and then �lls in the sub-nodes of the new
timing model. When all the nodes of a timing model tree are completed, the tim-
ing model editor stores this model and generates the tables Scheduler_Set and
Task_Set in the instance editor. Thus, RTLibEx enables a logical and procedural
separation of timing model de�nition from instance system declaration.

5 The RTSpec format

Based on the formal library RTLib, we de�ne RTSpec, a human-readable textual
format for specifying a wide scope of real-time systems. Following the structure
of RTLib, a real-time system speci�cation in RTSpec declares a platform, a task



set and a scheduler set. An entity, e.g. a processor or a task or a scheduler, is
characterized by a set of attributes, where each attribute has its operational
semantics de�ned in RTLib.

As an intermediate textual format, RTSpec aims to cover not only the fea-
tures shared by all timing models underlying existing analyzers, but also at-
tributes which are characteristic of some existing analyzers, such that compari-
son between di�erent tools is fair. For that reason, and following the two-layer
structure of RTLib, RTSpec provides language constructs at two levels: the ba-
sic elements represent the concepts de�ned in RTLib Basic, and the extension

elements characterize concepts which may be handled only by some analyzers.
A simple system speci�cation that conforms to the basic timing model can be
translated into the input of di�erent analyzers through syntactical mapping,
which enables to compare their common subset. A more complex system speci�-
cation that is beyond the basic model can be translated into the input of di�erent
analyzers through semantic mapping, i.e., abstraction and approximation.

5.1 The RTSpec basic syntax

We have designed the RTSpec basic syntax with three concerns in mind: con-
ciseness, �exibility and extensibility, as we brie�y discuss now.

Conciseness. In RTSpec, default values for parameters allow systems to be
speci�ed in a concise manner. For example, if a task has no jitter, instead of
declaring jitter=0, the jitter attribute can simply be omitted. As a result, even
in presence of language extensions, it is still possible to de�ne a simple entity,
e.g. a classic periodic task, using a small set of attributes.

Flexibility. As a uni�ed speci�cation format, RTSpec represents a synthesis
not only of the timing models of various analyzers, but also of the style of their
input formats. The concrete syntax of RTSpec provides 3 representation styles:

� Positional style: An entity is characterized by a set of parameters, where the
position of each parameter indicates its meaning. This style is similar to the
input format of the SchedMCore [8] tool. This style can be used to specify
simple systems which only need this limited set of attributes.

� Canonical style: An entity is characterized by a set of attributes, where each
attribute is declared as a name-value pair and the attributes of an entity can
be declared with an arbitrary order.

� Record style: An entity is characterized as a record, where each �eld rep-
resents an attribute such that attributes of an entity can be declared in
any order. This style is similar to the input format of pyCPA [12]. It allows
interleaving task declarations and referring to attributes declared before.

All task declarations are automatically translated into the canonical style before
further processing. The �exibility of the syntax style enables a user to choose



a preferred representation according to her/his habits or the complexity of the
system to be analyzed. The �exibility in the order of attribute declarations
facilitates extensions and modi�cations of attribute lists when incorporating new
timing models. The following listing shows an example of a task set declared
using the three representation styles.

−− Po s i t i o n a l s t y l e :
−− Task (name , per iod , wcet , deadl ine , o f f s e t ) :
Task (" task1 " , 20 , 3 , 15 , 2)

−− Canonical s t y l e :
Task{name="task2 " , per iod=23, wcet=4, dead l ine=8}

−− Record s t y l e :
Task (" task3 ")
task3 . wcet = 5
task3 . per iod = 23
task3 . dead l ine = 13
task3 . o f f s e t = 5
Task (" task4 ")
task4 . wcet = 9
task4 . per iod = task3 . per iod
task4 . dead l ine = 2 ∗ task3 . dead l ine
task4 . o f f s e t = 7

Extensibility. We are currently extending RTSpec with constructs which are
characteristic of some analyzers, e.g. minimum distance functions for pyCPA. It
is our intention to have speci�c keywords identifying extensions in a speci�cation.
Such constructs must correspond to extensions of the RTLib UPPAAL library
and whenever possible semantic mappings must be provided to transform an
extension-dependent speci�cation into a coarser grained basic speci�cation.

5.2 Current status of the RTSpec-based tool chain

So far, we have: (1) de�ned the basic part of RTSpec based on a subset of the
RTLib basic library, (2) implemented a translator which takes any RTSpec input
and translates it into an equivalent canonical form, (3) implemented translators
which transform an RTSpec (canonical) speci�cation into a number of formats,
including the CPAL Language7, MAST PTE �le8, pyCPA9, SchedMCore10 and
Times11. Note that these tools do not provide a formal semantics for their in-
put format. As a consequence it is not possible to prove the correctness of our

7 http://www.designcps.com/
8 http://mast.unican.es/
9 http://pycpa.readthedocs.io/en/latest/

10 https://forge.onera.fr/projects/schedmcore
11 http://www.timestool.com/



translations in any formal way. Instead we rely on a tight collaboration with
the researchers involved in the development of the targeted analyzers. Another
way to look at this issue is then to consider RTSpec and RTLib as the reference
semantics for these input formats.

6 Methodology

Our framework is targeted at developers but also users of timing analysis tools.
This section describes the methodology that our framework supports for these
two categories of people.

6.1 For system architects

With a variety of available tools, it can be di�cult for the architect of a real-time
system to select the best �t to analyze his/her particular system. Our framework
enables her/him to compare tools by taking the following steps:

1. System speci�cation: specify the system in RTSpec and apply automatic
translations to generate an input for some existing tools.

2. Comparative experiment: analyze the system with several tools and compare
their analysis results.

6.2 For developers of analyzers

With the advance of research on schedulability analysis, researchers propose
new methods and implement new tools. Such new methods often incorporate
new concepts for characterizing real-time systems more faithfully than existing
models, so as to obtain more precise analysis results. The incompatibility and
incomparability between the timing models underlying all these tools lead to
di�culties for the developer of a new analyzer to argue about the advantages of
their new tool over existing analyzers.

Our framework enables tool developers to formally relate their timing models
to existing ones and to conduct comparative experiments. More speci�cally, let
T denote a new tool, andMT the timing model underlying tool T . The work�ow
for the developer of T is as follows:

1. Semantics de�nition: Formalize MT by extending RTLib, i.e. providing an
operational semantics for the new concepts in MT by re�ning or modifying
the related concepts in RTLib. The extension of automata templates can be
conducted with the UPPAAL model checker. Our tool RTLibEx helps to
extend the data types in RTLib.

2. Syntax de�nition: Extend the syntax of RTSpec so as to represent the new
concepts in MT . In principle this could be automated in RTLibEx but the
process is manual at the moment.



3. Translator development: Develop a translator between RTSpec and the input
format of T . Additionally, whenever possible a semantic mapping of RTSpec
extensions for T to basic elements must be provided to enable comparison
with tools which cannot handle such features.

4. Benchmark speci�cation: Design some benchmarks in RTSpec, or in the
input format of T if a translator from T to RTSpec is implemented.

5. Comparative experiment: Conduct an analysis of the benchmarks with var-
ious tools, and compare their analysis results.

7 Conclusion

This paper presents our ongoing work on a framework for evaluating schedu-
lability analysis tools. We propose RTSpec as a common format for specifying
real-time systems. The formal semantics of RTSpec is represented by a modular
and extensible UPPAAL model library, which covers a wide range of terminol-
ogy in schedulability analysis. We are developing a tool chain which translates
RTSpec �les into an input for diverse tools, such that a system only has to be
speci�ed once to be analyzed by several tools.

Compared to more general formalisms such as Amalthea [1] or MARTE [20],
the expressiveness of RTSpec is constrained to only support features that are use-
ful for rigorous timing analysis, i.e. supported by static analyzers. This principle
allows us to formalize all concepts used in RTSpec, and hence enables rigorous
mappings between various timing models.

For evaluating various timing analysis tools, researchers have developed tool-
neutral languages and implemented their mappings to di�erent tools, e.g. in [22]
and Waruna. However, this approach has two defects: (1) it cannot ensure the
correctness of the mappings; (2) a special feature which can be expressed by
one tool may have no direct mapping in other tools. With our approach, the se-
mantics of the terminology is de�ned independent from the translations between
tools. The semantics of the formalism of each tool helps users to understand the
concepts and the assumptions underlying the tool. With the explicit semantics,
di�erent but related concepts can be mapped to each other through approxima-
tion/abstraction.

RTSpec serves as an extensible framework for connecting di�erent formalisms.
Currently, the expressivity of RTSpec Basic is the common subset of the exist-
ing formalisms. Next, we will extend RTSpec, in collaboration with the tool
developers, to incorporate the special features of their formalisms. The aim is
to incorporate the important features of existing tools, so that the tools can be
evaluated with a comprehensive set of benchmarks. We are still developing the
benchmarks, and will present them later.

Note that in this paper the primary usage of UPPAAL models is as the
operational semantics of the terminology concerning real-time systems. Given
speci�c RT systems, the UPPAAL model checker can be used for exact timing
analysis, if the complexity of the model does not exceed the capability of the
model checker.



Ongoing and future work. Let us summarize here the topics on which we
are currently working or plan to work in the near future.

� Extension of RTLib. To encompass the key elements of the pyCPA and
MAST timing models, RTLib is currently being extended in two directions:
the platform model, to take shared resources into account, and the task
model, to handle more complex dependencies between tasks.

� Semantic mappings. We want to investigate mappings from timing model
extensions to the basic timing model. In particular we need to rigorously
de�ne mappings between timing models based on their formal semantics,
and prove their correctness in the sense that schedulability analysis on the
approximated system speci�cation is possibly pessimistic but still correct.

� Extension of RTSpec and its associated tool chain. The current RTSpec is
based on the basic timing model de�ned by RTLib Basic, which is the com-
mon subset of the timing models of various analyzers. Further, we will extend
RTSpec with typical special features supported by some of the existing an-
alyzers and extend the corresponding translators.

� Comparative experiments and benchmarks. Finally, we will develop a set of
benchmarks derived from synthetic and industrial cases, and conduct a com-
parative evaluation of existing analyzers. The analysis results thus obtained
with these benchmarks will show the relative strengths of the analyzers on
di�erent types of systems, and help users to choose tools according to the
features of their systems.
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