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Abstract

For Markov processes with absorption, we provide general criteria en-
suring the existence and the exponential non-uniform convergence in wei-
ghted total variation norm to a quasi-stationary distribution. We also char-
acterize a subset of its domain of attraction by an integrability condition,
prove the existence of a right eigenvector for the semigroup of the pro-
cess and the existence and exponential ergodicity of the Q-process. These
results are applied to one-dimensional and multi-dimensional diffusion
processes, to pure jump continuous time processes, to reducible processes
with several communication classes, to perturbed dynamical systems and
discrete time processes evolving in discrete state spaces.
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1 Introduction

Let (X;, t € I) be a Markov process in E U {0} where E is a measurable space and
0 ¢ E, with set of time indices I which might be R, or %Z+ for some ke N :=
{1,2,...}, where Z, :={0,1,...}. For all x € Eu {0}, we denote as usual by P, the
law of X given X = x and for any probability measure p on E U {9}, we define
Pu = [pu9 Px(dx). We also denote by E, and E,, the associated expectations.
We assume that 9 is absorbing, which means that X; = 0 for all ¢ = 75, P-almost
surely, where
19 =inf{t e I, X; = 0}.

Our goal is to study the existence of quasi-limiting distributions on E for the
process X, i.e. probability measures v such that

m  Pu(X;€ Al <15 =v(A)

tel, t—+oo



for some probability measure p on E and for all A< E measurable. Such a mea-
sure v is a quasi-stationary distribution for X, i.e. a probability measure such
that P, (X; € - | £t < T3) = v(-) for all t € I. We refer the reader to [34) [83] [104]
for general introductions to quasi-stationary distributions. In particular, it is
well-known that there exists a constant 1y = 0, called the decay parameter of
the quasi-stationary distribution v, such that P, (t < 75) = e M forall t € I (for
discrete time processes, i.e. I = Z., the term refers to y = e o),

More precisely, our first goal is to give general criteria involving Lyapunov-
type functions ¢; = 1 and ¢, < 1 ensuring the existence of a quasi-stationary
distribution vgsp such that

¢ (1)

, Ytrel, (1.1)
K(p2)

IPu(Xe € 1<75)=vaspl v, = Ca
for some constants C € (0,+o00) and « € (0,1) and for all probability measure u
on E such that u(¢) < +oo and p(¢g2) > 0, where u(¢p) := [ ¢(x) u(dx) and, for
all probability measures u; and o,

Iy — p2llTvip) = sup [t (f) = p2 (NI
f:E—Rmeasurable s.t. |[f|<¢;

When ¢, is bounded, we recover convergence for the usual total variation dis-
tance | - [l7vq) since the norms | - |7y ) and || - [ 7v(,) are equivalent. The mea-
sure vosp in is the only quasi-stationary distribution v such that v(¢;) <
+o00 and v(¢2) > 0.

Our second goal is to show how our criteria can be applied to a wide range
of Markov processes, including several classes of processes for which even the
existence of a quasi-stationary distribution was not known, such as diffusions in
irregular domains or perturbed dynamical systems in unbounded domains.

General criteria ensuring that the convergence in holds uniformly with
respect to the initial distribution ¢ have been studied in [10, 20]. In this case,
vosp is the quasi-limiting distribution of any initial distributions. However, these
results do not apply to processes admitting several quasi-stationary distribu-
tions, which is known to happen in a variety of specific cases, even for processes
irreducible in E (including branching processes [95} 2,73} [76], one-dimensional
birth and death processes [99, 147, 46, [108] and one-dimensional diffusion pro-
cesses [75] B1]). In addition, as for non-absorbed processes, uniform conver-
gence with respect to the initial distribution only happens for processes that
come back quickly in compact sets [85, 20] or are killed fast [106]. The present
paper provides general criteria generalizing those of [20] to cases of non-uniform
convergence.



Given a quasi-stationary distribution v, its domain of attraction is defined
as the set of probability measures p on E such that P, (X; € - | £ < T5) converges
in total variation norm to v. In the case where the domain of attraction of v
contains all Dirac masses, v is called the Yaglom limit, or the minimal quasi-
stationary distribution. In all the models admitting several quasi-stationary dis-
tributions cited above, it has been proved that the minimal quasi-stationary dis-
tribution exists. The convergence implies in addition that the domain of
attraction of the Yaglom limit vogsp actually contains all measures p such that
(1) <ooand u(g,) > 0.

We provide in Section |2| criteria ensuring for all r € Z,. We also ob-
tain several consequences, including a large subset of the domain of attraction
of vosp and the geometric uniform convergence of x — eMP (n<1y)/ @1(x) as
n — +ooton/¢;, wherenis a function which satisfies Ex (7(X,) 1 ,<7,) = e‘/lonn(x)
forall n € Z, and x € E. We also obtain the existence of the process (X,,ne€ Z,)
conditioned to never be absorbed (the so-called Q-process) and its geomet-
ric ergodicity. Links between ergodicity of the Q-processes and quasi-limiting
properties were already studied in various context (see for instance [1} 53} [86}
98,49,189]). All these results are proved in Sections[9|and[10]

The criterion developed in Section assumes that (X, n € Z,) is aperiodic
but of course applies to 1-periodic processes (X;, ¢t € I). Under additional ape-
riodicity assumptions, we show in Section |3| how the previous results extend
to general time indices ¢t € I and provide practical versions of our criteria for
continuous-time processes. We also provide alternative conditions allowing to
check our criteria, that are easier to check in some cases. We also show that the
known criteria for uniform convergence in obtained in [20] can be recov-
ered using this new approach. These results are proved in Section

These results allow us to put in a unified framework a large body of works
on quasi-stationary distributions as illustrated by the rest of the paper, which
is devoted to the application of our abstract criteria. We start in Section [4| with
diffusion processes in R, d = 1, absorbed at the boundary of a domain D. Our
analysis provides for example the following general result.

Theorem 1.1. Assume that E = D is a bounded connected open subset of R% and
that (X;, t € R,) is solution to

dX[ = b(Xt)dt + O'(Xt)dBt

until its first exit time 14 from D, where B is a r -dimensional Brownian motion
and b : RY — R? and o : R — R%*" are Hélder functions, such that o is uni-
formly elliptic. Then, the process X has a unique quasi-stationary distribution



vosp which satisfies
c
”P“(Xt €-|t<1y) —VQSD”TV < ma , Vi€ [0, +00),

for some constants C < +oo and a € (0,1), where the function n is €*(D) and
satisfies

1 d r 6217
=) Y o0 i) (x) =-Aon(x), VxeD

d 0
n
bi(x)— (x) +
i:Zi "o 2= 0x;0x;
and
n(x) = lim e’l"th(t<Ta), VxeD,
t—+o00

where the convergence is uniform in D.

We emphasize that one of the main contributions of this result with respect
to the existing literature (see for example [90} 53| 15} 70} 43} [17, 26]) is that it
applies to any bounded domain D without any regularity assumption, with pos-
sible applications to recent Monte-Carlo methods (see [92,109]). Theorem [1.]]
is in fact obtained in Section[4]as a particular case of a criterion for unbounded
domains and coefficients b and o only locally Holder and locally uniformly el-
liptic in D. We also consider the case of diffusions with killing in Section[4.4] All
these results are proved in Section

Absorbed one-dimensional diffusions with or without killing have received
a lot of attention (see for instance [78} (33} [75} [81} 96} 14 [74), [71) (61} [87, 23} 22]).
We consider these models in Section Our main contributions with respect
to the literature are the characterization of a larger subset of the domain of at-
traction of the minimal quasi-stationary distribution, weaker regularity of the
drift and diffusion coefficients and explicit general bounds on ¢; and Ay al-
lowing practical verification of our assumptions. Our criteria also provide alter-
native approaches to other classes of processes in continuous time and space,
as those studied for example in [32, [6] using a spectral approach based on Ty-
chonov’s fixed point theorem, in [62, [49] 56, (13} [7] based on compactness or
quasi-compactness properties, and in [80] for branching Markov processes us-
ing Lyapunov conditions on the conditioned semigroup.

The case of continuous-time Markov processes in discrete state spaces is
considered in Section[5|with application to multitype birth and death processes
absorbed at the exit of any connected E c Z¢ (in the sense of the nearest neigh-
bors structure of Z%). Note that the quasi-stationary behavior of finite state
space processes [39] and of one-dimensional birth and death processes [67} 54,
16,168,199, [100] has been extensively studied using spectral methods that do not



generalize easily to the multi-dimensional countable state-space setting. The
quasi-stationary behavior of multi-dimensional birth and death processes was
studied in the case of uniform convergence in in [21} 26,30} 31].

All the previous examples assumed irreducibility of X in E. In Section[6}, we
show that our criteria also apply to reducible cases, as those considered in [88]
(for Galton-Watson processes), [55] (for discrete processes), [19] (for Feller dif-
fusions) and [18}104] (in the finite case). We first give a general criterion in Sub-
section[6.1)and we study in details an example with a countable infinity of com-
munication classes in Subsection[6.2l

In Section |7, we consider general models in discrete time and continuous
space, first extending the criteria of [10, [17] in order to cover the case of Euler
schemes for stochastic differential equations absorbed at the boundary of a do-
main (as defined in [79} 51]]) and penalized semigroups (as in [41}42]; note that
all our results naturally extend to penalized homogeneous semigroups, provided
the penalization rate is bounded from above, see [24}25]). We then study in de-
tails the case of perturbed dynamical systems, as those considered for example
in [9},/5}62], where the quasi-stationary behavior was studied using the criterion
of [1I0]. As an illustration of our method, let us mention the following original
result.

Theorem 1.2. Let E = D be a measurable set of R? with positive Lebesgue measure
and let0 € D. Assume that

fXn)+¢én ifXp#0and f(X,)+EneD,
Xn+1 = .
0 otherwise,

where f : R — R? is a locally bounded measurable function such that

[x] =1 f ()]

+00
| x|—+00

and (&) nen is an i.i.d. non-degenerate Gaussian sequence in R%. Then (I.I) is
satisfied for ¢ (x) = e and a positive measurable function ¢, on D.

Finally, we study in Section|[8|the case of processes in discrete time and dis-
crete space. This is the most studied situation in the literature since it cov-
ers both the Galton-Watson processes [112, 59, 64} 2] and the general discrete
case [38| 95| [47, 48] [46) [45} [55} [82]. We first show in Subsection that our
results allow to recover the general criterion of [45], based on the theory of R-
positive matrices. We then consider general population processes dominated by
population-dependent multi-type Galton-Watson processes in Subsection
The case of population-dependent Galton-Watson processes with a single type



was studied in [55] using quasi-compactness methods. We also obtain as a corol-
lary several results on subcritical multi-type Galton-Watson processes. We do
not recover the optimal Llog L assumption on the offspring distribution [64}, [60]
for the existence of a minimal quasi-stationary distribution vgsp having finite
first moment, but we obtain a stronger form of convergence in (I.1), a larger
subset of its domain of attraction and stronger moments properties on vgsp.

2 Main Results

Let (X;, t € I) be a Markov process in E U {0} where E is a measurable space and
0 ¢ E, with set of time indices I which might be Z, ={0,1,...}, R} or %Z+ for
some ke N={1,2,...}. We define the absorption time 75 as

19 =inf{r e I, X; = 0}.

In this section, we study the sub-Markovian transition semigroup of X consid-
ered at integer times, (Pj) ez, , defined as

Pnf(x) =Ex(f(Xn)1p<s,), VREZ,,

for all bounded or nonnegative measurable function f on E and all x € E. We
also define as usual the left-action of P,, on measures as

UPnf =y (f(Xn)ﬂnqa) = fEPnf(JC)H(dx),

for all probability measure p on E. We make the following assumption.

Assumption (E). There exist a positive integer n;, positive real constants 8,0, ¢, ¢z, c3,

two functions ¢, ¢, : E — R, and a probability measure v on a measurable sub-
set K c E such that

(E1) (Local Dobrushin coefficient). Vx € K,

P.(Xp, €)= cv(-nK).

(E2) (Global Lyapunov criterion). We have 6; < 0, and
inf ¢, (x) =1, supg;(x) <oo
xeE xeK

inf @, (x) >0, sup@2(x) <1,
xeK x€E

P](pl (x) < 01(,01()6) + Cz]l]((x), VxeE
P1gp2(x) = 02¢2(x), VX €E.



(E3) (Local Harnack inequality). We have

supyeKle(n <Tp)

su <c
(E4) (Aperiodicity). For all x € K, there exists n4(x) such that, for all n = n4(x),

P.(X,€K)>0.

Note that it follows from (E2) that 8, < 1 and thus 6; < 1. We also em-
phasize that our assumptions neither require that 75 < +oo Py-a.s., nor that
Py(n <13) >0forall £t =0and x € E. Several examples of Markov processes
satisfying Assumption (E) are provided in Sections[4]to

Assumption (E) is an extension of the ergodicity criteria developed in [84].
Indeed, if we assume that 75 = oo P-almost surely for all x € E, then Condition
(E3) becomes void and one can take ¢, = 1 in (E2), so that 8, = 8y = 1. We recog-
nize in (E1) the standard “small set” assumption of [84], in (E2) for ¢; a standard
Foster-Lyapunov criterion and in (E4) an aperiodicity condition. As such, it is
well-known that alternative formulations of these conditions can be given. In
the general case, we provide in Section[3.I]conditions ensuring the existence of
Lyapunov functions satisfying (E2) in terms of exponential moment of hitting
times for ¢; and exponential decay of the probability to be in K for ¢, and con-
ditions ensuring (E1) and (E3) based on comparisons between transition prob-
abilities. Similarly as for the ergodicity criteria developed in [84], we extend our
criterion to the continuous-time setting in Section3.2]

In the rest of this section, we state the main general consequences of As-
sumption (E). We start with the exponential contraction in total variation of
the conditional marginal distributions of the process given non-absorption. Its
proofis given in Section[9}

Theorem 2.1. Assume that Condition (E) holds true. Then there exist a constant
C>0, aconstant a € (0,1), a probability measure vgsp on E such thatvgsp(K) >
0 and such that

<ca"PP) yso, @2.1)

TV(pr) u(p2)

uP
H z VQsD

PPy lg

for all probability measure u on E such that p(¢;) < oo and u(p2) > 0. In ad-
dition, vqsp is the unique quasi-stationary distribution satisfying vosp(¢2) > 0
andvgsp(g1) < oo.



Remark 1. For all p = 1, Holder’s inequality entails
Pi(g,'") < 0191+ 210"7 <0, )P + ¢, 1,
so that ((pi/p , () satisfies Assumption (E) for all p <log8;/1og8,. Therefore, the

exponential convergence (2.1) actually holds true for the norm || - | V') and
1

measures ¢ such that ,Lt((p}/p) < +oo for some p <logf;/logf,.

In the following result, we show the existence of an eigenfunction n of P; for
the eigenvalue 0y, where 6 € (0, 1] is such that

Pyosp (1 <79) =0y, VneN.

We recall that the existence of the decay parameter 6y is a classical general result
for quasi-stationary distributions [83} 34]. The proof of the following result is
initiated in Section[10.1]and concluded in Section[10.3] To state this result, we
define for all positive function ¥ on E the space L™ () as the set of measurable
real functions f on E such that || f|lzoqy) := sup,cg f(x)/y@(x) < co. Note that
(L), | - iz (y)) is @ Banach space.

Theorem 2.2. Assume that Condition (E) holds true. Then there exists a function
n: E — R, such that

P.(n<t
n(x) = lim M: lim 6,"Px(n<7ty), Vx€E, 2.2)
n—+oo l]:DVQSD (n< Ta) n—+oo

where the convergence is geometric in L°(¢1). In addition, we have inf,cgn(y) >
0,vosp(m) =1,n€ L™ ((pllog(“e(’)/logmgl)),

P117 =0017 and 0y=0,>0,.

Remark 2. In general, there is no simple relation between ¢, and 7, in particular
(2 is not necessarily an element of L>°(n). However, it is true that, for all x € E,
Prg2(x) > 0 for some k = 0 if and only if n(x) > 0 (see Corollary below).
Remark 3. Note that, when 7 is bounded, the last result implies that one can
actually take @2 = /|1l in Condition (E2). Results with unbounded ¢, or 1/¢;
can also be obtained by taking the ¢, -transform of (P,) ez, (see [4,125]).

We consider now the Q-process and its ergodicity properties under Condi-
tion (E). In the next result, proved in Section[10.2} Q = EZ+ is the canonical state
space of Markov chains on E and (£,) ,cz, is the associated canonical filtration.
We emphasize that the constant @ may differ from the one in Theorem2.1] In
the following result, we define

E':={x€E,n(x)>0}.

10



Theorem 2.3. Condition (E) implies the following properties.

(i) Existence of the Q-process. There exists a family (Qx) xep' of probability mea-
sures on Q) defined by

lim Py(Aln<7s) =Qx(A)
n—-+o0

for all x € E', for all &,,-measurable set A and for all m = 0. The pro-
cess (Q, (Fn)nez,, Xn)nez,, Qx)xer) is an E' -valued homogeneous Markov
chain.

(ii) Semigroup. The semigroup of the Markov process X under (Qx)xep is given
for all bounded measurable function ¢ on E' and n =0 by

-n
0

n(x)

Ppp(x) = —— P, (n¢) (x). 2.3)

(iii) Exponential ergodicity. The probability measure 3 on E' defined by
B(dx) =n(x)vosp(dx).

is the unique invariant distribution of the Markov process X under (Qy) xep -
Moreover, there exist constants C > 0 and « € (0,1) such that, for all initial
distributions u on E' such that p(¢1/n) < oo and

1P =B 1y < Ca™ m(r/n), Vn20, (2.4)
where Qy = [ Qx p(dx). In addition, for all initial distributions y on E',

P = Bl 7y —=0 2.5)
We conclude this section with corollaries of the last theorem. The following
result is proved in Section|10.3

Corollary 2.4. Assume that Condition (E) holds true. Then there exist constants
C >0anda € (0,1) such that, for all probability measure i1 on E such that u(¢;) <
+00,

166" 1Pn— VoD 7y, = Ca"ul@). 2.6)

Remark 4. The proof of Theoremmakes use of [57,/58], which allows to derive
explicit expressions for the constants C and a (we refer the interested reader to
Remark 22). In particular, using these estimates in the proof of Corollary
would also provide explicit constants in (2.6).

11



Remark 5. The formulation (2.6) for the convergence of the semigroup is natural
in this setting, since a property of equivalence between and Condition (E)
is proved in [4} 25].

The last corollary has consequences on the attraction domain of vgsp.

Corollary 2.5. Assume that Condition (E) holds true. Then
E'={x€E:3k=0, Prpz(x) >0}

and the domain of attraction of vgsp for the total variation norm contains all
probability measures on E such that w(E') > 0 and u(q)}/p) < +o0 for some p <
log01/10g0>. If in addition ¢, is bounded, then the domain of attraction of vgsp
is the set of probability measures on E such that u(E') > 0 and vqsp is the unique
quasi-stationnary distribution giving positive mass to E'.

Convergence estimates can also be obtained for initial distributions on E’
satisfying u(n) < 4+oco but not necessarily p(¢;) < +oo. The following result is

proved in

Corollary 2.6. Assume that Condition (E) holds true. Then, for all probability
measures i1 on E' such that u(n) < +oo,

165" 1P" — ) vasp vy~ O- @2.7)

In particular, ifn is positive on E, then vgsp is the unique quasi-stationary dis-
tribution of X such that vqosp(n) < +oo. If in addition n is lower bounded away
from 0 on E, then for all probability measures i1 on E such that u(n) < +oo, we
have

[Pu(Xne-1n<1y) 2.8)

—VQsp ”TV(n) 100 0
In particular, the domain of attraction of vqosp contains all probability measures
u on E such that p(n) < +oo.

3 Other formulations and particular cases of Assumption (E)

In this section, we provide general comments on Assumption (E). Alternative
formulations of our assumptions and simple criteria are gathered in Subsec-
tion Subsection focuses on criteria adapted to continuous time pro-
cesses and we consider the case of uniform convergence in Theorem[2.1]in Sub-
section[3.3l

12



3.1 General comments on the assumptions

We propose here alternative formulations of Condition (E2) and criteria ensur-
ing (E1) and (E3) when (E2) and (E4) are satisfied, that may be easier to check in
some practical situations. In particular, we make strong use of these results in
Sections[7land

3.1.1 Construction of Lyapunov functions satisfying (E2)

In order to prove the existence of functions ¢; and ¢, in Condition (E2), one
may use probabilistic properties of the Markov process X, as stated in the fol-
lowing lemmas, proved in Sections[11.1]and[11.2] The first lemma shows a way
to construct ;.

Lemma 3.1. Let K be a measurable subset of E. If there exists 0 > 0 such that

inf 0, "P,.(X,, € K +00,
;EK o Px(Xn ) e ¢

n—-+oo

0;'-1 1,
ﬁzi:}) 0Py (Xy € K), for

any ¢ is such that 02_’ infyex Px(Xp € K) = 1, verifies infx ¢ > 0 and Py, (x) =
02 2 (x). Moreover, (E4) is satisfied.

then the function ¢, : E — [0, 1] defined by @, (x) =

The second lemma shows how ¢; can be constructed. This is a well-known
result in the case without absorption [84], which can provide easier ways to
check (E2) in some situations. We define

Ty =infine Z,, X, € K}. 3.1)

Lemma 3.2. Let K be a measurable subset of E. If there exists a constant 6; > 0
such that

E, (HI_TKA”) <+oo VxeEandC:=supk, ([EX1 (BI_TKM") :H.1<-[6) < +00,
Y€K

then the function ¢, : E — [1, +00) defined by ¢, (x) =E, (GI_T’(MT"]) satisfies

C
supp; <+oo and Py 561<p1+9—]lK.
K 1

Conversely, if there exist two constants C > 0, 8; > 0 and a function ¢, : E —
[1,400) such that supg ¢ < +oo and Py < 0191 + Clg, then, for all 6 > 0,
there exists a constant Cg such that

E, (O_TK”@) < Cypg1(x) Vx€ E and sup E, (Ex, (G_TK’\”) Li<z,) < +oo.
YEK
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Note that the hitting time Tx is defined from the process (X;)nez,. When
I # 7., it might be easier to use criteria based on the hitting time 7x defined
from the full process (X,) ne1. We refer the reader to Lemmal3.6|below for that.

3.1.2 Checking (E1) and (E3) from comparisons between transition proba-
bilities

Condition (E3) is a form of Harnack inequality, and one can indeed use general
versions of these inequalities to check (E3) and (E1) (for example, our results on
diffusions given in Section [4] use this idea, cf. Section[12.2). We propose below
another criterion, based on comparison techniques on transition probabilities,
to check that Conditions (E1) and (E3) hold true when Conditions (E2) and (E4)
are satisfied. This result is proved in Subsection|11.3

Proposition 3.3. Assume that Conditions (E2) and (E4) are satisfied and that
there exist two constants C > 0 and ng < mgy € N such that

Py(Xn, € NK) < CPy(Xm,€-), VX EandyeK. 3.2)
Then Condition (E) is satisfied.

3.1.3 Optimal value of 9, in (E2)

As many results of Section |2l make use of the function <pi/’[J with a parameter
p €[1,logf;/1logfh,), it is important to characterize the largest possible value of
65. This result is proved in Section|11.4

Lemma 3.4. If Condition (E) is satisfied for some functions ¢, and ¢, with con-
stants 61 and 6, then, for all Hé € (61,600) it is also satisfied for ¢, and some func-
tion ¢!, with constants 6, and 0.

3.2 On continuous time

In Section |2, we only considered the conditional behavior of the process X at
integer times. In general, the results of Section[2|do not give information about
the process at intermediate times. In this section, we derive a sufficient condi-
tion which is well suited for practical verification in the case of continuous time
Markov processes or for aperiodic Markov processes, in particular because (F2)
below is usually easier to check than (E2). We consider an absorbed Markov pro-
cess (X¢) re; with time parameter in [ = Z, or [0, +00).

Assumption (F). There exist positive real constants y1,y2,c1,c2 and cs, 1, % €
I, a measurable function vy, : E — [1,+00), and a probability measure v on a
measurable subset L c E such that

14



(FO) (A strong Markov property). Defining
Tr:=inf{teI: X; e L}, (3.3)

assume that for all x € E, X;, € L, P,-almost surely on the event {7} < oo}
and for all ¢ € I and all measurable f: Eu {0} — R,

Ex [f(X)1s,<t<r,] =Ex

Loy<inabx,, [FXm)Timu<rs) |y |-
(F1) (Local Dobrushin coefficient). Vx € L,

Px(Xy €)zc1v(-nL).
(F2) (Global Lyapunov criterion). We have y; <y» and

Ex(1(Xe,) Liy<ronry) S VEW1(X), YXEE
[EX(WI(XI)]]-I<T5) =0, Vxe LJ Vte [Or t2] N Ir
Y, 'Py(X € L)

+oo, Vx€e L.
[—+00

(F3) (Local Harnack inequality). We have
SUP e, Py (t <7y)
sup - <c3
=0 infyer Py (1 <75)

Be careful that the definition of 77 in is different from that of 77 in (3.1).
Note also that, in (F2), the Lyapunov function ¢, has been replaced by an al-
ternative condition similar to Lemma 3.1} Both are actually equivalent thanks
to (FO) (see the beginning of Section[11.5.1).

The following result is proved in Section[11.5]

Theorem 3.5. Under Assumption (F), (X;) e admits a quasi-stationary distribu-
tion vgsp, which is the unique one satisfying vosp (Y1) < oo and vgsp(L) > 0 for
some t € I. Moreover, there exist constants « € (0,1) and C > 0 such that, for all
probability measures (L on E satisfying u(y 1) < oo and pu(y»,) >0,

<Ccal p(yr)
v~ (o)

IPu(X; €1t <78)=vaspl 1y ,Viel, 3.4)

where W (x) = Z":O y;ktZPx(thz € L) for some ny = 1 large enough. In addition,

there exists a constant Ay = 0 such that Ay <log(1/y2) <log(1/y1) and Py, (t <
T) = e~ Mot forall t =0, and there exists a functionn such that

n(x) = tEIPWeA"th(t <15, Vx€E, (3.5)

where the convergence is exponential in Loo(w}/p) for all p € [1,log(1/y1)/ o),
and Pim(x) = e My (x) forallxe E and t € I.
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Akey point that guided our formulation of Condition (F) is that, for continuous-

time Markov processes, usual practical conditions for the existence of v, are
provided by Foster-Lyapunov inequalities (cf. [84]). They involve the extended
infinitesimal generator % of the process X (see e.g. [84}126]) and take the form

Lyr(x) < -y (%) +Clg(x), VxeE. (3.6)

This inequality does not imply, in general, that (E2) holds true for ¢; = ;. How-
ever, Equation implies (formally, assuming one can apply Dynkin’s for-
mula) that Ex[11<7; a7, ¥1(X1)] < e My (x) and Ex[y1 (Xo) Li<r,] < €'y (x). Hence
the first two lines of (F2) can be deduced from classical Foster Lyapunov criteria.
This will be used for diffusion processes in Section[d]or in discrete state space in
Section[ol

Alternatively, one can use controls on the exponential moments for the re-
turn times in L. The following result, similar to Lemma is proved in Sec-
tion[I1.6l

Lemma 3.6. Assume that there exist positive constantsy; >0 and t, € I such that

E, (Yl—n/\ra) <oo, VxeE and suIL) E, ([Eth (Yl—u/\m) ]lt2<ra) < +00,
X€E

theny (x) = Ex (y]"*"") satisfies
Ex(1(Xe) Liy<ronry) SYEY1(X), YXEE
[EX(IIII(X[)]]-[<T@) = (2, VxelL, Vte[0, t2] N1,

for some constant c, > 0.

Remark 6. In the proof of Theorem we will show that Assumption (F) im-
plies that Assumption (E) is satisfied for the sub-Markovian semigroup (P;,) =0

of the absorbed Markov process (Xjs,) nez, , with the functions ¢ = ¥1 and ¢, =
|

v ~Y2,any 0 € (Y2,72), 0, =y and the set

g+ 13
Y2 -

K={yeE P,(tr = )/y1(3) = 01 -7/ 2} o L.

In particular, all the consequences of (E) stated in Sectionhold true. Moreover,
it is also possible to obtain a continuous-time version of Theorem[2.3|about the
Q-process by adapting the proof given in Section

Remark 7. 1f I = R, it follows from the fact that Py = e"l"tn that, setting n(9) =
0, the function 1 defined on E U {0} belongs to the domain of the infinitesimal
generator £ of the semigroup of the Markov process X on E U {8}, seen as acting
on Loo(w}/p) for pe[1,log(1/y1)/ L), and £n = —Aon.
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3.3 The case of uniform exponential convergence

We now want to characterize the case of exponential convergence in total vari-
ation of the conditional distributions of (X) to vosp, uniformly with respect to
the initial distribution u. This question was already studied in [20]. The next
result, proved in Section gives a necessary and sufficient condition based
on Condition (E).

Proposition 3.7. There exists constants C and « < 1 such that, for all probability
measure u on E and all integer n,

|Pu(Xn€-1n<18)—Vvosp| < Ca’, 3.7)

ifand only if Condition (E) is satisfied with a bounded function ¢, and there exists
an integer ny > 0 such that

c:=infP,(X,; € K| nj<15)>0. (3.8)
—  x€E 4

4 Application to diffusion processes

In this section, we apply the criteria (E) and (F) to diffusion processes absorbed
at the boundary of a domain. We give a general criterion in Subsection [4.1]and
apply it to uniformly elliptic diffusions in Subsection[4.2]and to an example with
vanishing diffusion coefficient at the boundary of the domain in Subsection[4.3|
Our criteria are extended to diffusions with killing in Subsection[4.4]and the par-
ticular case of one-dimensional diffusions is studied in Subsection 4.5

4.1 Ageneral criterion in any dimension

We consider a diffusion process X on a connected, open domain D c R for
some d =1, solution to the SDE

dX, = b(X,)dt +0o(X,)dB;,, 4.1)

where B is a standard, r-dimensional Brownian motion and b: D — R% and o :
D — R%*" are locally Holder functions, such that o is locally uniformly elliptic in

D,i.e.

. . s*o(x)o*(x)s
VK c D compact, inf inf — > 0,
xeK seR4\{0} s

where | - | is the standard Euclidean norm on R?. We assume that the process
is immediately absorbed at some cemetery point 0 ¢ D at its first exit time of
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D, denoted 74. The existence and basic properties of this process need some
care since the coefficients b and o are only defined in the open set D without
any assumption on the boundary of D, and so may not be possible to extend as
continuous functions out of this set. Details are given in Subsection For
the moment, let us only observe that, for all k = 1, defining the compact set

Ki={xeD:|x| < kand d(x,D) = 1/k},

a weak solution to (4.I) can be constructed up to the first exit time K¢ of Kj. as
defined in (3.3). The proper definition of the absorption time 74 is

Tg =SUpPTke. (4.2)
k=1 k
We introduce the differential operator associated to the SDE (4.1}, related to
the infinitesimal generator of the process X: for all f € %2(D), we define for all
xeD

ZLf(x):= ib(x)ﬁ(le i im (xX)0 j(x) ’f (x) (4.3)
a7 Xi | Sl 0xi0xj .
We also define the constant
Ao = inf{/l >0, s.t. liminfe' P, (X € B) > o} (4.4)

for some x € D and some open ball B such that B c D. It is standard to prove
using Harnack inequalities (proved in our case in Section that, under the
previous assumptions, 1y < +oo and its value is independent of the choice of
x € D and of the non-empty, open ball B such that B c D.

The following result is proved in Sections[12.1]to

Theorem 4.1. Assume that there exist some constants C > 0, A; > Ao, a €*(D)
function@: D — [1,+00) and a subset Dy < D closed in D such thatsup ¢ p, ¢(x) <
+o00 and

ZLpx) = -A1@(x)+ Clyep,, VxeD. (4.5)

Assume also that there exists a time s; > 0 such that

sup Py(s1 <7k, ATp) 0. (4.6)

xeDy k—o0

Then X admits a quasi-stationary distributionvqsp which satisfies vosp (p''P) <
+oo for all p > 1. Moreover, for all p € (1, A1/ ), there exist a constant a € (0,1),
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a constant Cy and a function ¢, : D — (0, +o0) uniformly bounded away from 0
on compact subsets of D such that, for all probability measures |1 on E satisfying
p(@''P) < oo,

1/p
”I]:D,u(Xt €-]1<1yH) —VQSD ”TV((p”P) <C at M(p—)

, Vte[0,+o00).
P pﬂ((l)z,p)

In particular, vosp is the only quasi-stationary distribution of X which satisfies
vQSD(cp”’”) < +oo0 for at least one value of p € (1, 11/ Ap).

Remark 8. Note that Tk, =0 Py-a.s. for all x € K, thus

Sup Pr(s1 <Tx, ATg) = sup Py(s1<Tg, ATp).

xeDy x€Dy\ K}
Hence Condition (4.6) requires the process to be absorbed or return in K} fast
starting in Dg \ K.

Remark 9. We shall actually prove that, under the conditions of the previous
theorem, Assumption (F) is satisfied with L = K for some k = 1, and y; = ¢'/?,
for any p € (1, 11/ ).

Remark 10. In general, the assumptions of Theorem 4.1 do not ensure the non-
explosion of the Markov process X. In the case of an explosive Markov process,
the definition of 75 in implies that, in the event of an explosion, the absorp-
tion time 74 is defined as equal to the explosion time.

The last result has other consequences of interest, gathered in the next corol-
lary, proved in Section

Corollary 4.2. Under the assumptions of Theorem([4.1} the infimum defining the
constant Agy in is actually a minimum and it satisfies IPVQSD (t<Tty) = e Mot
forallt = 0. In addition, the function n of Theorem satisfies Py = e Moy for
all t = 0. In particular, n belongs to the domain of the infinitesimal generator of
the semigroup of the process X defined as acting on the Banach space L™ (¢,),
and it is an eigenfunction for the eigenvalue —\y. In addition, n € 6*(D) and
£n(x) =-Aon(x) forall xe D.

4.2 Application to uniformly elliptic diffusion processes

We consider the case where o can be extended to R? as a locally uniformly el-
liptic matrix-valued function. In the following corollary, we give a general situ-
ation where holds true. We emphasize that, contrary to previous results
on existence of quasi-stationary distributions for diffusions in a domain (see
e.g. [90,53}[70,/43,[17]), no regularity on the boundary of D is required.
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Corollary 4.3. Let D be an open connected subset of R%, d = 1. Let X be solution
to the SDE

dX[: b(Xt)dt‘f‘O'(Xt)dBt, <7y, (47)

where b : R — R and o : R — R*" are locally Hélder continuous in R and
o is locally uniformly elliptic on R%. Recall the definition of Ap and assume
that there exist constants C >0, 11 > Ao, a €%(D) function ¢ : D — [1,400) and a
bounded subset Dy c D closed in D such that

ZLpx) = -M1px)+Clyep,, Yx€D. (4.8)

Then the process X absorbed at the boundary of D (in the sense of (4.2)) satisfies
the assumptions of Theorem/[4.1]

Note that we do not assume that ¢(x) — +co when |x| — +oc0, hence the
process X may be explosive (see Remark[10).

Proof. Letus consider the diffusion process Y solution to onR“. Due to our
regularity assumptions on b and o, this process is well-defined up to a possibly
finite explosion time Teyp. The Harnack inequality applied to Y on the
compact set Dy ensures the existence of constants § > 0 and N such that, for all
f: R4 — [0,1], forall x € Dy and all ¥y € B(x,0),

[Ex[16+52<rexp1f(yé+52)] = N[Ey[15+262<rexp1f(Y5+262)1~

By compactness of Dy, there exist a positive integer n and y,,..., y, € Dy such
that Dy < U?:l B(y;,0). Setting s =0 + 52, we deduce that, for all k = 1 and all
X € Dy,

Px(Y, € D\Ky) < N max Py, (V52 € D\Kp) ——0.
<i<n

k—+00
Hence is satisfied. This and Theorem[4.1]end the proof of Corollary[4.3] O

We give three examples of application.

Example 1. Assume that D is bounded. Then, one can choose Dy = D and
¢ =1in Corollary[4.3] This implies that Assumption (F) is satisfied for g = ¢”
bounded (see Remark [9), so that it follows from Theorem that the conver-
gence of eM!Px(t < 1) to 7 is uniform and that 7 is bounded. Theorem
also implies that Assumption (E) is satisfied for some bounded ¢, and ¢-. Since
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Pin= e"l‘)n and e % > 0, > 0;, we deduce that (E) is still satisfied if @ is re-
placed by n/I1lo- Therefore,

P,(X,€-|n<T5) —Vvosp <——a", VneN.
u Q TV
p(m)

The extension to any ¢ € [0,+00) can be obtained using the same argument as
in Section [11.5.2{replacing ¢, and ¢/, with 7. This implies Theorem of the
introduction.

Example?2. Assume that D c R? is open connected and that
dXt = b(Xt)dt'FO'(Xt)dBt

in D, where b: R4 — R? and ¢ : R — R4*" are locally Hélder continuous in R4,
o is locally uniformly elliptic on R% and

(b(x),1)
(x,1) Ix|—+oc0

)

where (-, -) is the standard Euclidean product in R4 and |-| is the associated norm.
Then (4.8) is satisfied for ¢ (x) = 1+x;+...+ x4z and hence the process X absorbed
at the boundary of D satisfies the assumptions of Theorem[4.1}

Example3. Assume that D c R is open connected and that
dX; = b(X;)dt+dB;

in D, where b:R% — R? is locally Holder continuous in R4 and

limsup bix), 2) < _3 Ao, (4.9)

x| — +o0 x| 2

where (-,-) is the standard Euclidean product in R% and A is defined in @.4).
Then the process X absorbed at the boundary of D satisfies the assumptions of
Theorem[4.11

Indeed, let us check that is satisfied for ¢(x) = exp(\//l_o |x]). One has,
forall x #0,

d Vil (/A5 VAox?  Aox: VTt VAobi () xi
|x| 1 1
L= ; (|x| P |x|2) Z ]
d-1 Ao  (b(x),x)
<\/_(p(x)(2||+ 2 + B )

= -(Ao+8)ex)
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for some ¢ > 0 and for all x such that |x| is large enough. This implies (4.8).

To apply this criterion, it is necessary to obtain a priori bounds on 1y. We
will give some ideas about how to do so for one-dimensional diffusions in Sec-
tion[4.5] In general, one can also use of course that is implied by

. (bx),x)
lim —— =

lx|—+00 x|

4.3 Non-uniformly elliptic diffusions: the Feller diffusion with com-
petition

We provide an example where the diffusion matrix o cannot be extended out of
D as alocally uniformly elliptic matrix. This example deals with Feller diffusions
with competition and is motivated by models of population dynamics with d
species in interaction, where absorption corresponds to the extinction of one of
the populations [15}26].

Assume that D = (0,00)? and

dX!=\/y;X!dB.+ X!b;(X,)dt,

where y; >0foralll1<i=<d, Bl,...,B% are independent standard Brownian

motions and b; are locally Holder in (0,00)¢ and locally bounded in R%.

Proposition 4.4. Assume that there exist constants cy, ¢y > 0 such that

d
xib;(x

y = i <co—clxl, Vxe(0,00)°.
i=1 Yi
Then the process X absorbed at the boundary of D satisfies the assumptions of

Theoreml[4.1l

Compared to the existing literature on multi-dimensional Feller diffusions
(15} 126], the main novelty of this result is that it covers cases where the process
does not come down from infinity, e.g. b;(x) = r; — Z?:l cijlf—ﬁcj, for some pos-
itive constants r; and c;; such that r; < ¢;; forall 1 < i < d, and where b does
not derive from a potential (see for instance [15], based on a spectral theoretic
approach). While our results on existence and convergence to quasi-stationary
distributions are more general than those of [15], we do not recover finer results

on the spectrum of the process, such as its discreteness.

Proof. Our aim is to prove that the assumptions of Theorem 4.1 hold true with
@(x) =exp(c(x1/y1+...+ x/yn), where ¢ = ¢; min,'y,-/\/a.
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We have, for all x € D,

d (.02 b,
fé(p(x):z XicC +cx,bl(x)

i=1\ 2Yi i

ciclx|

)(p(x)s (coc— )(p(x).

Choosing 1; = Ap+1 and Dy = {x € D, s.t. |x| < (2cy +211/¢)/c1}, one deduces
that (4.5) holds true with C = ¢yc maxp, ¢.
Let us now prove that

P.(1<1y)

(4.10)
x—0D,xeDy

which implies that (4.6) holds true with s; = 1. Fix € > 0 and define the set
F = {x eR?, s.t. p(x) = e SUPyep, (p(y)/s}. Using Itd’s formula (see the proof
of (12.9) in Section for details), we deduce from that, For all x € Dy,

[FDX(TF = 1) eC Sup (p(y)/f = [Ex ((p(XTp/\l)]]-TF/\1<Ta) = ec(p(x)y
y€Dy

so thatP,(tr < 1) < ¢ forall x € Dy. Since F¢ is bounded, we have

B:= sup |b;(x)] < +00.
X€FC,i€fl,...,d}

Let (Z¢) re[0,+00) := ..., th) re[0,+00) D€ the solution of the system of SDEs

dZ! =\/y;Z!dB! + Zl Bdr, Zi = X} € (0, +00),

with absorption at the boundary of D. Note that the components of Z are inde-
pendent one dimensional diffusion processes such that 0 is reachable and hence
that

0.

Px(Vte 0,1, Vie{l,...,d}, Z; >0)
x—0D

Standard comparison arguments show that X! < Z! forall t <75 AT A 1 and all
ie{l,...,d}, so that

Px(Vte[0,1],Vi<—:{1,...,d}, X§>0and1<rF) 0.

x—0D

ButP,(1<7tfp)=1-¢,so that

limsup Py (Vt(—: 0,11, Yie{l,...,d}, X > 0) <e.
x—0D

Since this is true for all £ > 0 and since {Yz € [0,1], Vi € {1,...,d}, X! >0} ={l <
75}, we deduce that (4.10) holds true, which concludes the proof or Proposi-
tion 4.4 O
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4.4 Diffusion processes with killing

This section is devoted to the study of diffusion processes with killing. More pre-
cisely, we consider as above a diffusion process X on a connected, open domain
D cR? for some d = 1, solution to the SDE

dX, = b(X,)dt +0(X,)dB, 4.11)

absorbed in 9 at its first exit time Tyt of D, as defined in ({.2), with the same
assumptions as in Section We also assume that the process is subject to
an additional measurable killing rate x : D — R, which is locally bounded: there
exists an independent exponential random variable { with parameter 1 such that
the process is instantaneously sent to the cemetery point 0 ¢ D at time

t
Tazrexjt/\inf{tzo,f x(X5)ds ><f}.
0

Since « is assumed to be locally bounded, one easily checks that A in
is finite, and that it does not depend on x € D or on the open ball B such that
BcD.

The following result is an extension to the multi-dimensional setting of [71],
Theorem 4.3].

Theorem 4.5. Assume that there exist a subset Dy C D closed in D such that

inf x(x)> Ao, (4.12)
xeD\Dy
and a time s; > 0 such that
sup Py(s1 <75 ATg,) —— 0. (4.13)
x€Dy k—+oo

Then the process X absorbed at time Ty admits a unique quasi-stationary dis-
tribution vgsp and there exist a positive function ¢, on D (uniformly bounded
away from 0 on compact subsets of D) and a positive constant C such that

al, Yte[0,+00)

P (X €| t<Tg)— <
IPu(X:€-1t<70)=vasp| 7y )

for all probability measures p on E.

Remark 11. Let us make some comments on the assumptions of the above re-
sult.
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1. If the process without killing rate satisfies (4.13), then the process with
killing rate also satisfies this property. Hence the analysis provided in Sec-
tion[4.2|can also be used to check the assumptions of the above theorem.

2. If infyep\g, K (x) — +oo when k — +oo, then the assumptions of Theo-
rem 4.7 are trivially satisfied.

3. In order to reach the conclusion of Theorem in the setting of killed
diffusion, it is also possible to use a Lyapunov type criterion: the assump-
tion can be simply replaced by the assumption that there exist A > Ag
and C > 0 such that

Lpx) —xk(x)p(x) < —A@(x) + Clxep,.

Note that (4.12) of course implies the last inequality for ¢ = 1. This exten-
sion follows from a simple adaptation of the arguments of Theorem
observing that

t
Ex [f(Xt)]lt<ra] =k, f(X[D)]lt<re,dt exp (_f() K(XsD)dS)] )

where the process XP? is the process solution to (@.11) without killing, ab-
sorbed at its first exit time of D, at time 7 eyit.

4. If in addition the killing rate « is locally Holder in D, we can apply [50}
Cor.3.1] asin Sectionto prove that 1 is 62 (D) and £n(x) -k (x)n(x) =
—Aon(x) forall xe D.

Proof. The proof follows the same lines as the proof of Theorem in Sec-
tion We emphasize that the construction of the process in Section [12.1|is
still valid. The same is true for the Harnack inequalities of Section [12.2]since
they are based on Krylov’s and Safonov’s general result [72] which is obtained
for diffusion processes with a bounded and measurable killing rate. The rest of
the proof is exactly the same, replacing ¢; = ¢ by ¢ = 1. O

4.5 The case of one-dimensional diffusions

In this section, we consider the case of one-dimensional diffusion processes.
Here, the Holder regularity of the coefficients is not needed. Let X be the solu-
tionin D = (a, ), where —co < a < f < +00, to the SDE

dX;=0(X)dB;+b(X,)dt, XpeD,
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where 0 : D — (0,+00) and b : D — R are measurable functions such that (1 +
|bl)/? is locally integrable on D. We assume that the process is sent to a ceme-
tery point 8 when it reaches the boundary of D and that it is subject to an ad-
ditional killing rate x : D — R, which is measurable and locally integrable w.r.t.
Lebesgue’s measure. This assumption implies that the killed process is regular
in the sense that, for all x, y € D, Py (7{y; <o0) > 0.

We define Ay as in (4.4). The fact that Ay does not depend on x nor B is a
consequence of the regularity of the process.

Leté:D — R, and s: D — R be defined by

X b(u) X

6(x)=exp —2/ sdu| and s(x) = f 6(w)du,
Qo U(u) 240}

for some arbitrary ag € D. We recall that s is the scale function of X (unique up

to an affine transformation), meaning that s(X;) is a local martingale. We also

recall that the boundary a (and similarly for ) is said to be reachable (for the

process without killing) if s(a) > —oo and

dx < +o0.

f* s(x) —s(ay)
a 0(X)%5(x)

Theorem 4.6. Assume that one among the following conditions (i), (ii) or (iii)
holds true:

(i) a and B are reachable boundaries;

(ii) « is reachable and there exist A1 > Ay, a €*(D) function ¢ : D — [1,+00) and
x1 € D such that, for all x = x,

2
%(p”(x) +b(x)@'(x) —K(X)P(x) < —A19(x); (4.14)

(iii) there exist A, > Ao, a €*(D) function ¢ : D — [1,+00) and xy < x1 € D such
that holds true for all x € (a, xp) U (x1, B).

Then the conclusions of Theorem[4.1 hold true.

Remark 12. We shall not detail the proof of this result since it is very close to the
proof of Theorem [4.1] given in Section[12] We only explain the places that need
to be modified. First, weak existence, weak uniqueness and the strong Markov
property are well-known under the assumptions that ¢ > 0 and (1 + |b|)/c? €
Llloc(D) (weak existence and uniqueness in law are proved up to an explosion
time in [66] Thm. 5.5.15], so we can construct a unique weak solution and prove
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the strong Markov property as in Section[12.1). Second, in order to construct an
appropriate function ¢ on D, we choose Dy = (@, x1] in case (ii) and Dy = [xp, X1]
in case (iii) and we can extend ¢ on Dy as a bounded €2 (D) function. In case
(i), we can take ¢ = 1 and Dy = D. Third, follows from the fact that the
boundaries @ and g are reachable in case (i) and «a is reachable in case (ii), since

sup  Py(s1<79) =Pgii(s1 <7 a}) —0.
xe(a,a+1/k] —+00
In case (iii), the limit is trivial since Dy c K for k large enough. Finally, all the
arguments using Harnack’s inequality can be replaced by arguments using the
regularity of the process and standard coupling arguments for one-dimensional
diffusions (see [23} 22]).

In order to apply this result in practice, one needs to find computable esti-
mates for 1y and candidates for ¢. One may for instance use the bounds for the
first eigenvalue of the (Dirichlet) infinitesimal generator of (X;, t = 0) obtained
in a L? (symmetric) setting using Rayleigh-Ritz formula in [91} 110, [I11], as ob-
served in [71]. We propose here two different upper bounds for 1y which follow
from the characterization of the eigenvalue 1y and Dynkin’s formula.

Proposition 4.7. Foralla <a<b < 3, we have

2
1
Adp < sup § — b e e
xefa] | 2| [ eXp( 2f7 fz((zz)dz) dy

Ifx — b(x)/o(x)? is €' (la,b]), then

Ao < su ﬂ+g(x) ( b ) X))+ ——= bx” +x(x).
0= 26— )2 20 20 (x)?
Proof. For the proof of the first inequality, set
[ s(x) = s(a)
rw=sinfr ST =oa)
Then, for all x € (a,b),
ox)? _, , _(mPo(x)*6(x)? )
[ x)+bx)f (x)—1<(x)f(x)——(‘Z(S(b)_s(a))2 +x(x) ] f(x)
2 2
--|— z U(xi S +x(x0) | f(x)
Z(fa exp( 2f) UZ((ZZ)) dz)

-Cf(x),
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where

2
1
C:= sup {5( : na(x;( ) ) +1<(x)}.
xe[a,b] /5 exp (—Zf)g’ UZ—(Zz)dz) dy
Since f is C? and bounded, we deduce from Itd’s formula that, for all x € (a, b),
Ex(f(X0)Liary) = € ¢ f(X).
Now, using the fact that 0 < f(x) <1 for all x € (a,b), we deduce that
P, (X; € (a,b)) = e ¢ f(x), VxeD.

As a consequence, the definition of 14 entails 1y < C.
The proof of the second inequality is the same, using instead the function

f(x):=exp (—f by du) sin (nﬂ)
c

o(u)? b—a

for some c € (a,b). O

The next result provides two candidates for ¢. Its proof is a straightforward
computation.

Proposition 4.8. Let ¢ : (0,+00) be any €?(D) function such that, for some con-
stantsa_ < ag< a4+ €D,

o(x) = { Vs - fxzan, (4.15)
V-s(x) ifx<a_.
Then, forallx€ (a,a_1U (a4, B)
o(x)? , o (x)?6(x)? )
@ (X)+b(x)p"(x) —x(X)p(x) < (Wﬂdx) p(x).
Ifx— b(x)/o(x)? is C1(D), then
@(x) =exp (—f @du) (4.16)
a, 0°(U)
satisfies
o(x)? , , b*(x) ) (bY
——¢" () + b)) (x) —xk(X)p(x) = ‘(T + (—2) (X)+7<(x))<p(x).
204(x) 2 o
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Remark 13. The first function ¢ is always uniformly lower bounded on (a, @] U
[as,B) by min{y/s(a,),v—s(a_)}. To ensure that the second one is also uni-
formly lower bounded, one needs further assumptions on the behavior of b/o?
close to a and .

The above results can be used as follows. In the case where « is reachable
and b = 0, Condition (ii) of Theorem[4.6/holds true if

2
liminfa—(x) +x(x) > Ao,
Xx—a

choosing ay = @ and using the function ¢ of (4.15). Similarly, in the case where
a is reachable, o = 1 and b is C!, condition (ii) of Theoremholds true if

b?(x) b'(x)

liminf + +x(x) > Ao,

x—p-

using the function ¢ of (4.16).
We give below more precise examples.

Example 4. Assume that D = (0, +o0), k is locally bounded and that X is solution
to the SDEin D

dXt =V XtdBt - Xtdt
Then 0 is reachable for X and, since

o (x)%8(x)?
SS(X)Z X—+00

+00,

we deduce from Proposition[4.8/and Theorem[4.6]that X admits a quasi-statio-
nary distribution vgsp and, for all p = 1, there exist positive constants Cp,yp
and a positive function ¢ ; on (0, +oo) such that

Joroy XpOIP D)
p2,p)

)y

[Pu(X;e-1t<T8)—vospl TV(exp(-/p) = &P

for all probability measure ¢ on D. In particular, one deduces that the domain
of attraction vgsp contains any initial distribution ¢ admitting a finite exponen-
tial moment. Note that, in the case where x = 0, the process X is a continuous

state branching process (Feller diffusion), for which quasi-stationarity was al-
ready studied (see [73] and the references therein).
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Example 5. Assume that (a,) = R, that b = 0 and o is bounded measurable

on R. Assume also that the absorption of X is due to the killing rate x(x) =

Ko (1 - %le) for some constant kg > 0. We deduce from the first inequality of

Proposition[4.7|(taking b > 0 and a = —b) that

2 2

nelloll ( 1 ) ( 1 )
M<—=+ko|[l-——|<ko|[l-———
0=""gp2 OV T 146 1420

for b large enough. Moreover, choosing ¢ = 1 and xo = —3b, x; = 3b, one deduces
that, for all x € [—x7, x1],

o(x)?

1
Ttp”(x) —x(X)p(x) < —%Ko (1 - —) P(x).

1+3b
Hence Theorem [4.6)implies that there exists a unique quasi-stationary distribu-
tion vgsp for X and that it attracts all probability measures p on D.

Example 6. We consider the case (a, ) = (0,+00), o(x) =1, b(x) = xsinx, and
x(x) = %o (1- 1) for some constant ko > #° + 3. This corresponds to a SDE
dX; = dB; + VU(X;)dt where the potential U(x) = sinx — xcosx has infinitely
many wells with arbitrarily large depths, meaning that the process X without
killing has a tendency to be “trapped” away from zero for large initial condi-
tions. Nevertheless, thanks to the killing, we are able to prove convergence to
a unique quasi-stationary distribution. Indeed, using the second inequality of

Proposition[4.7] we have

7% sinx+ xcosx + x?sin® x (
0

A< sup —+

1 7® 3
1-— | < —+ = +xo/2.
xe(0,1) 2 2 2

1+x 2

Moreover, 0 is a reachable boundary for X and, taking ¢ = 1, one has, for all
x1 >0andall x> x;,

o(x)?
2

@"(x) + b(x)¢@' (x) —x(X)p(x) < Ko (1 - )tp(x)

1+x;
Hence, since we assumed that k¢ > 72 +3, one deduces that there exists a unique
quasi-stationary distribution vgsp for X and that it attracts all probability mea-
sures (1 on D.

Remark 14. The case of general one-dimensional diffusion processes [65] can
be handled using our framework, although using the infinitesimal generator is
more tricky [63]. However, in the case of a regular diffusion process on (0, +00)
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such that 0 is a reachable boundary and such that +oo is entrance, one easily
shows (see for instance [23]) that, for all A > 0, there exists y > 0 such that

sup [Ey (e’”[ov”) < +oo0.
x€(0,+00)
Hence, using the same proof as in Theorem[4.1]and using Lemma[3.6} we deduce
that there exists a unique quasi-stationary distribution vgsp for X and that it
satisfies
a’, Vi e[0,+00)

P (X;€-|t<Tg)— <
IPu(X;€-1t<79)~vasp| 7y )

for some positive function ¢, and some a < 1. Whether the convergence to vgsp
holds uniformly with respect to the initial distribution (as in Proposition
without further assumptions remains an open problem. It has been shown to be
true for a wide range of cases in [23} 22].

5 Application to processes in discrete state space and con-
tinuous time

Let X bea non-explosiveﬂ Markov process in a countable state space E U {0} ab-
sorbed in 9, with jump rate gy, from x to y # x such that }_ ,c puiap g Gx,y < 00
for all x € E. The extended generator £ acts on nonnegative real functions f on
Eu {0} such that ¥ yepug) gx,y f(¥) <ooforall x € E as

L= )Y 4oy (fW-fx), VxeE, Lf(@)=0. (5.1)
y#x€EU{0}

Theorem 5.1. Assume that there exists a finite subset Dy of E such that P, (X =
y) >0 forall x,y € Dy, so that the constant

Ao := inf{/l >0, s.L liminfe’”lpx X;=x)> 0}

t—+o0

is finite and independent of x € Dy. If in addition there exist constants C >0, 1 >
Ao, a function ¢ : EU{0} — Ry such that ¢ =1, ¢(0) =0, ZyeE\{x} qx,yP(y) <oo
for all x € E and such that

ZLpx) =-Mpx)+Clyep,, VXEE, (5.2)

10ne could actually consider the case of explosive Markov processes as in Section (see Re-
mark [10), with 74 defined as the infimum between the first hitting time of 4 and the explosion
time.
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then Assumption (F) is satisfied with L = Dy, y, = e ™, any y, € (e, e )

and ¥y = @|g. In addition, Py, (t < 75) = e M forall t = 0, the function n of
Theorem satisfies Py = e !y for all t = 0 and Y yeE\ix Gx,yN(y) < oo and

£n(x)=-Ayn(x) forall x € E.

Remark 15. If in addition to the assumptions of Theorem [5.1] we assume that
A1 > sup, q(x,0), it is possible to adapt the proof of Theoremgiven in Sec-
tion to prove that the conclusion of Theorem [3.5/ holds true with ¢, = 1.
Therefore, we obtain the improved convergence, for all i € L*(¢p),

|Eu(h(Xp) | £ <T9) —vosp(h)| < Culp) a’ |h/@lle, V=0,

instead of (3.4). If moreover ¢ is bounded over E, the convergence is uniform
and there exists a unique quasi-stationary distribution.

Before turning to the proof of Theorem 5.1} we give an example of applica-
tion.

Example 7. Assume that X is a birth and death process with killing on E = N
and 0 = 0. This means that there exist non-negative numbers (by) xen, (dx)xen,
(xx) xen such that b, >0 forall x =1, dy > 0 for all x =2, and d; = 0, and such
that, forall x € E,

b, ify=x+1,
_)dy ify=x-1,
ey = Ky ify=0,
0  otherwise.
We set
S:= ! Y ai, (5.3)

=1 Aeak =k

with ay = (H;:ll b;)/ (]_[i?:1 d;). Recentadvances on existence of quasi-stationary
distribution of birth and death processes with killing were obtained in [35} 100,
101], see also the nice survey [104].

In this setting, Theorems [5.1] and translate as follows: if there exists a

function ¢ : Z, — [1, +o0) such that ¢(0) =0 and

Ao < liminf - bx(pr+1) — @) +dxlpx—1) - p(x))

o 5.4
X—+00 (p(x) K ( )

then there exists a unique quasi-stationary distribution vosp such that vosp (¢) <
+0o0 which attracts exponentially fast all initial distributions integrating ¢. To
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check (5.4), one may use in practice the fact that Ag < infyen by + dy + K, OF
adapt the ideas of Section[4.5]to birth and death processes, or use the finer up-
per bounds for Ay proved in [I05]. We consider now three situations where the
criterion improves known results in the literature.

First, if S < +o0, [35, Theorem 6.6] proves that there exists a unique quasi-
stationary distribution for X assuming that (x ) xen has finite support. We ex-
tend this result to any killing rates (k) xeny and also prove that the unique quasi-
stationary distribution attracts all initial distributions exponentially fast. We can
indeed check that is satisfied by a bounded function ¢ defined as follows:
fix 1; > Ap and choose xy € N large enough such that (see for instance [20, Equa-
tion (4.7)])

AlTDO

supE, (e’ 720"7%) < +o0.

xeN

where Dy ={1,..., xo}. Then we define ¢(0) =0 and
@(x) =Ey (e’llTDO’\T") , VxeN.

Using Markov’s property at the first time of jump, one checks that (since by +
dy — +0o0 when x — +o0o, we assume w.l.o.g. that by + dyx +x, > A; forall x =
Xo+1),

by
by+dy+x,—A

dy
by+dy+x,—A

px) = @x-1)+ px+1)
1 1

Kx
+
bx+dx+1(x—/11

, Vx=x0+1.

Hence A1 = —[by(@(x+ 1) —@(x)) + dx(p(x — 1) — (X)) /p(x) + kx for x = xp+ 1
and is satisfied.

Second, if S = +oo and if Ay < liminf,_. . K, it was proved in [101, Theo-
rem 4.3] that there exists a quasi-stationary distribution. The criterion im-
proves this result since it implies that the quasi-stationary distribution is unique
and thatit attract all initial distributions exponentially fast. Indeed, is clearly
satisfied for ¢ = 1.

Last, we can also extend [101, Theorem 4.3] to processes that do not neces-
sarily admit a unique quasi-stationary distribution, and in particular that do not
come down from infinity. For example, assuming that, for some € > 0,

.. £
liminf x, + ——d, — by > Ay,
X—+00 l+¢

Condition is satisfied for ¢(x) = (1 +¢)*.
Note that, because of Corollary[2.4} our criteria imply the Ao-positive recur-
rence of the process X (cf. e.g. [104, Eq. (26)]). Therefore, it can only apply to
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such situations. For results on birth and death processes with killing which are
not Ap-positive recurrent, we refer the reader to [101, Theorem 4.2].

Example 8. We consider general multitype birth and death processes in contin-
uous time, taking values in a connected (in the sense of the nearest neighbors
structure of Z¢%) subset E of Z¢ for some d > 1, with transition rates

bi(x) ify=x+e;,
qx,y = di(x) ify=x-e;,
0 otherwise,

with e; = (0,...,0,1,0,...,0) where the nonzero coordinate is the i-th one and
with the convention that the process is sent instantaneously to d when it jumps
to a point y ¢ E according to the previous rates. To ensure irreducibility, it is
sufficient (although not optimal) to assume that b;(x) > 0 and d;(x) > 0 for all
l<si<dand x€E.

We show below that Theorem [5.1]applies either under the assumption that

1 d
o izzl(di(X) —b;(%) oo (5.5)
or that there exists 6 > 1 such that
d
i:ZI(dl— (x) — 6 b; (%)) oo 5.6

This improves the general criteria obtained in [26] since this reference assumes
(among other assumptions) that E = Zf and that Z?Zl (d;(x) = b; (x)) = | x|+ for
some 1) > 0 and | x| large enough.

Let us first show that implies that the assumptions of Theorem [5.1]are
satisfied. In order to do so, we define ¢ (x) = [x|+1=x1+...+ x5+ 1 and ¢(0) =0
and obtain

d d
L) =) (bi(x)—di(x)) =Y (bi () Lyre,gpP(x+ ;) + di () Lx—e,gp(x — €7))
i=1 i=1
<o )Z?Zl(di(x) — bi(x))
=T X+ 1

Y4 (di(x)-b; (x)
|x|+1

Let us now show that implies that the assumptions of Theorem|5.1]are
satisfied. Setting ¢(x) = exp{a, x) for a given a € (0,00)? and ¢(3) = 0, we obtain

The proofis concluded by setting Dy = {x €E, s.t. =Ap+1 }

d
Lex) < —px) (Z (1-e “)d;(x)+ (1 —e)b; (x)) .

i=1
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Choosing a = (g, ..., €) with € small enough, we have

d
liminf ) (1-e “)d;(x)+ (1 - e*)b;(x) = +oo.
x€E, |x|—>+ooi:1
Taking Dy = {x € E, s.t. Z?zl (1-e *)d;(x)+ (1 - e%)b;(x) < Ag + 1} allows us to
conclude the proof.

Proof of Theorem([5.1] The fact that A, is independent of x is classical for irre-
ducible processes (cf. e.g. [69]). We set L = Dy. Since X is a non-explosive pure
jump continuous time process, it satisfies the strong Markov property and the
entrance times 7; and 74 are stopping times. This entails (F0).

For all x, y € L, we have

Py(Xp €)= inf Pu(X; = v)Py(X; €),
u,vel

where inf,, ,c; P, (X; = v) > 0 by assumption, which implies (F1) and (F3).
We set ) = ¢. Forall 0 < s < 1, using and Dynkin’s formula, one has
thatforall xe L

Ex (w1(X9) Ls<r,) < e supy (3).
yeL

Similarly, setting y; = e ™M forallxe E\L,
Ex (w1 (X1) Li<r, az,) < € M1 (1) = Y191 ().

Choosing any vy € (y1, e~1), one obtains that (F2) is satisfied and the first part
of Theorem|5.1]is proved.

The inequality . yep\(xy Gx,yn(y) < oo for all x € E follows from the fact that
n € L®(y) and the fact that P;n(x) = e %'(x) was proved in Theorem It
then follows from Markov’s property and the last equality that (e*o’n(X,), t = 0)
is a martingale for the canonical filtration associated to X, with the convention
that n(9) = 0. Now, it is standard to represent the Markov process X as a solution
to a stochastic differential equation driven by a Poisson point process: assume
that the elements of the finite or countable set E are labeled by distinct positive
integers, that 0 = 0 and, for all x,i € Z,, let x;(x) = gx0+ gx1 + ...+ qx,; With
the convention that g, x = 0 and gx; = 0 for all x or i ¢ EU {0} and set g(x) =
Yicz, dx,i < oo. Given a Poisson point measure N(ds,df) on IR%?r with intensity
the Lebesgue measure on R2, the process X solution

tpqX,) o
X =Xo +f0 fo Y Lgers, (X ;X (i — Xs-)N(ds,db)
i=0
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is well-defined for all time # = 0 almost surely and is a Markov process with ma-
trix of jump rates (q; j)i,jez,. Introducing the compensated Poisson measure
N(ds,d#) = N(ds,d6) — dsd®, it follows from basic stochastic calculus for jump
processes (cf. e.g. [93]) that

eMin(X,) = Xo + f f AOSZﬂee[K,“(x O M) —n(Xs2))N(ds, d6)

+/(; /103 (Z CJXS,z(TI(l) n(Xs) + AOU(XS)) ds.
i=0

Since e’!n(X;) is a P -martingale, the Doob-Meyer decomposition theorem en-
tails that
t 00
fo o (Z qx,,i(m(@) —n(Xs) + Aon(Xs)) ds=0
i=0
Px-almost surely for all £ = 0 and all x € E. Hence, if there exists y € E such
that £n(y) # —Aon(y), by irreducibility, there exists an event with positive prob-
ability under P, such that the previous integral is non-constant. We obtain a
contradiction and hence £n(x) = —A¢n(x) for all x € E. O

6 Onreducible examples

The criteria and examples studied in the last two sections assume that the pro-
cess X is irreducible in E. However, the abstract results of Section [2] do not re-
quire the state space to be irreducible. Our goal in this section is to explain that
our criteria are also well-suited to cases of reducible absorbed Markov processes,
in the sense that the state space E can be partitioned in a finite or countable fam-
ily of communication classes. The study of quasi-stationary behavior for such
processes has been up to now restricted to the case of finite state spaces or to
particular classes of models [77, 138,88, 55| 19} 102, 103} [18, 104} [8]. Our criteria
provide new practical tools to tackle this problem, further exploited in [28].

In Subsection|[6.1} we consider a general setting with three successive sets. In
Subsection we consider a birth and death process with a countable infinity
of communication classes.

6.1 Three successive sets

In this section, we consider a discrete time Markov process (X, n € Z,) evolving
in a measurable set E U {8} with absorption at 0 ¢ E. We assume that the transi-
tion probabilities of X satisfy the structure displayed in Figure[I]: one can find
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:
0

Figure 1: Transition graph displaying the relation between the sets Dy, Dy, D3
and 0.

a partition {D, D,, D3} of E such that the process starting from D; can access
D, u Dy u D3 uU {0}, the process starting from D, can only access D, U D3 U {6},
and the process starting from D3 can only access D3 U {0}. More formally, we
assume that Pyx(Tp, AT5 < ITp,) = 1 for all x € D, and that Px(75 < Tp,up,) =1
for all x € D3, where we recall that, for any measurable set Ac E, T4 = inf{n €
Z., X, €Al

Our aim is to provide sufficient conditions ensuring that X satisfies Assump-
tion (E). In order to do so, we assume that Assumption (E) is satisfied by the pro-
cess X before exiting D,. This corresponds to the following assumption.

Assumption (H1). The absorbed Markov process Y evolving in D, U {3}, de-
fined by

| Xn ifn<Tpupuie
Y,= .
0 ifn= TDIUD3U{6}r
satisfies Assumption (E). In what follows, we denote the objects related to Y with

a superscript Y, for instance, the constants of Assumption (E) for Y are denoted
by 6Y >0,6) >0.

We also assume that the exit times from D; and D3 for the process X ad-
mit exponential moments of sufficiently high order, as stated by the following
assumption.

Assumption (H2). There exists a positive constant y < 03/ such that, for all
x€ Dy,

iy

=T, Y - NTp
E, (»Y D2y (XTDZ) ]lTI)2<TD3 /\Ta) <400, [y ()/ D3 HTD3/\76<TD2) < +o00,
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and such that

sup Ex (y™7?) < +oo0.
x€Dj3

We are now able to state the main result of this section.

Theorem 6.1. Under Assumptions (H1) and (H2), the process X satisfies Assump-
tion (E) with K = K'Y,

@1(x) =Ey (y‘TK”") and @(x) = clyex, VX€E, (6.1)

for some constant c > 0. In particular, it admits a unique quasi-stationary distri-
bution vgsp such thatvqgsp(@1) < oo andvqsp(@2) > 0. Moreover, there exist two
constants C > 0 and a € (0,1) such that, for all probability measure p on E such
that u(p1) < oo and p(p2) >0,

n :u((pl)

. 6.2
uig2) (6.2

“PM(X,Z €-1n<T13) —VvQsp || TV(p) = Ca

Finally, 6y = 93/ , vosp(D1) = 0 and the functionn of Theorem vanishes on Ds.

Before turning to the proof of this result, let us make some remarks.

Remark 16. 1. The fact that there are three different sets D;, D, and D3 in the
decomposition of E is not restrictive on the number of communication
classes. Indeed, the three sets can contain several communication classes.

2. A similar result can be obtained for continuous time processes, based on
Assumption (F) instead of (E), with the additional technical assumption
that the strong Markov property can be applied at the exit times of D; and
Ds.

3. We emphasize that, besides the exponential moment assumption, there
is no additional requirement on the behavior of the Markov process in D;
and Ds. In these sets, the process might be for instance periodic or deter-
ministic and could satisfy that P, (n < 75) = 0 for some n € N.

4. One easily checks from the proof that the function ¢; in (6.I) is bounded
(up to a multiplicative positive constant) from above by

[Ex (Y_ TDZ (p%/ (XTDZ ) ]l TDZ <TD3 /\Ta) + [Ex (Y_TD?) o ]l TD3 ATH< TDZ )

on Dy, by (pf on Dy and by a constant on Ds.
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5. In particular, if (pf is uniformly bounded and if the first statement in As-
sumption (H2) is replaced by

sup Ey (,V_TDZUD3 /\Ta) < +00,
xeDy

then one can also choose a bounded function ¢, in Assumption (E) for X.

Remark 17. In general, processes on reducible state spaces may not satisfy As-
sumption (E). For example the convergence in may not be exponential,
or quasi-stationary distributions may not be unique, even if the process X re-
stricted to D;, D, or Dj satisfy condition (E). We refer the reader to [28] for
a more general discussion on quasi-stationary distributions and quasi-limiting
behavior for general processes on reducible state spaces.

Proof of Theorem|6.1} Let us prove that Assumption (E) is satisfied by the pro-
cess X. Note that, because of Lemma|3.4} one can assume without loss of gener-
ality thaty <6, .

Step 1. Assumption (E1).

We set K = K7, ny = nf, = CIY and v =vY. Assumption (E1) for X is an
immediate consequence of Assumption (E1) for Y.
Step 2. Assumption (E2).

We set 6, =0 and

(pg(x) if xe D,

(x) =
Ve {o if x € Dy U Ds.

Then the second and fourth lines of Assumption (E) for X are direct conse-
quences of the same lines of Assumption (E) for Y.

Without loss of generality, we assume (increasing y if necessary, which does
not change the fact that Assumptions (H2) is true) that y € (67,0, ). We define

@1(x) =E, (Y~ k"), VxeEuio).

Letus first check that ¢ is finite on E. For all x € D3, using thatP,(t5 < Tp,up,) =
1 and that K < D5, one deduces that

P1(0) =Ex (y") < A:= sup Ex (y ™) < +o0.

x€Ds
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For all x € Dy, using the strong Markov property and inequality for the pro-
cess Y, one deduces that

~TkATpe _
(Y A DZ]lTK<TD§)+[Ex(Y Ta]lTD§<TK)

—Tx AT, —Tx AT,
« D51TK<T05)+[Ex(y KA Tpg

@1(x) =E

=Ex (Y 1 Tpe<Tx [EXTDg (Y_Ta)

_ B A
< AE, ()/ TKATDZ) =< m(ﬂf(x) (6.3)
1

For all x € D, one has, using the Markov property and the above inequalities,

[Ex (Y—TK/\Ta) = [Ex (,V_TDQUDs /\Ta(pl (XTDZUD3 /\Ta))
A

S —_—

1-6Y 1y

’

[[Ex (Y_TDZ(P%/ (XTDz) HTD2<TD3/\15) +Ey (Y_TD3 AT@HTD3A13<TD2)
(6.4)

which is finite by Assumption (H2).

The definition of ¢; immediately implies that infr¢; = 1 and, since (pf is
uniformly bounded over K c Dy, implies that supg ¢; < +oo. Hence the
first line of Assumption (E2) is satisfied. Moreover, for all x € K,

Pl(pl(x) = Ex (]lXIEDZEXI (Y_TKATB)) + [EJC (1X1€D3EX1 (Y_Ta))

<Eyx|lxen, P (X)) |+A

_4
1-0Y 1y

+ A.

A
=——_pY Y(x)+As—(9Ysu Yiet
1—oYry ' =gy U150 T

Hence, the third line of (E2) for X with 0, =y follows from Lemma|3.2

Step 3. Assumption (E3).
For all x € K, we have, foralln =1,

Px(n<1y) =Py(n<15ATp,) +Px(Tp, < n<Tp). (6.5)
On the one hand, by Lemma[9.9} there exists a constant C > 0 such that

Coy (x) Csupg )
O inf Py (1< Tpg) < ——oK 2L inf P, (n < Tp).

Py(n<tyATp,) < ———
RSO I = 0Y 19Y yex 1-6Y/6Y yek

On the other hand, using Markov’s property and Markov’s inequality,
Px(Tp, = n<1p) =Ex (]lTD35nIPXTD3 (n—u< Ta)u:TDS)

- —Tpe
< B (115, <01 (X1p)Y" ™ ) < AB (T, cor™ %),
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since {Tp, < n} < {Tp; = Tp,}. Now, using Theorem and the fact that ¥ is
uniformly bounded from above and away from 0 on K, we deduce that there
exist constants C,C’ > 0 such that

~Tpe 1 _ L _
[Ex(IlTDgs,ly" ”z):kzl[lmx(TDg:k)y” ’“skzlnwx(TD5>k—1)y” k

n
1
< C HY k-1, n—k < C HY n—-1
PR R
©H!
! 0 . .
= y7ay APy (< T

Finally, we obtain from (6.5) that there exists a constant C” > 0 such that, for
all xe K,
Py(n<Tp) < c”yirellgumy(n <Tp)<C" Ji,IEIIf(l]:Dy(n <75). (6.6)

This concludes Step 3.

Step 4. Conclusion.

Assumption (E4) for the process X is an immediate consequence of Assump-
tion (E4) for the process Y, and hence we have checked that X satisfies Assump-
tion (E). The convergence result of Theorem|6.1]is exactly the convergence result
obtained in Theorem[2.11

Note that entails that, for any x € K,

limsup (03/)_”I]3x(n < Tpg) <limsup (03/)_"|Px(n <Tp)
n—+oo n—+oo

< C"limsup (63 ) "Px(n < Tpg)
n—+oo

and that Theorem[2.2]applied to Y entails
limsup (5)™"P.(n < Tpg) =n" (x) < +o0.
n—-+oo

Since it follows from Theorem applied to X thatlim,_ o0, "Px(n < 75) >0,
we deduce that 6y = 93’ .
Finally, for all x € K, the structure of the transition graph of X implies that

0=Py(Xp,eD|n<1yp)

vosp(D1),

n—-+oo

so that vosp(D1) = 0. Moreover, for all x € D3, Markov’s inequality and Assump-
tion (H2) yield the inequality Py(n < 75) < Ay", for all x € K and all n = 1. Since
0y = 93’ > y by assumption, we deduce that, for all x € K, lim;,—. 10,0, "Px(n <
75) = 0, which means that n(x) = 0.

This concludes the proof of Theorem[6.1] a

41



6.2 Countably many communication classes

In this section, we study a particular case of a continuous time cadlag Markov
process (X;) te[0,+00) With a countable infinity of communication classes and we
show that the process admits a quasi-stationary distribution.

More precisely, we assume that X evolves in the state space N x Z,, and, de-
noting Ny e Nand Y; € Z, the two components of X; for all ¢ € [0, +00), that there
exist three positive functions b, d, f : N — (0, +00) such that

* N is a Poisson process with intensity 1,

e Y is a process such that, at time ¢,

f(N)Db(Yy) ify=Y;+1landVY;=>1,
Y jumps from Y; to y € Z, withrate { f(N)d(Y;) ify=Y;—land¥;=1,

0 otherwise.

The set N x {0} is absorbing for X and we are interested in the quasi-stationary
behavior of X conditioned to not hit this set. Note that, in this case, each set
{n} x N is a communication class.

Remark 18. This process can be used to model the survival of an individual (for
example a bacterium) whose metabolic efficiency (for example its ability to con-
sume resources) changes with time, due to aging [96]. Here Y is the vitality of
the individual, who dies when its vitality hits 0, f(N) is the metabolic rate of the
individual, which may for example decrease in the early life of the individual up
to age np and then accelerates progressively.

This can also model the accumulation of deleterious mutations in a pop-
ulation under the assumption that mutations do not overlap, i.e. that when a
mutant succeeds to invade the population (either because they are advantaged
or due to genetic drift for deleterious mutations), other types of mutants disap-
pear rapidly. Here Y represents the size of the population and N the number of
mutations. It is typical to assume that the first ny mutations that invade are ad-
vantageous (which corresponds to adaptation), and afterwards that deleterious
mutations start to accumulate, hence accelerating the extinction of the species
(extinction vortex [37,136]).

In both cases, it is relevant to assume that f is decreasingon {1,2,..., ng} and
increasing on {ng, ng +1,...}.

We assume that (d(y)—b(y))/y — +oowhen y — +oo or that there exists § > 1
such that d(y) — 0 b(y) — +oo. Hence the birth and death process Z evolving in
N, with birth rates (b(z)) . en and death rates (d(z)) zen, satisfies Assumption (F)
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by Theorem (see Example . In particular, there exist an eigenvalue AOZ >0
and eigenfunction nZ :N — (0,+o00) such that, for all z e N, .ffznz = —Ag 4
where the operator £ is defined as the operator £ in (5.1).

)

Theorem 6.2. Assume also that there exists a unique ng € N such that f(ng) =
miney f(n) and thatliminf,,_. ,  f (1) > f(ng) + %Z Then the process X satisfies
Assumption (F) and admits a quasi-stationary distribution vosp whose domain
of attraction contains all Dirac measures 6 ,,, with n < ng and y € N.

Of course, all the consequences of Theorem [3.5]also apply here, taking the
functions v, and v, as described in the proof.

Proof. The proof maks use of the special structure of the process Y, which can
be constructes as

Y, =Zp: Vi=0.

f(Ng)ds’

In general, we shall denote the objects related to Z with a superscript Z, for
example 1//12 is the functions involved in (F2) and L? is the set involved in (F) for
Z. We can assume without loss of generality as in Theoremthat LZ = Dg ,i.e.

Lyl < - Ayf +Clyz (6.7)

with ¢ (0) =0and A > A7

Our goal is to apply Theorem |5.1|to the process X = (N,Y). We define the
finite set Dy = {ng} x L%, so that P, (X1 = (19, y)) > 0 for all (ng, x) and (ng, y)
in Dy, and check that A < f (1) A§ + 1. Indeed, for all y € L%,

zZ Z
el’(f(l’lo)/lo +1)|]:D(n0,y)((Nt! Yt) — (n(), y)) > el‘f(no)/lo Pf(zf(no)t — y)

—— 7 (WVGspUyh >0.

t—+oo

We fix A such that
AT +1< A1 < |4 inf fo+ 1) A (Aftimint Fom) A (Af fin0) +1)
n#ny —T0o0

and we choose
* n1 > ng such that, for all n = ny, 1 <AZ f(n);

e ¢ > 0 small enough so that ¥ (x) = cn”(x) for all x = 1 (such a constant
exists thanks to Theorem[2.2);

e a>0large enough so that 1; < Alzf(no) +1-e7%
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* £>0small enough so that 1; < (/15 —¢&)infzp, f(n) +1;

* b> alarge enough so that 1; < (Ag —&)infyzp, f(M) +1- e P and Ce? P <
einf¢; 7 nZ (), where the constant C is the one of (6.7).

We can now define

vy if n = ny,
i) = e@mo=myZ(y) + ePM=MnZ (y) if n < ny,

ce~dn=mlpZ(y) ifng<n<n,

ce‘“(”l_”o)nz(y) if n; <n.

In the case where n < nyg, it follows from that
Ly1n,y) <= (A fm +1-e" ) e Myl (y)
(MG Fm+ 1= p,r ) €0 ()
Cint ! T
<= e ™ My L () = [AF ~ &) f0) +1 - € P Lpcny | 0 ()
n Ef(n)ea(no—n) (eb—a _ e(b—a)(ng—n)) TIZ(J/)

=-hvyi(n,y).

When n = ng, we have

Ly1(no, y) < —AL f(no)y? (1) + Cl 2 () f (o) + ce” 0 (1) —ywi ()

< -Myi1(ng, y) + Cf(no)lp,(no,y).
When ny < n < n;, we have
Ly1(n,y) < AL f(n)ce” " MnZ (y) 4 cem 42 () (e - 1)
<-hvi(n,y).

When 7n; < n, we have
Lyi(n,y) < -AE fFmn?(y) < -y (n, y).

Finally we have proved that v (n,y) < -l y1(n,y) + Cf(n)1p,(n,y), where
A1 > Ag. Now, note that, since Z is a birth-death process, basic comparison ar-
guments imply that nZ (k) = nZ (1) > 0 for all k > 1. Therefore, the function v is
uniformly lower bounded, so that it satisfies the assumptions of Theorem[5.1jup
to a multiplicative constant.

Hence, Theorem 5.1]allows us to conclude the proof. The fact that all Dirac
masses 6 (,y) wWith 1 < ng belong to the domain of attraction follows from Corol-

lary[2.5] a
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7 Application to processes in continuous state space and
discrete time

Discrete time Markov models in continuous state space and with absorption
naturally arise in many applications. Examples of such processes are given by
perturbed dynamical systems, cf. e.g. [44} 9, 5 [62], or piecewise deterministic
Markov processes when one looks at the process at jump times only (see e.g. [3]).
We provide in Section[7.1]a general criterion applying to such processes with ar-
bitrarily close to 1, state-dependent killing probability, and we give applications
to Euler schemes for diffusions absorbed at the boundary of a domain. In Sec-
tion[7.2} we consider perturbed dynamical systems in finite dimension. We first
consider the case of unbounded domains with unbounded perturbation. Sub-
section[7.2.1Jassumes that the perturbation has bounded density with respect to
Lebesgue’s measure and Subsection[7.2.2|provides examples with perturbations
with unbounded density. Finally, the case of bounded perturbations is studied
in Subsection[7.2.3] Theorem|[1.2|of the Introduction is obtained as an applica-
tion of the results of Section[7.2.1]

7.1 Two sided estimates for processes with killing

Let (Y, n € Z;) be a Markov process evolving on a measurable state space EU{0}
with transition kernel (Q(y,) yeru)) such that 0 ¢ E is absorbing (i.e. Q(9,{0}) =
1) satisfying a two-sided estimate (see for instance [10} [40, [17]), which means
that there exist a probability measure { on E, a positive function g : E — (0, +00)
and a constant C > 1 such that, for all y € E and all measurable sets Ac E,

gWC(A) =Q(y, A = Cgy((A). (7.1)

Condition is known to be satisfied for various models (see e.g. [9] or the
references in [17]). It is also well known (see [10} [17]) that this implies that Y
admits a unique quasi-stationary distribution vg sp for which the convergence
in holds true for the total variation distance with geometric speed uniform
with respect to the initial distribution p on E. Our aim is to generalize this result
to processes obtained from Y with additional killing (or penalization).

More precisely, let p: E x E — (0,1] be measurable and consider the Markov
process X evolving in E U {0} with transition kernel P(x,-)xeguig defined by

p(x, »Qx,dy)+ (1 - p(x,y)bs(dy) ifxeE

P(x,dy) =
(x,dy) {6@(dy) ifx=o0.
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Observe that Condition may not be satisfied by the kernel P in cases where
infy yeg p(x, y) = 0. We also emphasize that the kernel P generates a penalized
semigroup of (Y,),ez,, in the sense that, for any function f: E—- Ry, all x€ E
and all n > 1, one has

Ex (£ Lnery) = Ex (P06, YD) -+ p(Vot, Yo F (V) 1),

where 75, resp. Tg, is the absorption time for X, resp. Y, in 4.

Theorem 7.1. Assume that there exists an increasing sequence (Ly) k=1 of measur-
able subsets of E such that E = U;2 Ly and infy, yer, p(x,y) >0 forall k = 1. Then
X satisfies Assumption (E) with ¢, = 1 and ¢, positive on E. In particular, X ad-
mits a unique quasi-stationary distribution whose domain of attraction contains
all probability measures on E.

Example 9. Typical examples of discrete-time Markov processes in continuous
state space are given by Euler schemes for stochastic differential equations. We
consider the SDE dY; = b(Y)dt +o(Y,)dB; in R4, with b and ¢ bounded mea-
surable on R% and ¢ uniformly elliptic on R¥. Its standard Euler scheme with
time-step 6 is the Markov chain (X;,, n = 0) defined as

Xps1 = b(Xp)8 + V80 (X)) Gy, (7.2)

where (G, n = 0) is ani.i.d. sequence of A4 (0,1d) Gaussian variables in R4, In the
case of a SDE absorbed at its first exit time of a bounded open connected domain
D c R, the “naive” Euler scheme, constructed as above with the additional rule
that X, is immediately sent to 0 when X; ¢ D, is not good in terms of weak
error. Indeed, when X, is close to the boundary of D and X,,+; remains in D, the
path of the SDE Y in the time interval [nd, (1 + 1)6] might have exited D. In this
case, it is more efficient to construct the Brownian path that links 0 to G, on the
time interval [n6, (n +1)0] as a Brownian bridge (Gy, t € [n6, (n+1)8]) such that
Gns = 0 and G(,+1)5 = G, so that one can approximate the path of the diffusion
on this time interval as

X, = b(X,)(t - nd) +Véa(X,)G,, Vte[nd, (n+1)0],

and approximate the absorption event as {3t € [n8, (n+1)8] : X; ¢ D}. The cor-
responding Euler scheme is thus obtained as the Markov chain X as defined
in with the penalization p(X,, X;+1) =P@t € [nd, (n+1)d] : X; ¢ D). For a
detailed presentation and study of this kind of modified Euler schemes, we refer
the reader to [79, 51,562, 11].
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Using Theorem we obtain the existence and convergence to a unique
quasi-stationary distribution for this modified Euler scheme. Indeed, is
satisfied for the naive Euler scheme with { equal to the restriction of Lebesgue’s
measure to D and a constant function g, thanks to the boundedness of the do-
main D, the uniform ellipticity of o and the boundedness of b and o. In addition,
it follows from the connectedness of the domain D, the uniform ellipticity of o
and the boundedness of b and o that infy yex p(x, y) > 0 for any compact subset
Kof D.

Proof of Theorem|[7.1] Forall k = 1, we define the set Kj = {x € Li s.t. g(x) = 1/k}.
Let ko be large enough so that {(Kj,) > 0. Then one has, for all k = ko, all x € K,
and all measurable set Ac E,

((Kk()) infu,v(—:Lk p(uy V)
k

Px(X1 € ANK,) zg(x)f p(x,y){(dy) = V(AN Kg,),
AﬁKkO

(7.3)

where v is the probability measure on K, defined by v(A) = {(A)/{(K,). We fix
((Kko) infu,veLkO p(u,v)

T , where the constant C is the

k = ko large enough so that C/k <
one of (7.I), and set K = K.
Let us now check that Condition (E) is satisfied with the abozfe cho%ces of K
(K in: u,ve p(u,v)
and v (extended by 0 to Ky \Ky,), and with §; = C/kand 6 < 0, < f Lo )

ko
Setting ¢; = 1, one has

P](pl()(,') <1, Vxek,
Pipi(x)=Cg(x) <0, =01¢:(x), Vxe E\K,

so that the first and third lines of Condition (E2) are satisfied. Using Markov’s

property, one deduces from that 0, " infyex Py (X, € Ki,) — +oo when n —

+00. Hence Lemmal3.1|implies that the second and fourth lines of Condition (E2)

are satisfied. It also implies that Condition (E4) is satisfied. Note also that the

function ¢, provided by Lemma|3.1]is positive on E since g is positive in ({7.I).
Moreover, for all x € E, all y € K and all measurable set A E,

Cgx)kg(y)

Px(X3€e ANK)=Cg(x){(ANK) = —
infgkxxp  Jan

- Cligllook
infxxx p

p(y,2){(dz)
K
P, (X1 € ANK).

We deduce from Proposition 8.3 with 1y = mg =1 that Conditions (E1) and (E3)
are satisfied, which concludes the proof of Theorem[7.1] a
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7.2 Perturbed dynamical systems
We consider the following perturbed dynamical system
Xn+1= f(Xn) +$n

where f : R? — R? is a measurable function and (&,) ey is an i.i.d. sequence
in R?. We assume that the process evolves in a measurable set D of R? with
positive Lebesgue measure, meaning that it isimmediately sent to d ¢ R as soon
as X, € D. We shall consider two situations below, where the random variables
¢y, are unbounded or almost surely bounded. In the unbounded case, different
methods must be used depending on whether ¢, has a bounded density with
respect to Lebesgue’s measure or not.

The same arguments would also work if X,+1 = f(X,) + ¢, (X},), where the
sequence of random maps (x — &, (x)) =0 are i.i.d. We leave the appropriate
extensions of our assumptions and arguments to the reader.

7.2.1 The case of unbounded perturbation with bounded density

We consider here the case where the random variables &,, have support R%.

Proposition 7.2. Assume that f is locally bounded, that the law of ¢, has a boun-
ded density g(x) with respect to Lebesgue’s measure such that

inf g(x)>0, VR>0,
[x|<R

and that there exists a locally bounded function ¢ : RY — [1,+00) such that x —
E(p(x+¢1)) is locally bounded on R? and such that

(7.4)
| x|—+00, xED (P(x)

Then Condition (E) is satisfied with ¢1 = ¢ and ¢, positive on D.

Note that, if D is bounded, the last result is already a consequence of the
classical criterion based on (7.1). Before proving this result, let us give three
applications.

Example 10. If there exists ¢ > 0 such that Ee®‘1l < 400 and if |x| — lf(x)| —
+o0o when |x| — 400, then Proposition [7.2] applies. Indeed, choosing ¢(x) =
exp(alx|), we have

E@(SO)+81D _ atr@i-tap yalés]
P(x) N Jxl—+o0

0.

For instance, this covers the case of Gaussian perturbations, as stated in Theo-
rem[1.2lin the introduction.
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Example11. If there exists p > 0 such that [E(g"f) < 4ooandif | f(x)| = o(|x]) when
|x| — +oo, then Proposition applies. Indeed, choosing ¢(x) = (1 +|x])?, we
have

p
EpUf+6i) _ A+IF@DP o 0
() (1+xDP Ixl—+oo

Example 12. If Elog(1 + |¢1]) < oo and | f(x)| < C|x|¢™ for some C > 0 and some
£(x) — 0 when |x| — +o0, then Proposition[7.2]applies. Indeed, choosing ¢(x) =
log(e + | x]), we have

Eo(f(x)+<¢1D - log(e+ C) + e(x)log(e + |x]) N Elog(1+ 1)
@(x) - log(e + | x|) log(e+|x])

Proof of Proposition[7.2 We first prove Conditions (E2) and (E4) and conclude
the proof with Proposition[3.3}

Step 1. Conditions (E2) and (E4) are satisfied.
Let K; < D be a bounded measurable set with positive Lebesgue measure.
Then, for all x € K;, denoting by A, the Lebesgue measure on R4,

Po(X) € K1) =P(f(x) + &1 € Ky) 2 Aa(Ky) inf g(u)>0.
ueki +B(0,supy, | f1)

Fix 0, € (0,1 ,4(K7) in’fueKl+B(0,SUPK1 1f) 8(w)), we deduce that, for all x € Kj,

0;" inf Py (X, €K;) 20," inf Py(X; €Ky,..., X, € K)) +o00.
xeKy xeky

n—-+oo

Fix 0 < 0, < 6, and, using (7.4), consider a bounded subset K c D containing K;
and such that, for all x € D\ K, P1p(x) <0,¢(x). Since K is bounded, one has

infP,(X; € Ky) = A4(Ky) inf g(w >0,
xekK uekK,+B(0,supg | f1)
so that
0;"infP(X,, € K) =60, 14(K inf u) inf P, (X,_1 € K
2 ek x(Xn € K) 20, " Aa (K1) uEK1+B(0,supK|f|)g( )xeK1 x(Xn-1 € K1)

and thus 0, " infycx Py (X, € K) converges to +oo when n — +oco. Lemma
then entail that Condition (E4) is satisfied and that there exists a function ¢ :
D — [0,1] such that Py (x) = 02¢,(x) for all x € D and such that infx ¢, > 0. In
addition, forall x € D, P,(X; € K) = 14(K) infueK_f(x) g(u) >0, so that Py 1 g (x) >
0. Hence, the function ¢, of Lemma also satisfies that ¢, (x) >0 forall x € E.

Setting ¢; = ¢, we deduce that Conditions (E2) and (E4) are satisfied for the
set K.
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Step 2. Comparison of transition probabilities.
Let us prove that Proposition [3.3|applies with ng = mg = 1. For all x € D, we
have
Py(X;e-NnK) < sup g(w)Ag(-NK).

ueR4

Moreover, for all y € K,

Py(X1€)=P(f())+{1€-nK)

> inf g Ag(-NK).
ue K+B(0,supg | 1)

Hence, forall xe Eand all y € K,

SUPRd §
infg 1 Bosupglfh &

P,(X;€-NnK) < P, (X; €.
We deduce from Step 1 and Proposition that Condition (E) is satisfied with
the functions ¢; and ¢,, which concludes the proof. O

7.2.2 An example with unbounded perturbation and singular density

The last result made strong use of the boundedness of g. Actually, our criteria
also apply to perturbations with singular density. We consider here the following
example: assume that f(x) = Ax+ B, where A is an invertible d x d matrix and
B e R%, and that there exists a > 0 such that the density g of ¢, satisfies for some
constant Cg

g(x) scg( vl) VxeRY. (7.5)

| x|d—a
We have the following result.
Proposition 7.3. Let||- || be a norm onR% and assume that

| Ax]|
<

sup (7.6)

xerdvioy 11Xl
Assume also that Ee®*!! < oo for some a > 0 and that

inf g(x)>0, VR>0.
|x|<R

Then Condition (E) is satisfied with ¢, = ¢ and ¢, positive on D.

The proof of Proposition [7.2| made use of Proposition [3.3|with ng = mg = 1.
The proof of Proposition[7.3|requires to apply Proposition[3.3|with 1 = 2.
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Proof. The first step of the proof of Proposition [7.2]remains valid taking ¢(x) =
e®*! for @ > 0 small enough and using and the equivalence of the norms |-
and || - || (the computation is similar to the one of Example[10). So we only have
to prove that is satisfy and apply Proposition[3.3]

We define ny = [d/a] and we assume without loss of generality (reducing
slightly a if needed) that nga > d. We observe that

Xpy = A" x+ A" N B+E) ++ B+Ep,.

Using (7.5) and the fact that sup,., Ad Cﬁ_” where the constant Cj. is such

x| —

that C |- < |- < Cj -1, the density g» of A¢) +¢» satisfies

1 _
g2(x) = 5o fRdg(x—y)g(A 'y)dy
Cc? 1 1 1
< § dy+C (1+ )
|detAl Jyyr1a-1y1<1)nB(x,1) |Xx — y|9-a |A-1y|d-a Irte |detA|
2 ~2(d—a)
BT I, f ! L _4y+c (1+—1 )
~ |detAl Jpo,czp lx—yl47a|y|d-a & |detA|
2 ~2(d—a)
Ga ! s cyfi o)
|detA| |x|4-2a B(0,C2,/1x]) i_u|zil—a|u|d—a g IdetA])’
x|

(7.7)

where we made the change of variable u = y/|x|.
If2a > d (i.e. if ng = 2), we can bound the integral in the right-hand side as
follows:

1 1 d 1

f e o - dusC+2 f 2 Wdu

B(O,%‘”) ||_§|_ u| @ Jul4-a B(O,%‘”)\B(O,Z) |u|2d-2a
C 1

2a—d |x|24-4 ’

where the constant C may change from line to line. Therefore, g» is bounded if
2a>d.

Otherwise, if 2a < d, the integral in the right-hand side of can be boun-
ded by the same integral over R? and thus it is uniformly bounded with respect
to x, so g, is bounded by C(1 v 1/|x|472%). In this case, we can proceed simi-
larly to bound the density g3 of A28+ Aéy + &3, and prove by induction that the
density gy, of A™71&; +---+&,, is bounded.
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We deduce that

Px(Xyn, €-NK) < sup gy, () 14(-NK).

ueRd

The end of the proof is the same as for Proposition using Proposition
with myg = nyp. O

7.2.3 Two examples with bounded perturbation

The case where ¢; is a bounded random variable is more involved. To avoid
complications, we will focus on the case where ¢, is a uniform random variable
on the unit ball B(0, 1) of R?. Extensions to different distributions are possible.

We start with the simpler case of bounded domain D and contracting dy-
namical system f.

Proposition 7.4. Assume that D is a bounded, connected open set of R?, that f is
continuous and satisfies | f (x)— x| < 1 forall x € D. Then Condition (E) is satisfied.

Proof. Again, the proof makes use of the criterion of Proposition[3.3}

Step 1. Construction and properties of the sets K¢, € > 0.
For all € > 0, let Ké be the connected component of {x € D : d(x,0D) = 2¢}
with larger Lebesgue measure and let

K:.:= | B(x,9),

xeK;

which is a also a connected compact subset of D with distance to D¢ larger than
€. Forall 6 > 0 and all x,y € K,, we call a sequence (xg, x1,...,X5) € KE”Jrl for
some n € N ad-path linking x to y in K; if xo = x, x, = y and | xj — x;_1| < 0 for all
1 < k < n. By construction, the set K, satisfies that, forall 6 >0 and all x, y € K,
there exists a §-path linking x to y in K. In addition, since K; is compact, there
exists an integer n, 5 depending only on € and 6 such that, for all x, y € K¢, there
exists a 0-path in K; linking x to y with length less than n, 5. For all x € K, and
all ke{l,...,n. 5} let us define

Ké’g(x)z {y(—:le:Ele,...,xk_l EKe, |xp—xp_1l<dforalll<l=<k

with xp = x and x; = y}.

Note that in general, Kélg is not included in K, but it is included in D if § < €. It

follows from above that Ké'gﬁ) (x) 2 K, for all x € K,.

52



Let us also prove that U.-oK; = D. Let (x,),>1 be a dense sequence in D
and for all n = 1, let r,, = d(x,,,0D)/2. Since D = Uy,>1B(x,,1,), there exists
ny = 1 such that Ui<j<p,B(x,, ) has Lebesgue measure larger than A,4(D)/2.
Since D is connected, there exists a continuous path in D linking x; to x; for
all 1 =i, j < ng. Since the distance between this path and 8D is positive, there
exists € > 0 small enough such that all the points x,..., x,, belong to the same
connected component of {x € D : d(x,0D) = 2¢e}. We can assume without loss
of generality that € < r,,/2 for all 1 < n < ny, so that this connected component
actually contains Uj<p<p, B(xy,, ) and hence has the largest Lebesgue measure
among all the connected components of {x € D : d(x,0D) = 2¢}. In particular,
K¢ contains B(xy, ;) for all € small enough. Now, given any x € D, there exists a
path linking x to x; in D. Since the distance between this path and 4D is pos-
itive, x belongs to K; for all € > 0 small enough. Hence, we have proved that
Ue>0Ke = D and that the family (K;)¢>¢ is non-increasing with respect to € > 0
when ¢ is small enough.

Step 2. Proof of Condition (3.2) of Proposition|3.3
For all € > 0, since f is continuous,

Oc:= (l—suplf(x)—xl) ANE>O.
xeK;
Hence, for all x € K,
Px(X1€-NB(x,0¢) = cgAa(-NB(x,6¢)), (7.8)

for a positive constant c¢; only depending on the dimension of the space. In
other words, for all x € K,

Py (Xi€e)=zcP(x+U€E)

where U is a uniform random variable on B(0,d.). Hence, defining the Markov
chain Y, = Yy + U; +... + U, where U; are i.i.d. uniform random variable on
B(0,6,), we deduce that

Py(Xx €)= ckPy(V1,..., Vi €Kpand Y€1), VxeK., VkeN. (7.9)

In view of Step 1, the following Lemma(7.5[about the process Y implies that there
exists a constant ¢’ > 0 such that

Pr(Xn.s,5 €2 Aa(-NKe), VxeKe. (7.10)

Since the law of X; is dominated by the Lebesgue measure independently of
Xy, we have proved that, for all € > 0, is satisfied for K = K, np = 1 and
mo = Ng 5, 3. This concludes Step 2 of the proof.
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Lemma 7.5. Foralll < k < ngs_s3, there exists a constant C;C > 0 such that, for all
x€e K,
Po(Y1,..., Yeor € Ke and Yie ) = cda (-0 K5 (), (7.11)

where A, is Lebesgue’s measure on R%,

Step 3. Proof of (E2) and (E4).
Fix €9 > 0 such that K, is non-empty and (K¢)ge(o,¢,) is non-increasing. It
follows from the definition of K that inf ¢ K Aa(Ke, N B(x,8¢,)) > 0. Fixing

X€

62 <4AN {Cd 1r11(f /’Ld(KgO ﬂB(X,(SgO))},
€0

we deduce from (7.8) that
. —n _
Jim 03" inf Pu(Xy € Ke,) = +oo. (7.12)

€0

Since the law of X; is dominated by the Lebesgue measure and D = Ug<e<¢, K,
there exists €] € (0, 9] small enough such that

supPx(X; € D\ K¢,) < 0,/4.
xeD

Hence, the function

1 if x € K,

:XeD—
i {4/02 if xe D\K,,

satisfies P11 (x) <2 < (02/2)¢1(x) for all x € D\ K;,. Hence the first and third
lines of Condition (E2) are satisfied with 0; =0,/2 and K = K¢, .

We also deduce from (7.10), (7.12), the fact that K,, < K,, and Markov'’s prop-
erty that

"l_i’l}'loogz_nxiellgl P (Xn € Ke,) = +00.

Hence, it follows from Lemma that (E4) is satisfied with K = K, and that
there exists a function ¢, satisfying the conditions of (E2) with 8, defined above
and K = K, .

Therefore, the result follows from Step 2 and Proposition with K=K,
ng=1and my = Mgy 5., 13- O

Proof of Lemmal7.5. We prove this result by induction over k. Since Y, = x+ U;

is uniform in B(x,d;), the case k = 1 is clear since Ké% 3= B(x,0./3) < B(x,0,).
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So assume that (7.11) is satisfied for some 1 < k < n, 5_/3 — 1 and let us prove
it for k+ 1. Let A < R? be measurable. Using (7.11) for k and the fact that Y, is
uniform in B(Y%, ) conditionally on Y}, we have

Py(Y1,..., Y € Ke, Yisq € A)

>P, (Yl,..., Yi €K, Y€ KX

) O NKe, Yy € AnB(Yk,ég))

/

>k dy dz
~ Aa(B(0,60) Jk® ok, T JanB(s.)

[

_ k (k)
_mLA K8 () nKenB(z,60)} dz
i k
(k)
= 1a(B0,50) Jankt o A (Kl 50 1K N Bla 00} d2

where the third equality follows from Fubini’s theorem.

Now, for all z€ K (?D (x), there exists a path xp = x, x1,..., xx € K¢ such that
|xp — xp-1] < 613 for all 1 < ¢ < k and |xr — z| < 6-/3. By definition of K,
there exists y € K, such that x;_; € B(y,¢) < K.. Let ¥’ be the unique point
such that |y’ — xx_1| = 6./6 of the half-line with initial point x;_; and contain-
ing y. Then B(y',6./6) c K. Since |x; — z| < §¢/3 and |x;_1 — xi| < 6¢/3, we
also have B(y',6./6) c B(z,0.). In addition, for all y” € B(y',6./6), the path
Xp = X,X1,...,Xk—1, )" lies in K, and has distance between consecutive point
smaller than §./3. Therefore, B(y',6./6) < K (k) (x). We conclude that, for all

k €013
(k+1)
Z€K 5,30,
(k)
Ad{ 5.3 ) NKe N B(z, 55)} > 14(B(0,5,/6)).
Hence

Pe(Vi,..n, Vi€ Ky, Vierr € 4) = g Ag (AN KK ()

for a positive constant c; , O

1°

The general case of dynamical systems with bounded perturbations raises
several additional difficulties. We illustrate two of them with the next example
in dimension 1. We consider the Markov process in D = (0, +oo) defined as

1
Xp€(0,400), Xpi1=aX,—-——+¢,, VYn=0
0 € ( 00) n+1 n 1+ X, 5n
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where a € (0,1) and &, are i.i.d. with uniform distribution on [-1, 1] and the pro-
cess is immediately sent to the cemetery point d when it leaves D. The first dif-
ficulty comes from the fact that

v0

Py(X7>0)= [1—(L—ax)
1+x

0,

x—0+

which means that the probability of immediate absorption converges to 1 when
x approaches the boundary of D. The second difficulty comes from the fact that
| f(x) — x| is unbounded on D (in contrast with Proposition[7.4). This example is
covered by the following general result.

Proposition 7.6. Assume that X1 = f(X;) + &, with D = (0,+00), ¢, i.i.d. uni-
formon [-1,1], f continuous and there exists x* € D such that

0,x)={xeD:|f(x)—xI<1} and [x",+o0)={xeD:f(x)+1<x}.
Then Condition (E) is satisfied.

Proof. Fix Ky < (0,x*) a closed interval with non-empty interior. As in the proof
of Proposition [7.4} using in particular (7.9) and (7.11), there exists ng = 1 and
¢o > 0 such that, for all x € Ky,

Py (Xy, € ) = coA1(- N Kp).

Hence there exists a constant 65 € (0, 1) such that

0;" xiéllg) P, (X, € Ko) +00. (7.13)

n—-+oo

Fix now 67 < 8, and K < (0, x*) a closed interval such that K, c K and
01
2140, x")\K} = —,
1{00,x")\ K} v;

where
2(1 + e(x*+2)/01)

01

As above, there exists 77 =1 and c¢; > 0 such that, for all x€ K,

M :=

Po(Xp, €)= 1A (-NK).

In particular, infyex P (X,, € Ko) > 0, so that, using Markov property and (7.13),
we deduce that

0" inf P, (X, € K) +00.
xeK

n—-+oo
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Using Lemma we deduce that there exists a function ¢, satisfying the con-
ditions of (E2) and that (E4) is satisfied. For all x € D, let

1 ifxe K,
p1(x)=< M ifxe (0, x*)\K,
01 if x > x*.

For x = x*, using the fact that the density of X; on D with respect to Lebesgue
measure is bounded by %]1 p for all value of X, we have

Pip1(0) SEx(e™/9 1 x5 0) +Po(X1 € K) + MPy(X; € (0,x*)\ K)

M
<F, (X0 + M {(0,x")\ K}

S(pl(x)e(f(x)—x)/el[Exefl/el +%
< (x)e_ei1M+@ (x)<6 (x)
=¢1 201 > $1(x) =0101(x).

For x € (0,x*)\ K, since f(x) +é1 <x+2<x"+2,
Pip1(x) = Py(X1 € K) + e 20 (X 2 x*) + MP (X3 € (0,x) \ K)

* M
<1+ +2000y - M{0,x)\K}

0 0
< M(—1 + —1) <011 (x).

Since P (x) is clearly bounded for x < x*, we have proved (E2).

To conclude, it remains to observe that can be deduced for ny =1 and
my large enough exactly as in the proof of Proposition 7.4} Hence the result fol-
lows from Proposition[3.3} O

8 Irreducible processes in discrete state space and discrete
time

The theory of R-positive matrices is a powerful tool to study absorbed Markov
processes in discrete time and space [45]. The goal of Section|8.1|is to show that
our criteria allow to recover the results on convergence to quasi-stationarity of
this theory. We then study in Section [8.2] a class of discrete Markov chains in
discrete time to which criteria based on R-positive matrices do not apply easily.

57



8.1 R-positive matrices

We consider a Markov chain (X, n € Z,) in a countable state space E U {0}with
0 ¢ E an absorbing point and with irreducible transition probabilities in E, i.e.
such that for all x, y € E, there exists n = n(x,y) = 1 such that P, (X, = ) >0. In
this case, the most general criterion for existence and convergence to a quasi-
stationary distribution is provided in [45]. In this paper, the authors obtain a
convergence result similar to the one of Theorem [2.1]restricted to Dirac initial
distributions, and the pointwise convergence to 7 as in Theorem [2.2} using the
theory of R-positive matrices. In this section, we show how our criterion allows
to recover these results, providing in addition the several refinements of Sec-
tion [2| (including the characterization of a non-trivial subset of the domain of
attraction, the convergence of for unbounded functions f and a stronger
convergence to 7).

We denote by P the transition matrix of the chain (X;,n € Z,) and we as-
sume that the absorption time 754 is almost surely finite. Without loss of gener-
ality, we will assume that the process is aperiodic, meaning that P, (X, =y) >0
for all x, y € E provided n is large enough; the extension to general periodic pro-
cesses is routine, as observed in [45] (see also [27] on this topic in our general
setting).

Proposition 8.1. The assumptions of [45, Theorem 1] imply Assumption (E).

Proof. Since E is finite or countable and because of the irreducibility assump-
tion, it is known [107] that the limit

1
== im Py(X, = i 8.1)

exists with 1 < R < oo, and is independent of x, y € E. Using [45, Lemma 1], the
assumptions of [45, Theorem 1] can be stated as follows: there exist a non-empty
set K c E and xg € K such that

(a) there exist £y > 0 and a constant C; such that, for all x € K and all n =0,
Py(n<oxAty) =Ci(R+¢e9)™ ",
where ok is the first return time in K

og:=inf{n>=1,X, € K}.

(b) there exists a constant C, such that, forall xe K and n =0,

Px(n<715) < GoPy (n<Tp);
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(c) there exist ng = 0 and a constant C3 > 0 such that, for all x € K,
”:Dx(T{xU} < ng) = Cs,

where we recall that T}, :=inf{ne€ Z, : X,, € L} forall Lc E.

Let us first prove (E1). By aperiodicity and irreducibility, there exists m; = 1
such that, for all n = m;, Py, (X, = xp) > 0. Combining this with (c), the Markov
Property entails that, for all x € K,

Py (Xng+m; = X0) = C3 min Py, (Xi = Xo).
m15k5n0+m1

This is (E1) with v =0, and n; = ng + m;.

We now prove (E2) and (E4). Condition (a) implies that
_ 50 OgNTp
—sup[Ey[(R+7) < oo.

(R+ Ez—o)sup[Ey Sap

yeEK

‘90 TxATH
H1<T0[EX1((R+E) )

For all x € E\ K, the irreducibility assumption implies that there exist y € K and
n = n(x,y) = 1such thatP, (X, = x and n <o) > 0. By Markov’s property,

)UK/\Ta EO)UK/\Ta

&
[Ey[(R+?0 zlP’y(Xn:xandn<0K)[Ex[(R+?

Since o g = Tx almost surely under P, for x € E\ K, Lemmaprovides a func-
tion ¢ satisfying the conditions of (E2), with 6, := (R + %0)_1. According to [45}
(1.16)], which holds true under their assumption by [45, Theorem 1], and setting
6,=(R+ %)_1, one has

nl_igloogz_npxo (Xn = xp) = +00.
Using Markov’s property, Condition (c) immediately entails that
n

li T inf Py (X = +o0.
3110092 inf (Xp €K)=+00

Using Lemma 3.1} we deduce that there exists a function ¢, : E — [0, 1] satisfying
the conditions of (E2) and that (E4) holds true. This concludes the proof of (E2)
and (E4).

To conclude, Conditions (b) and (E1) imply, for all n = 0,

. . C1
infP,(n<t1y)=infP,(n+n; <13) = 1Py, (n<T3) = —supP,(n<T1y).
inf y( a) int y( 1<79) = 1Py, ( ) C ydlg yl( a)

This proves (E3) and concludes the proof of Proposition|8.1 O
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Remark 19. One can actually prove that, in the particular case of a discrete state
space E and aperiodic and irreducible transition probability on E, Assumption
(E) is equivalent to the Conditions (a), (b) and (c) of [45]. Besides the additional
properties provided in Section[2} one of our main contribution in this particular
setting is to provide a more tractable criterion. Indeed, the use of Lyapunov type
functions has the advantage to be quite flexible.

8.2 Application to the extinction of biological populations dominated
by Galton-Watson processes

In this section, we show how our criteria can be applied to general population
processes dominated by population-dependent Galton-Watson processes. In
particular, we refine existing results for the classical multi-type Galton-Watson
process.

More precisely, we consider an aperiodic and irreducible Markov population
process (Z;) nen ON Zf = Eu {0} absorbed at 0 = 0 such that, for all n =0,

[ Zn|
Zn
| Znsll < Z &, 8.2)
where | - || is a norm on R and |z| = Z1+...+tzgforall ze Zf and, for all n =
0, the nonnegative random variables ¢ gZ,’l‘ yeens€ I(?I ,, are assumed independent

(but not necessarily identically distributed) given Z,, and the families (¢ E.ZZL, zE€
7% 1<i<|z)areiid. fornez,.
We assume that

|zl
e[
i=

<mlzl, VzezZ%such that|z| = ny, (8.3)

for some m < 1 and ny € N. This means that the population size has a tendency
to decrease (in mean) when it is too large. This also implies that 75 < co a.s.
In the following theorem, R > 0 is the limiting value defined in (8.1).

Theorem 8.2. Assume that (Z,,n € Z.) is aperiodic irreducible, that it satisfies

the assumptions 8.2) and (8.3) and that, for some qo > logof’fm) v,

sup  E[E) ™) <00

z€74, 1<i<|z|

Then Condition (E) holds true with ¢, (x) = | x||9, forall g € (lolg?‘ffm) v1,qol.
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Remark 20. This result easily applies if SUPc7d 1<i<|z] [E[(vfi.,z,)l)q] <ooforall g > 0.
In other cases, we need an upper bound for R > 0 to check the assumptions of
Theorem|8.2, For instance, one may use the fact that R < 1/sup ;¢ P-(Z = 2).
One may also use Lyapunov techniques, in the same spirit as in Sectlonﬂfor
diffusion processes.

Remark 21. A particular case of application of the above theorem is when Z is
obtained from a Galton-Watson multi-type process (see below for a more precise
definition) with additional population-dependent death rates. For example, one
can assume that additional death events may affect a fraction of the population,
modelling global death events. In this case, compared to the Galton-Watson
case, the independence between the progeny of individuals breaks down. An-
other situation covered by the above result is the case where the domain of ab-
sorption of Z is a larger set than 0, for example the process may be absorbed
when it reaches one edge of Z¢ (i.e. when one type disappears). Another typical
application of Theorem|[8.2]is the case of population-dependent Galton-Watson
processes, i.e. of processes such that, given Z,,, Z,, is the sum of | Z,| i.i.d. ran-
dom variables whose law may depend on Z,. In this situation, Theorem[8.2]and
its consequences stated in Section [2| generalize the results of [55] to the multi-
type situation and provides finer results on the domain of attraction of the min-
imal quasi-stationary distribution. The reducible cases considered in [55] can
also be recovered using the criterion of Theorem|6.1]in Section[6.1]or the criteria
of [28]. Of course, the above cases may be combined.

Let us now consider the case of multi-type Galton-Watson processes. A Mar-
kov process (Z,,n € Z,) evolving in Zd E u {0} absorbed at 0 = 0 is called a
Galton-Watson process with d types if, foralln =0and all i € {1,...,d},

Zh = Z Z e, 8.4)

=1/=1

(n,0)
k1 ’°

dent and such that, for all k€ {1,...,d}, ((gc"f), ((” 9, s is an i.i.d. family. We

define the matrix M = (M ;)1<k i<q of mean offsprlng as

where the random variables (C e k" 5)) n¢k in Z, are assumed indepen-

_[E(c(”) ), Vkiell,...d,

and assume that My ; < +oo and that there exists n = 1 such that [M"]; ; > 0 for
all k,ie{l,...,d}.

Using the classical formalism of [59], we consider a positive right eigenvec-
tor v of the matrix M of mean offspring and we denote by p(M) its spectral
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radius. The sub-critical case corresponds to p(M) < 1. It is well-known [64]
(see also [60} [2]) that this implies the existence of a quasi-stationary distribu-
tion whose domain of attraction contains all Dirac measures (a so-called Yaglom
limit or minimal quasi-stationary distribution). The authors also prove that
vosp(l-) <ocoifand only if E[| Z1[log(IZ1]) | Zp = (1,...,1)] < co. While the follow-
ing result makes the stronger assumption that E[|.Z;|% | Zy = (1,...,1)] < oo for
some ¢ > 1, we obtain the finer results of Section 2} including a stronger form
of convergence (in total variation norm with exponential speed), a non-trivial
subset of the domain of attraction of the minimal quasi-stationary distribution
and stronger moment properties for this quasi-stationary distribution.

Corollary 8.3. If(Z,,n =0) is ad-type irreducible, aperiodic sub-critical Galton-
Watson process, and if, for some qy > 1,

EllZ11" | Zo = (1,..., D] < oo,

then Condition (E) holds true with ¢,(z) = |z|9 for any q € (1, qol. In particular,
the domain of attraction of vosp contains all the probability measures such that
u(l-19) < oo for some g > 1.

This corollary easily derives from Theorem Indeed, setting ||z|| = (v, z)
and ¢ EZ;) = Z?: 1 Vi€ E:f) (assuming that i is the £ — th individual of type k in the
population), one obtains

| Znl

Zn
1 Znsall =y &5

i=1

and

A d
(S| m=e] - £ £ £ veletry)=pomman,

i=1

forall z € Zf. Since, in the case of multi-type Galton-Watson process, one has
R =1/p(M) (see for instance Theorems 2 and 3 of[64]), Theoremapplies with
m=p(M).

To prove Theorem 8.2} we use the following lemma.

logR

Lemma 8.4. Forall g€ (—log(l,m)

allze 74,

v, qo] , there exists a constant Cq such that, for

E < Cylal™v1 7).

Izl q
(zef;—w&ib)
i=1
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Proof. 1f q € (1,2], this is exactly Lemma 1 of [29]. If g = 2, Burkholder’s inequal-
ity [12] implies that there exists a constant ¢, such that

|zl ) ql2
[$ (e -senf) |

i=1

i=1

|z| q
e| (S e-re) [ e

|zl

r 1 ) ql2
-cyate [ S e -eenf) |

|zl i=1
=CqlZ |z| 4 ] in in
L 1=
=CqlZ |z| 4 ] in in
L 1=

<2¢4l2l”?  sup  EIE)),

ze7%, 1<i<|z]|

where we used Jensen’s inequality in the third line, that the r.v. ¢ 521)1 are nonneg-
ative in the fourth line and Holder’s inequality in the last inequality. O

Proof of Theorem[8.2. We introduce an increasing sequence (K, k = 0) of finite
subsets of Zf \ {0}, where Kj is the smallest set containing {z € Zf c1<|z| <
k} such that the process Z restricted to K} is irreducible and aperiodic. The
existence of this set follows from the irreducibility assumption and the fact that
74 is countable. We shall choose K = Kj. for an appropriate value of k = 0.

Fix g € (mg;% v 1,q0], 01 € (m9,1/R), 0, € (01,1/R) and @1 (2) = ||z]|9. Us-
ing Minkowski’s inequality in the first inequality, Lemma|[8.4]in the third line and

the equivalence between norms on Rf,

q g\1/q q
|z] @ |z @ @ |z ©
Pip1(2) =E[|D &7 | = |E|| X &7 —EE) +Y EEP)
i=1 i=1 ’ i=1 ’
/ q
<[(Cqla™ @)+ mi 2]
= m7z]19 1+ Cy |z @ 1)
<m7)z|9 + Cll|z|9-1H1/ar2), (8.5)

q

for constants C; and Cy only depending on g and m. Since g —1+1/(qA2) < g,
there exists k; = 0 such that, for all z ¢ K,

P1y1(2) = 01¢91(2). (8.6)
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We also deduce that, for all z € Kj,

P11 (2) < max m7||x||9 + Cglxlq_lﬂ/("/\z) < 400.
x(—:Kkl

Setting K = K},, we deduce that the first and third lines of Condition (E2) are
satisfied.

By definition of R, we have lim,,_., 92_” inf,ex P, (X, € K) = +oo and hence,
using Lemma there exists a function ¢, : E — [0, 1] such that the second and
fourth lines of Condition (E2) are satisfied. It also implies that Condition (E4)
holds true.

Since the process is irreducible and aperiodic and KX is finite, is clearly
satisfied for ny = 1 and my large enough, so that Theorem(8.2|follows from Propo-
sition[3.3 O

9 Proof of Theorem 2.1]

In all the proof, the constants C are all positive and finite and may change from
line to line. We first assume from Subsections[9.1]to[0.6]that for all 7 = 0 and all
x € E,Px(n <15) > 0. The general case will be handled in Subsection[9.8]

9.1 Main steps of the proof

The proof is based on a careful study of the semigroup of the process condi-
tioned to not be absorbed before time T In this section, we give the main ideas
and steps of the proof of for the total variation norm || - || 7y := || - |7y in
place of ||| 7v(y,), and leave the details for the following subsections, where pre-
liminary results and the following Propositions and Lemma (9.4 are
proved. The general case of the | - | 7v(p,) norm is handled in Subsection

For any T € Z,, we consider the law of the process X conditioned to not
be absorbed before time T. We introduce the linear operators (Sz;lyn)()SmgnsT
defined by

Pp-m (fPT—nILE) (x)

mond () = E(f(X) | X = X, T <75) Pr_mlg()

It is well-known that (S,flyn)()smsng forms a time-inhomogeneous semigroup
(i.e. S,Tn,nS,lep = S,{w for all m < n < p < T) and that the process (X,,0=n<T)
T

S st
under P, is a (time-inhomogeneous) Markov process, where we denote by P,
the law of the process (X;,0 < n < T) conditionally on T < 74 and X; = x.
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Fix0 € (6,/6,,1). Forany T = 0, we set, for x € E,

T
Yr() =E0 N | T <) =E" (6777,
where
Tx:=inflne 7, : X, € K}

is the first hitting time of K by the process (X, n € Z.). Be careful that Tk is not
the first hitting time of K by the full process (X;, t € I), unless [ =Z,..

The following proposition provides a Lyapunov-type property for the inho-
mogeneous semigroup S.

Proposition 9.1. There exists a constant C > 0 such that, for all0 < m < T and
l<k=T-m,

Sh kW T-me () <0y r_p(x)+C, VxeF. (9.1)

The next proposition provides a Dobrushin coefficient-type property for the
inhomogeneous semigroup S.

Proposition 9.2. There exists a constant ag € (0,1) such that, for all R > 0, there
exists kg = 1 such that, forall T = kp and all x, y € E such thatyt(x)+y1(y) <R,
we have
=2(1- .
| TV (1~ ao)

The following property is a consequence of the two previous ones.

T T
5xSo,kR - 5ySo,kR

Proposition 9.3. There exist constantsny =1, C >0 and a € (0,1) such that,Vn =
landallx,y € E,

Let us now deduce (2.1) with the total variation norm in place of || - [ 7v(y,),
from the last proposition. We have, for all x, y € E,

|

Hence, for any probability measure p on E, integrating the above inequality over
p(dx) leads to

5xSn0n _ 6yS"""

0,non 0,non

v <Ca"(2 + W non (X) + Wnon(¥)).

8xPnny — 6xPpnyLES Sy

0,npn

TV
<Ca”" (25xP,mOIlE +E, (G_TKAnnO :[lnn0<‘r@) + Wnon(¥)6xPrn, ILE) .

H/vtpnno — UPpn, ]1553/861,0",2" v
<Ca" (ZIJPnnO Tg+E, (H_TKAnno]lnno<ra) + Ynon (V) UPnn, I[E) .

We make use of the following lemma.
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Lemma 9.4. Forall0 € (61/0,,1), there exists a constant C such that, for all 0 <
m < T and all probability measure  over E such that p(¢p) >0,

u(p1)
K(p2)

This implies that, for all ¢ such that p(g2) >0,

E, (07" 1ro,,)<C P (T <75).

H”P"""_6y53v0"r;””P"”°]lE“TV
(1)
<Ca" (Zﬂpnno 1g+ &Hpnno 1E+Ynon(Y)UPnn, ]lE) .
p(p2)
Hence
— =06, <Ca”|2+ + .
H /JPnng 1g Y=0,non v /J((I)Z) Ynonly

Using the same procedure w.r.t. y, we deduce that, for any probability measures
w1 and po on E such that y; (¢2) > 0 and u2(@2) >0,

/JannO _ ,u2pnn0 Scan(,ul((,ol) +,U2((Pl)),
1 Pung g w2Punylg TV

‘ p1(2)  p2(p2)

where we used the fact that u(¢;)/u(@2) = 1 for all probability measure ¢ on E
such that p(¢,) > 0.

Because of Lemma(9.6|below, we deduce that, for some constant D; > 0 and
forall 0 < k < ny,

ﬂlpnno+k _ NZPnn()+k
,Ulpnno+k]lE I~l2Pnn0+k]lE

< Ca® (H1Pk(ﬂ1 N ,Uzpk(m)

TV WPz 2Pr2

<Ca" (—#1(%) v D+ H2(p1) le) .
wi(g2) a2 (p2)

Therefore, up to a change in the constant C and replacing a by a'/*, we de-
duce that, for all probability measures ; and u, on E such that p; (¢p2) > 0 and
W2(p2) >0and forall n=0,

,Ulpn _ ,UZPn
1 Pplp  waPylg

< Ca"(”l(‘pl) + “2("”)). 9.2)
TV

p1(@2)  p2(e2)

. P . .
Fix xo € K. We set ) =0, and pp = #fl‘,l]llE in (9.2). Since 51—$; < oo and because

of Lemma below, we have % < oo. We deduce that, for some constant

K22
C>0,
‘ 5xopn+1 6xoPn

- <Ca",
6x0Pn+1]lE 6x0pn]1E

TV
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and hence, using the completeness of the space of probability measures on E for
the total variation norm, we deduce that there exists a quasi-limiting measure
vosp (which is hence a quasi-stationary distribution) such that

In particular, it follows from Lemma(9.8|below that vosp(K) > 0 and hence that

vosp(g2) > 0. Since Lemma implies that gz‘ﬁgg; is uniformly bounded in

n =0, we deduce that vosp(¢1 A M) is bounded uniformly in M > 0 and hence

vVQsp(g1) <oo.

Using (9.2) again (up to another change of the constant C), we obtain that,
K1)

8, Pn
5w Pnlp

< ian_

—VQsSD
v 1-a

for all probability measure p on E such that gy <0
P
“ Wn_ ool <cartten).
uPrlE TV Ju)

This also entails that there exists a unique quasi-stationary distribution such

that vosp(¢1)/vgsp(@2) < oco.
This ends the proof of for the total variation norm. The general case

with the norm |- [ 7v(y,) is proved in Subsection

9.2 Preliminary results

We start by proving two basic inequalities which are direct consequences of (E2).
Lemma9.5. Forallxe E\K andalln=0,
Py(n < Tk ATp) < Exlp1 (X)) Lnatynr,) < 0791 (20).
Forallxe Eandn=0,
Px(n <75) 2 Ex[p2(Xn) L n<r,] 2 05 p2(x).

Proof of Lemmal[9.5. These two properties follow easily by induction from (E2).
For example, the first one makes use of the following relation: for all n =1 and
x€eE,

[Ex[(Pl(Xn)1n<TK/\ra] =lrernnk P1 [[E- ((Pl(Xn—l)ln—kTK/\ra)] (x).
This and (E2) entail the property at time n = 1 and, by induction, at any time

n=1. O
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The next lemma states that the expectation of ¢;(X,) is controlled by the
expectation of ¢, (X}) uniformly in time.

Lemma 9.6. For all 0 € (0,/0,,1], there exists a finite constant Dg > 0 such that,
for all probability measure pu on E such that u(g;)/ u(@2) <oo, forall T € Z, and
allxe E,

HPro1 _ (GT.U((PI)
uPrgz ' plg2)

Proof of Lemmal9.6. It follows from (E2) that

) Vv Dyg. (9.3)

P11 =O1uPTp1 + CuPrlk

and
UPT 1902 = O2uPT .
Hence
HPr1p1 _ O14Prpr + CpuPr 1k (%)
UPT 12 O2uPT 2
< 01 pPr, - C _
02 pPrey  O2infyeg @2(y)
Since 0;/60; < 0, these arithmetico-geometric inequalities entail (9.3). O

We now give an irreducibility inequality.
Lemma 9.7. Forall C = 1, there exists a time ns(C) € N such that

as(C) := P, (Xnsc) € K) > 0. (9.4)

inf
e (E) s.t. (1) =Cp(@)

Proof of Lemmal9.7 It follows from (E4) that there exists a time 7, € N such that,
forall n = n,, P, (X, € K) >0, and, using (E1), that for all n = n, + n;,

inf P, (X, €K) =z Py (Xy—p, €K) >0.
xeK

Let C = 1 and p be such that p(¢1) < Cu(g,). It follows from Lemma[9.5] that, for
aln=1,

Pu(Tk ATo> 1) < Ey [01(Xn) Lrgargsn] < 07 1(@1) < COL u(ga).

and

Pu(n <15) 2 Eulga(Xn)] = 65 u(gs).
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Therefore,
Pu(Tx < n<15) = (05 — COV) plg2).

Choosing n(C) = [2C/log(8./60:)1, we deduce that

Bn(C) Qn(C)

2 )
5 wig2) = 50

Pu(Tk = n(C) <715) =

Therefore,

Pu(Xn(C)+nv+n1 € K) = [E,u [ILTKSn(C)PXTK (Xn(C)+nV+n1—k € K)‘k:TK]

en(C)
> min inf P, (X; € K) =—.
ny+n <ksn,+n+n(C) xeK 2C
Hence we have proved Lemma9.7|with n5(C) = n, + ny + n(C). O

The next lemma shows that conditional distributions with initial conditions
in K give to K a mass uniformly bounded from below.

Lemma 9.8. There exists a time ng € N such that

inf infP, (X7 e K| T<13)>0.

T=ng xeK

Proof of Lemmal9.8 Since @1 /¢, is bounded over K, we deduce from Lemma(9.6]

that, setting C := Dy +sup ycx 3;—83, we have for all x € K and all T = n5(C),

Pr_nyc)1(X) <C

< (9.5)
Pr_pn,cc)p2(x)

0xPr-n5(0)

Using Lemma applied to u = 5 Prmols we deduce that, for all x € K and
xE'T-ng
T = n5(0),

HPnsc) 1k

P,(XreK|T<1g) =
* UPns0)1E

= UuPp.c)lk = as(C). O
The next lemma shows that survival probabilities are controlled by the func-

tion ¢.

Lemma 9.9. There exists a constant C > 0 such that, for all p € [1,1log6;/log0,),

xeEandn=1,

1/p
P ep (< 1), 9.6)

Py(n<ty =<C
’ 1-0."710, ¥eK
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Proof of Lemmal9.9 Tt follows from Lemma(9.5|that, forall p = 1, x € E\ K and
nzl,

Po(n< T A1) <0 Py (0)!7P. 9.7)
Note that this inequality is trivial for x € K. In particular, for p = 1 such that
1/p
61 <0,,forall xe K,
P1(0)'P
1-01"716,

Fix p € [1,logf;/1logh,). Using (9.7), the second inequality of Lemma
and (E3), we have forall xe E

Ex(0, *"") < 9.8)

Pn<ty) =Py(n<TxgAT3) +Px(Txk ANT5=n<Tp)

n
<0701 ()P + Y Pu(Tk ATy = k) sulgu»y(n— k<ty)
k=0 ye

- inf,cxP,(n<71y)

n
Vp AN B
infoex 92(2) P1(x)""" +c3 kZ:OPx(TK/\Ta k) J1/£1I£|]3’y(n k<15)

n
: 1/p : — -k
SC;QIng(n<Ta)<P1(x) +C;2}£Pz(n<ra)§ Px(Tx ATy =Kk)O, ",

k=0
9.9

where we used the fact that, for some constant C > 0, for all n = k = 0 and all
zeK,

P.(n<Ty) = COHX inf Py(n -k <7p). (9.10)
ye

This is proved using the three following equations. For all n = k = ng and all

z € K, by Lemmata[9.8|and[9.5)

P,(n<ty) =P,(Xir e K| k<1y)P,(k<Tp) yiglf(le(n —k<1yp)
> CON 2 (2) infPy(n—k <o)
> cegfyigg[@y(n ~k<19),
since inf ¢ g 2 (2) > 0. Also, for all n = ng = k, using the last inequality,
P,(n<ty) = CG;6 Ji}I€1[f<[F‘>y(n —ng<Tgy)
> CO,° Ji/I€111:[|3>y(n —k<1p)

> (COJ®) 0% infPy(n—k<7o).
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Finally, for all k < n < ng,

P.(n<T5) =P,(ns <15 = COL = (COL) 0% yiglf(u»y(n —k<1y),

so (9.10) is proved.
Combining and ends the proof of Lemmal9.9] O

9.3 Proof of Proposition 9.1

Markov’s property implies that, forall xe E\K and T,m = 1,

SoaWr-1(x) = Sy w1 (xX) = Oy (x). 9.11)
Indeed,
[Ex(el_TKAT]lT<T )
0 = 2
() Px(T <71p)
Ex[l1<r,Ex, @ TKANT=D | T -1 <15)Px,(T-1<7
_ x[L1<r,Ex, ( | a)Px, ( ] ZSOTlWT—l(x)-
P (T <Tg) :
Similarly, for all x €K,
N
St wro1(0) = Sy (0 = OE,> (07K, 9.12)

where
og:=min{n =1, X, € K}

is the first return time in K. Setting
SOT rn—0x AT
C:=supsupkE,” (@ 7%""),
T=0 xeK
which is finite (see Lemma [9.10), we can apply recursively (9.11) and (9.12) to

obtain

T _ T T
Smmek¥T-m+k) = Spy k-1 (ﬂE\K5m+k_1,m+k(w T—(m+k)))

T T
+ Sm,m+k—1 (]lKSm+k—1,m+k(wT—(m+k)))

<08, k1 WT—(m+k-1) + CO

= m,m+

k
<...<0fyr_p+CY 0%
=1

Hence Proposition[9.1|follows from the next lemma.

71



Lemma9.10. Forallf € (6,/05,1),

Se
supsupE,* (077" < co.
T20 xeK
Proof of Lemmal9.10, Fix x € K. On the one hand, by Lemma[9.9] (with p = 1),
we haveforanyl<sn<T,

Px(n<ogand T <75) =Ex(1p<opnr,Px,(T—n<7p))

= C}ille'llf(lpy(T = n<Te)Ex(Ln<opar, ®1(Xn)).

Using (E2) and Markov’s property as in the proof of Lemma(9.5, we deduce

P.(n<ogand T<ty)<C inllzle(T— n< Ta)Gf_lpl(pl(x) (9.13)
y€
<CinfP,(T-n<14)07. (9.14)
yeK

On the other hand, Lemma [9.8) implies the existence of a constant C > 0 such
that, for all x € K and all n = ng,

Px(X, € K) = CPy(n < Typ).
We deduce from Markov’s property and Lemmathat, forall T = n = ng,
Po(T <15 =2Py(X, € K))i}glf(IPy(T— n<Tty)
=CPy(n<ty) )i/glg[FDy(T— n<Ttgy)

> ng)i,lelIf(Py(T_ n<ty).

Combining this with (9.13), we finally deduce that there exists a constant C > 0
such that, forall xe Kand all T = n = ng,

6 n
P.(n<okl T<Ta)SC(6—1) . (9.15)
2

The extension to any T = n is trivial, so the conclusion follows. O

9.4 Proof of Proposition 9.2

We start by stating a lemma proved at the end of this subsection.
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Lemma9.11. Forallxe Kandni+ng<n<T,
Py(X,€-|1T<1p)=cyv, (9.16)

where the measure v and the integer n; are the one of Condition (E1), the integer
ng is from Lemma and ¢} >0 is independent of x,n and T.
Fix 0 € (0,/0,,1) and set kr = [log(2R)/1log(1/0)1 + ny + ng and fix T = kp. For
all x € E such that w(x) < R, Markov’s inequality implies that
T

N 1
U:Dx(TK>kR—n1—n6|T<Ta)=|]:DXO' (TK>kR—n1—n6)SWSE.

It follows from Lemma that, for all measurable A c E,

sT Ex [Zz}i;nl_nﬁ 1pe=kPx, Xip—k € A, T—k<ra)]
0,
[Px (XkR ) A) ) P (T <71p)
, Ex [Z]Zi_lm—ﬂe ﬂTK:kPXk(T—k<Ta)]
=cv(A) P10
X

= V(AP (Txk <kp—n1—ne | T <71p)
> 1c{v(A).
2
This concludes the proof of Proposition|9.2{with e = ¢{ /2.

Proof of Lemma|9.11, For all measurable set A c K, we deduce from Markov’s
property that, forall xe Kand all T = n = n; + ng,

P (X, € A, T<15) >E,

Ix, ,exEx, , (Tlxn1 eAPx, (T-n< Ta))]

>[,

Ix, , exPx,., (Xn € A)] Ji}gf([P’y(T -n<Tty)

> V(AP (Xy-n, €K) inIf(IPy(T—n<Ta), 9.17)
yE

where we used (E1). Now, using Lemma we deduce that there exists a con-
stant ¢ > 0 such that

P(T <79) <P(T =11 <79) = Ex Ly <,Px, ,, (T~ n<75)]

= cky (ln—n1<13(P1(Xn—n1)) Ji/g}élpy(T— n<rty).

Since ¢ (x)/¢2(x) is uniformly bounded over x € K, Lemma implies that
there exists a constant ¢’ > 0 such that, for all x € K,

Ey []ln—n1<13(P1(Xn—n1)] = C,[Ex []ln—n1<ra(P2(Xn—n1)] = C,[P)x (n—n1 <71p).
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But n— nj = ng, hence Lemmal[9.8|entails that there exists a constant ¢” > 0 such
that, for all x € K,

Px(n—ny <15 < "Px(Xy—p, €K).
Hence we obtain

Px(T <75) < cc'c"Py (Xp-n, €K) inIf<IP’y(T— n<Tty).
NS
Combining this with (9.17), we obtain

C
P (X,€A|T<Ts) > Flcl,v(A).

This ends the proof of Lemma(9.11 O

9.5 Proof of Proposition(9.3

We transpose the ideas of [57] (see also [58]) to the time-inhomogeneous setting.
We fix the constants R = 4C/(1 -0) and 8 = ao/2C, where C is the constant of
Proposition[9.1] Forall T =0 and all ¢ : E — R, we set

_ lp(x) — ()]
llelll - = :Jl/l(_:PE 2+ Byrx)+pyr(y)

Fix nand T = 0 such that (n+1)kg < T and let ¢ be such that [[|¢||| ;_,, 15, = 1-
Then, replacing ¢ by ¢ + c for some appropriate constant ¢, one has |¢| < 1 +
BY T_(n+1)k; (see Lemma 3.8 p.14 in [57]).

I W r_nk, (X) + ¥ 7-nk, () > R, then, using Proposition

T T
S k(4 1k P ) = Sk 4 kg @)

<2+ 0BY - ni,(X) +0PY i, (1) +2BC

<2+ 0+ 1 -0)/2)(BYT—nky (X) + PUT_ 1k (1)
- (RB1-6)/2+2pC

< (1-a1) @+ Y r—nky (X) + BY 1 pip (X)),

where @) € (0,1) issuch that2+ @+ (1-60)/2)y<(1—-a1)(2+ y) forall y = BR.

Y r_nk, (X) +Wr_nk, () < R, then, considering

(p:(p/_"_(pl/,
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with |¢'| <1 and |¢”| < By 17— (n+1)k,» Propositions[9.1|and[9.2)entail

T T
SnkR,(n+1)kR(p(x) - SnkR,(n+1)kR(p(y)|

< 2(1 = @) + BOW 17— piey (X) + POV 7_ i, (1) + 2BC.

Our choice 8 = ag/2C implies that

SrTsz,(nH)kR‘P(x) - SgkR,(n+1)kR(p(y)| < (1= a2) 2+ Y r—niy (X) + BYT_ iy (V).

for the constant a, = 52 A (1-6) > 0.
Hence, we obtained

which implies by iteration that

s

This concludes the proof of Proposition[9.3

SgkR,(n+1)kR‘/’|||T_nkR =(l-a1A a2)|”(p|HT—(n+l)kR’

nkR
O,nkR(p

o = A-arra)"|elllo = 1 - a1 A a2) @l 1+ B).

9.6 Proofof Lemmal9.4

This lemma in a generalization of Lemma Its proof is based on similar
computations. We give the details for sake of completeness.
For all probability measure p on E, for any 0 < n < T, using Lemma 9.9]for
the second inequality and Lemma[9.5]for the third inequality, we have
[P’M(n < Tk and T < T@) < [E,u(]ln<TK|PXn(T_ n< Ta))

< C}i}rellig[Py(T— n <73)Ey(1n< 1 1(Xy))

< Cinf P, (T - n<77)07 plg1). (9.18)
yeK

For all integer n = n,, where

log K1)

it follows from Lemma[9.6]that

,upn—n5(D9)(P1 <Dgv (Hn—ns(De) ,U((Pl)) <
1Py ns(Dg) P2 w(p2)
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and from Lemmal9.7] that

uPplg
Py 1g
Therefore, we obtain from the Markov property and Lemma(9.5|that

> as(Dg) > 0.

[P’u(T<Ta)EPM(XnEK)inIf([P’y(T—n<Ta)

NS
> as(Dg)Py(n<1y) infP,(T-n<
as(Dg)Py(n Ta)}?x y(T—n<1y)

> as(De)HQu(wz)yig};Py(T— n<Tty).

Combining this with (9.18), we obtain that, for all n = m

01\" pip1)
P,(n<Txand T <1y < (—) P,(T<Tty).
pEm K V= a0 \02) uign M0
Hence
_ wlp1)
E, (60 TK/\T]lTKzn“Y T<1y) < CH((Pz) Pu(T <7o).
We deduce that
_ (1) _
E, (0~ 7T s(c“—w ”N)IP (T <1p).
IJ( T<T(3) /J((Pz) I a

. -n 0—(”5(D9)+1)’u((p1)
Since 67" < Do) We have proved Lemma|9.4

9.7 Conclusion of the proof of (2.1) for the norm || - |7y (y,)

For all n = 1, we introduce the linear operator on L*(¢,), defined for all & €
L*®(¢,) as

Ryh(x) =Ex (h(Xp) U 1g<n<r,), YX€EE. (9.19)

Note that this operator is well-defined since |R, h(x)| < ||kl 1= (p,) Prng1(X) < co.
We first give some properties of R,;, which can be seen as a bounded approxima-
tion of P, in L (¢y).

Lemma 9.12. We have

R :=supsup R,p1(x) < oo,

n=1 xeE

and foralln=1andx € E,

0< Ppp1(x) = Ryp1(x) < 07 1 (x).
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Proof. Using Markov’s property,

Rup1(x) = Y Ex[Lyy=iPn—ke1(Xp)]
ksn

< sup Pro1()Px(Tx = n)
YyeK, k=0
P
< k1Y) _ Dy v sup ¢1(y)
yek, k=0 Prp2(y) yek $2(¥)

< +00

by Lemma(9.6] This proves the first inequality. For the second one, we observe
that for all x € E,

Pp1(x) = Ru1(x) = Ex (@1 (Xp) Ln<ry) < 07 91(%)
by Lemmal(9.5 O

We fix 1 < k < n, h such that |h| < ¢; and u such that u(p1)/u(@2) < Dy,
where 0 = % and Dy is from Lemma The inequality with |- |7y in
place of || - [ 7v(y,) and Lemma entail

UPy_kRih
IUPn—k]lE

< Ca”_kM sup |Rch(x)| < CDgRa™ ¥,

w(@2) xek

-vqosp(Rih)

The second inequality of Lemma implies
Ivaspl(Pk — Ri) Rl < 0 vosp (1)

and, by Lemma

P,_i(Pr—Ri)h P,
uPp_i(Pr— Ry) sef“ n kwlsgf(Devu(%))_ng
uPy i 1g 1Py @2 w(p2)

V1

Combining the last three inequalities and recalling that vosp Prh = vaQs p(h),
we obtain that, for some constant C > 0,

uPph

T vosn)
Ok P, (g °

< C(a"*o5% + ©1/00)").

Applying the last inequality to h = 1, we obtain

1 1
Q(I)C/JPn_k]lE P lE

Cla™*05% + (611600)%)
<
uPylE
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so that, using Lemmal9.6}
uPyh uPyh

Of P,k 1g  uPulg
Hence, for some @ <1, for all n =0,
UPyh

‘ uPrlE

UPr@1
HEpLE

< C(a"*05% +6,/60)% < CDg(a"™%05% + 61/60)").

< Ca"*0,% +6,100)" < ca”.

—vosp(h)

,sothat uPr@1/uPre, <
Dy according to Lemma[9.6] We deduce from the previous inequality applied to
wPr/uPrlg that, forall n =0,

HPTinh ngT-1 k(1)

UPTnlE K(g2)
while, using again Lemma we obtain, forall n € {0, T — 1},

UPnh K1) )< anuﬁpl)_

pPplg pg2) pig2)

The last two inequalities conclude the proof of with @ = a@ v 0 and hence of
Theorem[2.11

Finally, if u(¢@1)/ u(p2) > Dg, thenlet T = [WW

—VQSD(h) <Ca"*=Ca

—vosp(h)

<DgyV (9" ) +vQsp(@1

9.8 ThecasewhereP,(n <715 =0forsomexc Eandn=>1

In this section, we assume that X satisfies assumption (E), but we do not assume
anymore that Py(n < 75) > 0 for all x € E and all n = 1. We introduce E={xe
E, Py(n<15) >0VYn=0}and E = E\ E. One immediately deduces from (E2)
that, for all x € E and all n = 0, ¢»(x) = 0 and P (X,, € K) = 0, and hence that
OxPny1 < 071 (x) by Lemma In addition, one easily checks that the semi-
group P restricted to E U {9} still satisfies assumption (E), and in particular
applies.

Let 1 be a probability measure on E such that p(¢@2) > 0 and u(p;) < +oo.
Then, for all n =0 and all |h| < ¢,

|uPph—vosp(WpPRE| < |uPph— ppPph| + | zPuh = vosp (M) zPnlE|
+vosp(@1) | PrlE — pPplg|.
Each term can be bounded as follows:
|uPph— ppPuh| < p 5 Prg1 < 07 upr,

(1)
o HEWP1 wpPalp < Can,u((,ol)
M5 (p2) ulp2)

vQsp(@1) |t PnlE — puPylg| < vosp @M EPnp1 < Vosp (91)67 pepr.

|,u|EPnh—vQ5D(h)u|EPnILE| <Ca IJPnILEr
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Since uP,1g = 05 u(p2), we deduce that

wPyh
/JPn]lE

wip1)
pp2)

—vosp(M)| < ((01/02)" +vosp (1) (01/62)" + Ca’)

This concludes the proof of (2.1) in the general case.

10 Proof of the other results of Section 2

The previous section ensures the existence of a quasi-stationary distribution
vosp such that vosp(¢1) < +oo and vgsp(K) > 0. Denoting by 0, its associated
decay parameter, we observe that 8, < 6, since Lemma [9.5| entails that, for all
n=1,

0 =Py s, (1< T5) = vosp(K) inEIIf(Py(n <74) =2 vosp(K)O} yiglf(tpz .

We begin to prove Theorem [2.2]in Section except for the exponential
convergence in L®(¢1). We then prove Theorem in Section In Sec-
tion we conclude the proof of Theorem [2.2] and prove Corollary We
prove Corollary[2.6/in Subsection[10.5

10.1 Proof of the existence of the eigenfunction n

In this section, we show that the limit (2.2) is well defined pointwise, vosp (1) =1,

P17 = 6on, 1 is lower bounded away from 0 on K and 1 € L% (¢! 8!"/00/10801/00))

For all n =0 and x € EuU {0}, let us denote

Pi(n<71p)

Nn(x) =0,"Pyx(n<15) = ———.
" 0 =< Pygsp (1 <T3)

By Lemma[9.9} for all x € E,

Nn(x) < ce(;"yiggpy(n <75)¢p1(x)

Cp1(x)

. (10.1)
vQsp(K)

<——0;"P n<rt X) =
VQSD(K) 0 VQSD( 6)(,01( )

This implies that the sequence (1,) >0 is uniformly bounded in L*(¢,).
For all probability measure p on E and for all n, m = 0, by Markov’s property,

LM nem) = L@ 2)Eu [0 "Px, (M < Tp) | n < T4).
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Hence, by Theorem 2.1} for all 2 such that p(¢2) >0 and p(g;) < +oo,

M nsm) — M| = @) [Epm(Xn) | n < 75) -1
= 1) [EpMm(Xn) | 1 < 75) = vospMm)|
n/“t((/’l)

<= Culpp)a”——.
w(p2)

For any x € E, applying this result to u = (6 + vosp)/2, we deduce that
Nnem(x) =Nn(X)] < Cor(x)*a”.
This shows that (17, (x)) ,=0 is @ Cauchy sequence and hence that, for all x € E,
— 3 —n
1’](x) = nl—l}}-loogo Px(n<1p)

and, by (10.1), that n € L*(¢).
Then, since 77,, is bounded in L>(¢;), we deduce by dominated convergence
that vosp(n) = 1 and that, for all x € E,

OxPin= lim &yPiny= lm Oomps1(x) =0on(x). (10.2)

The fact that n is lower bounded away from 0 on K is an immediate conse-
quence of Lemma (integrating with respect to vgsp(dx)) and the fact
that VQSD((pl) < +00.

It only remains to prove that n € L™ ((pllogg"”oge‘ ) To prove this, we use the

operator R, introduced in (9.19). By Lemma and using the fact that n €
L*®(¢1), forall x € E,

n(x) = 05" Ppn(x) < CO" [Rnp1(X) + (Pn— Ryp) 1 (%)) ]

6 n
—1) @1(x).

<CRO,"+C (
6o
Applying this inequality for n = |-log¢; (x)/log8; ], we deduce

log g1 (x)

1 6 < C 10g00/10g61,
log6: 0g 0) p1(x)

n(x) = Cexp (

which concludes the proof.
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10.2 Proof of Theorem[2.3|

We start with Point (i). We introduce I';, = 1,<;, and define for all x € E’ and
n = 0 the probability measure

I'x — rn
T Ec(Tp)

P

so that the Q-process exists if and only if Qg’x admits a proper limit when n — co.
For all 0 < k < n, we have by the Markov property
Ex(Tnl F)  Lik<r,Px, (n—k <7p)
Ex (Ty) Px(n<1s) ’

By the pointwise convergence in (2.2) (proved in Subsection10.1), this converges
almost surely as n — +oo to

kN(Xk) Q_kn(Xk)

M = ]]_ 6_ - ’
FT TR0 T T )
and Ex(Mg) = 6 kp;;?g) = 1. These two properties allow to apply the penal-
ization’s theorem of Roynette, Vallois and Yor [94, Theorem 2.1], which implies

that M is a martingale under P, and that ngx (A) converges to [E, (M1 4) for all

A€ Z, when n — oo. This means that Q is well defined and

dQx
d[FDx 9/5

= M.

Note that the fact that n(x) = 0 forall x € E\E' implies that (X,,, n = 0) is E'-valued
Qx-almost surely for all x € E’. The fact that X is Markov under (Qy)xcp and
Point (ii) can be easily deduced from the last formula (see e.g. [20, Section 6.1]).

It remains to prove Point (iii). We define the function v = ¢@1/1 x (1]l 1))
on E'. Note that, since n € L (¢1), ¥ is uniformly lower bounded. Moreover, for
allxe E,

- 05 1ml o (o1) 0, A LIS ~
By =2 M=) p oy < O D00 4 By 4,
1 (x) ) 191 (xX) How(x) Bon () kX)) =0yx)+c
where 6 = 6,/6y and
. c2lInll =gy
- Boiann '
Hence, forall xe Eandalln=>1,
N — _ ~ c
Poy(x) 0P, y(x)+Cc<..<0"y(x)+ - (10.3)
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Using Lemma we have that, for all x € E/,

n (Pl(Xn)
n(Xn)

Qx(Tx > n) =k 0(; Iresnlx,ep| < énu/(x) (10.4)

Now, choosing m large enough so that sup, g gmx [supgw+¢/(1-0)] < 1/2, we
deduce that, for all x € K and all ny =0,

Q:(@nenyg,...,ng+mg}, X, € K)=21-0"<P, w(x)=1/2. (10.5)

Now, let ng =1 be such that inf,c x P, (X}, € K) > 0 for all n = ng (such a ng exists
by (E1) and (E4), see the proof of Lemma[9.7) and let

a:= inf inIEIPx(XnEK)>O.

ne{ng,...,ng+mg} X

so that, forall x€ K, all n € {ng,..., nx + mg} and all Ac E measurable,

-n—-m

0
n(x)

96"_’“ Hgn_n‘v(n) ac;
1g)=——"—7— A) = —v,(A),
) ac1v(nly) ) acyvy(A) o vp(A)

Qx(Xpin, € A) = Qy(Xy € K, Xpip, € A) =

Ex(1x,exEx, 1(Xn,)1x, ea))

v

where we used (E1) and (E3) and defined vp(dx) := WT We deduce from the
last inequality and (10.5) that, for all ny =0,

No+mg ac

Qx Xng+n +ng+mg €)= Z Qyx []le,eK@X,, (Xng+n+ng+mg—n € )] 2 gvn-
n=ny 3

Hence, for all n = ng + mg + ny,

ac
Qu(Xp €)= —v, Vxek.
2c3

Forall x € E/, setting k, = [IOg(?‘w(xn] it follows from (10.4) that Q (T < ky) =

%, and hence
ac
QX(X]C +ng+mg+n; € )> 4 Vr]
C3

log(ZR)

In particular, for all R > 0, setting kg = [——= ] + ng + my + n1, we have, for all

X,y € E' such that w(x) + w(y) <R,

acy
-—. (10.6)

||6kaR _6yPkR 4cs

lrv=t
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By [57, Thm 3.9], together with (10.3), the last assertion implies that there
exist constants C > 0 and a; € (0,1) such that, for all real function % on E’ such
that || Al < oo,

|IPnh|| = Cca}linl, (10.7)

where h(x) - k()|
x —
Al = sup Y

x,yeE' 24y (x)+y(y) '
This implies (2.4). In particular, for all x € E,

0

n—-+oo

”‘sxﬁn _,B”TV

Hence, (2.5) is a consequence of Lebesgue’s dominated convergence theorem.
This ends the proof of Theorem[2.3]

Remark 22. As noted in [57, Remark 3.10], it is possible to obtain explicit con-
stants C and &; in (10.7) from the parameters in (10.3) and (10.6) (note that a

slight modification of the proof of Lemma(9.9|entails that one can actually take

~_ 10 1/6 . . s s o

C=15,1g. < 1-9.15;)- More precisely, settinga = {Z! and K =¢/(1-6) and y =0,
2&0

YR+2K’

then taking any ap € (0,a) and R > %, and setting b =

a N )V2+byR+byK€(0 3
ap=1-a+a _— 1),
R 0 2+ bR

and Cg = w, we obtain that, for all f € L*®(¢,/n),

an
|Puf = BU| < Cra ™1 fll =gy .
10.3 Proof of Corollary[2.4]and end of the proof of Theorem|[2.2]
Let |g| < ¢; and set h = g/n. Then entails that, for all x € E’,
|05 "Ex(8(Xn) L x,er) —N(X)vosp(glp)| < Ca" g1 (x).
In what follows, we set v/ = vosp(-N E’) and, forall k = 1,
8k(xX) = LyepEx (1 x,¢5' 8 (Xi) Lie<r,) -

Note that, defining E” := E\E’, E” U{d} is an absorbing set. Since K < E’, we thus
have

k(%) = Lyep Ey (]lk<TK/\ra</)l (Xk)) = H{C(l)l (x).
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We also define the measure v on E” by

V” = Z H(Y[[Ev' (:H-X1€E’:H-X[€') = Z H(Y[V,(g[).
/=1 /=1

Hence we have foralln=1and all x€ E'

105 "E(g(Xn) L x,e) =NV (@) = Y |05 Ex(@e (X)) = 65 000V (80)|

<
< 057105 " Ea(ge (X)) — (0 (g0)]
0

IA

>
=1
>
/=1
S, ¢
Y 05 1 (xCa™ lgell i)
=1

no(p 14
chpl(x)Z(—l) am.

/=1 6o

We thus proved that, setting vo = v/ +v", and up to a change in the constants C
and a, forall x€ E/,

|05 "Ex(8(Xn) Lncr,) —n(x)vo(g)| = Ca" 1 (x).

Now, by Lemma forall x €”, |Exg(Xn)1,<1,| < 07¢1(x). This, we have proved
that, up to a change in @, for all x € E,

|66 "Ex(8(Xn)) —n(x)vo(g)| = Ca" g1 (x). (10.8)

Integrating with respect to vsp shows that vy = vgsp. Thus, we have proved (2.6).
To conclude, we can now end the proof of Theorem[2.2] Indeed, taking g =1
immediately entails that the convergence (2.2) is geometric in L (¢;).

10.4 Proof of Corollary[2.5|

If n(x) > 0, it follows from Corollary and the fact that vosp(¢2) > 0 that there

exists k > 0 such that §,Pr@, > 0. Hence E' c {x € E: 3k = 0, Prp2(x) > 0}.

Conversely, if Px¢,(x) >0, we apply Theoremto u= 55}‘,5 ]’iE. Since vgsp(n) >

3 }11 nll  _ 6x} n+kf 96Hk
> = =
0, there exists n = 0 such that 0 < Pl 5 Prorlp 5 Prirls

have proved that E' = {x € E: 3k =0, Pr@2(x) > 0}.
The fact that any y such that u(E’) > 0 and p((p}/p) < +o0o for some p <
log6:/1og0; belongs to the domain of attraction of vosp follows from Remark

and Corollary[2.4]

n(x). Hence we
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In the case where ¢; is bounded, the domain of atttraction contains all mea-
sures pu such that u(E") > 0. If u(n) = 0, then uPn = 0 for all k = 0, which means
that uPy gives no mass to E’. Hence the convergence of conditional distribu-
tions to vgsp cannot hold true. The uniqueness of the quasi-stationary distri-
bution follows immediately.

10.5 Proof of Corollary[2.6|
Applying with u(n-)/u(n) instead of y and recalling that u(E\ E') = 0, we

obtain P )
sup N n P ])
FE=R [ flos] pm)
This entails the convergence result (2.7).
Assume from now on that 7 is positive on E. Let v be a quasi-stationary dis-
tribution on E such that v(n) < +oco and denote by 6y € (0, 1] the associated decay
parameter, such that P, (X, € -) = 8v for all n = 0. Then, according to (2.7), we
have, for all g € L*(n),

- BN mO.

0.

105705 v(8) —v(mvasp(8)| ——
This entails that 8y = 8, and that v is proportional to vgsp. Since they both are
probability measures, we deduce that v = vosp, which concludes the proof of
the second claim of Corollary[2.6|

Finally, assuming that 7 is lower bounded away from 0 on E, we deduce
from with g = 1 that, for all probability measure p on E such that pu(n) <
+00,

Ha”uP”ILE

u(m) > 0.

n—-+oo

This and imply that

sup |Eu(g(Xn) | n<T5)—vosp(g)] 0,

§:E—R, lIgllreoq=1 n—oo

hence holds true and the proof of Corollary[2.6]is completed.

11 Proof of the results of Section

In this section are proved Lemma|3.1]in Subsection[11.1} Lemma[3.2]in Subsec-
tion Proposition[3.3]in Subsection and Lemma(3.4]in Subsection[11.4
Then we prove Theorem [3.5]in Subsection [I11.5] Lemma3.6]in Subsection[11.6
and Proposition[3.7]in Subsection[11.7
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11.1 Proof of Lemmal3.1]

The function ¢, defined in the statement satisfies, for all x € E, ¢2(x) € [0,1] and,

1
> 0. Moreover, we have, forall x € E,

1
forall x € K, 2 (x) = zgz_
2

-1

62 —0+1
PLpa(x) = 0292(0) = L (02 1x(0) =057 P10 = B2 ()

=4

2

since ¢ is chosen such that Hz_éPg 1g(x)=1g(x)forall xe E.

Our assumption also implies that there exists ny such that, for all n = ny,
05" infycx Py (X, € K) = 1. Choosing n4(x) = ng for all x € K entails (E4), which
concludes the proof of Lemma|3.1

11.2 Proof of Lemmal3.2]

Assume that

E, (GI—TK/\Ta) < +oo Yx € E and j/lellg E, ([EX1 (QI_TK/\TGJ :[]-1<T5) < 400

and set ¢ (x) = Ey (HITKA rm) for all x € E. Then, for all x € E\ K, using Markov’s
property at time 1,

Pip1(x) = Ex ([EX1 (BI—TK/\rT(ﬂ) ]ll<ra) <[E, (HI_(TKArTB]_l)) =019, (x).

Moreover, for all x € K, Py (x) < 61_1 SUP e Ey ([EX1 (QI_TK”") IlKTa), and hence
the first part of the lemma is proved.

Assume now that there exist two constants C > 0, 8; > 0 and a function ¢; :
E — [1,+00) such that supg ¢ < +oco and Py¢; <01¢; + Clk. Then, foralln=1
andall xe E\K,

Ex (¢01(Xn) Ln<tenr,) < 0791 (x).
Thus we deduce that, for all x€ E,

Py (n< Tk AT5) <07 ¢1(x).

In particular, forall8 > 6; and all x € E,

E. (07 TkM0) <

7-0, @1(x) < +oo.

We also deduce that

supk, (Ex, (0~ 7%"7)) < —g SupP191 (%) < +oo.
XeK 1 xeK

This concludes the proof of Lemma|3.2
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11.3 Proof of Proposition|3.3

Condition (E4) implies that there exists xo € E such that Py, (X, € K) > 0. We
then deduce from our assumption that Condition (E1) is satisfied with the
probability measure v on K defined by
Py, (Xn, €-NK)

P, (X5, € K)
and the constants ¢ = Py, (Xy, € K)/C >0 and n; = my.

Let us now check Condition (E3) and the last part of Proposition We
define TI(("") =inf{n = ng s.t. X;, € K}. Lemma (which only makes use of Con-
dition (E2)) implies that, for all x € E, P,(n < Tx A T5) < 0] (x). Hence, for all
x € E and all n = ny,

v() =

Po(n<7o A TYY) = Ex (Lnyer,Px,, (=10 < 75 A Tic))
= eil_no Ey (]ln0<r@(l)1 (Xno))
< (01 +¢2)"™0] ™ 1 (x).

Since ¢ = 1, we also have Py (n < 75) < CO{ @1 (x) for all n < ny. Hence we proved
that, forall xe Eand n =0,

Pi(n <7y A TI) < COT 1 (). (11.1)
Therefore, for some constant C > 0,

Pr(n<7p) sPx(n<to A Ty”) +Po(T{™ < n<1p)

n
= Cor100} + Y Ex(Lyon_Px,(n-k<10)). (11.2)

k:l’lo

Now, for all x € E, all y € K and all k € {ny, ..., n}, and (I1.1I) entail
E (]lTlinoJ:kﬂ:DXk(n -k< Ta)) <E, (]lk—no<Tl(<"°)/\Ta[EX’C*"0 (]anoeK PXnO (n-k< Ta)))

s[Ex(]l C[Py(n+m0—k<ra))

k—n0<TI(<n0)/\Ta
<6 ™) (x) CPy(n—k <1p),

where the constant C may change from line to line. Using Lemma[9.8} which
only makes use of (E1), (E2) and (E4), there exists ng € Z, such that, for all y € K
and for all n, k € Z, such that n— k = ng,

Py(n<19) =Py (X, € K) inf P (k < 75)
zZE

=2Py(n—-k<7p) inf infP,(Xr € K| T <7p) inf Prg>(2)
T=ng zeK zeK

> C"05Py(n—k<1y),
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where C" > 0. Hence,

6\ 6;™C
E, (HTIQ"O):kPXk(n_ k< Ta)) < @1(x) (9—2) o Py(n<T1yp).

Now, we deduce from (11.2) and (I1.I) that, forall x€ E and all y € K,

n—ns (g k
Py(n<15) <Cp1(x) |07 +Py(n<79) Y. (—1) +P(TY" ATy = n—ng)

k=1 \02
<C1(x) [0} +Py(n<79) +6; "]
<Cp1(0)Py(n<1p)

since P, (n < 74) = 07 infx 2. This implies (E3) since supy ¢ < co.

11.4 Proof of Lemma(3.4
Combining Theorem[2.2]and the fact that infx 7 > 0, we deduce that

liminf inf 6, "Px(n < 715) > 0.
n—+oo xeK

Let 0}, < 6g. Using Lemmal9.8}
Hm (0)) " inf P (X, € K) = +oo.
n—+oo xXeK

Hence the result follows from Lemma[3.1]

11.5 Proof of Theorem[3.5!

We assume that Assumption (F) is satisfied. In Subsection|11.5.1} we prove that
Assumption (E) holds true for the sub-Markovian semigroup (P;,) >0 of the ab-
sorbed Markov process (X;y,,n € Z). In Subsection we prove the exis-
tence of a quasi-stationary distribution for (X;)c; with the claimed properties
and in Subsection we prove the convergence of ehot Px(t < 14) to n(x) for
tel, t— +oo.

11.5.1 Proof of (E)

We fix 0; € (y{z,y?) and set 6, = yéz. Let us first remark that the last line of Con-
dition (F2) implies that y; 'P,(X; € L) — +oo when t — +o0. Hence, using Con-
dition (F1), we deduce that

+o00. (11.3)

t—+oo

.
Y2 ;152£PX(Xt €l)
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We consider a number ny € N* large enough so that y; ‘infre Py (X; € L) = 1v

%, forall £ = (ng — 1) £, and we set
1N

7’2 -1 "l —kt
:1//1 and (pz_,)/—no—fz Z YZ Pk]].L

2

Step 1. Proof of (E2), (E4) and (E1) for (Py) pez, -
For all x € E\ L, it follows from (F0) and the second line of (F2) that
Py () = Ex (11 (Xe) Tgy<rmea) + B (L, <ty -5yt (X9 _, |

<Yy + Py < B)co.

We define

={y€E P,(t. = )/y1(y) = 01—y} o}

The second line of (F2) at time ¢ = 0 and the fact that 8; —y{z < limplythat Lc K.
Moreover, we have, for all x ¢ K,

Py (x) < 01y1(x). (11.4)
Hence, forall x€ E,

Pyy1(x) =01y1(x) + 21k (x). (11.5)

Note that it immediately follows from the definition of K that sup ;¢ x %1 (x) < co.
In particular, the first and third lines of (E2) are proved.

Moreover, using the Markov property provided by (F0) and the definition of
ng, we deduce that, for all £ = ng1,,

1nf7/2 P.(X;eL)= 1anPx(TL< ) inf 1n1°y2 Py (Xi-s€ L) =1, (11.6)

s€[0,5,] yeL
where we used the fact that, for all x € K, P (7 < £2) > . In particular,
Y-
Py = 7’2 @2+ )/_ZnT (Yg_(no_manoh )/2 ]lL) > 7/2 @2 =0205.
2

In addition, for all x€ K,

-t

1 1-yk
~(no-1)t 2
2 Py € 1) 2

Y2
P2(0)= BTN
72 72 -1

89



Hence (E2) is proved. Moreover, (11.6) also entails that (E4) holds true.
Fix ny > ny such that n; t, — t; = nyty. Condition (F1) and then (11.6) imply
that, for all x € K,

Py(Xn1, € NK) 2Py(Xp, -, € De1v(-n L) 2y 2 M epv(-n D).

Extending v as a probability measure on K, we obtain (E1).

Step 3. Estimation of the survival probability.
Our goal here is to prove a version of Lemma[9.9} where is replaced by

Pp1(x) .
I]J’x(nt2<ra)Scm}rgﬂ”},(ﬂtg<ra), Vxe E,YneN. (11.7)

Since the proofis similar, we only highlight the main differences. First, Lemma[9.§|
only uses (E1), (E2) and (E4), so that there exist ng = 1 and {; > 0 such that, for
all x€ K and all n = ng,

5xpn]l[< = (léxpnlE-

Hence, for all x € K and all N = ng + ng, using (11.6),
SxPNLLZ YY" 0 PN-ny Lk = (175 OxPN-noLE = (175" 6PN 1E.

Hence,
inf inf[P’x(XNtzELINt2<Ta)>0. (11.8)
N=ng+ng xeK
Third, it follows from (F2) that, forall xe E\ L,
Pe(nt <TpATo) < ¥ 21 (x) =071 (). (11.9)
and from (E2) that, for all x € E,
Py(nt, <75) 2 Y5 2 a(x). (11.10)

Therefore, following the same lines as in (replacing K with L), we deduce
from (11.9) and (11.10) that, forall xe E

nt
Py(nt <ty < 0{’(,01(36) + csf in{le (n—=Ts/t]) tr <Ty) Py(tp AT EdS)
0 S

-
c3Y,

< CinfP,(nt <15)@1(x) + infP,(nt < 15)Ey (,}/g‘ru\ra) ’
zeL zeL

which entails (11.7), where we used in the second inequality the fact that

P.(nt<ty) = cygtz Ji}r€1£[P>y (n—-kt<ty), Vxel,
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which is deduced from (I1.8) exactly as in Lemmal9.9]

Step 4. Proof of (E3).
Using (I1.7) and the fact that sup, g ¢1(x) < +00, we deduce that there exists
a constant C > 0 such that, forall n e N,

supPy(nt; <75) < Cinf Py (n; <7,).
xeK yeL

Moreover, using the Markov property at time nyt, and (L1.6), we have that, for
all =0,

. . noty »
)1CI€11f<[P’x(t <Ty) = ;Iellf<[F°x(L‘+ noty <Tp) =7, )1}I€1£[P’y(t <T3).
These inequalities imply (E3).

11.5.2 Existence of a quasi-stationary distribution for (X;) /s

Subsection[11.5.1Jand Theorem[2.1]imply that there exists a probability measure
vosp on E such that

H:DVQSD(XHI'Z €- | nt2 < Ta) = VQSD) Vne Z+)

such that vosp(¢1) < oo and vosp(g2) > 0, which is equivalent to vosp(L) > 0
because of the quasi-stationarity and the form of ¢,. For all ¢ € [0, £2], let us
define the probability measure v, on E by

V= PVQSD(Xf €-|t< T5).

For all n € Z,, we have, using the Markov property and the fact that vgsp is a
quasi-stationary distribution for (X;,s,) n=0,

Py, Xnr, €1 ntr <75) = [EVQSD(IP’XM2 (Xre-|t<T1y) | ntr <ty = IPVQSD(XI €-|t<T1y),

hence v; is a quasi-stationary distribution for (P,);=. Moreover, the third line
of (F2) and the quasi-stationarity of v; imply that v;(L) is positive.

Fix p; € (6} ”2,)/2). It follows from that there exists a constant C > 0
such that, forall x € E,

—TLNTH

@1 (x) :=Ex(p] )= Cpr1(x).
We also have that, forall xe E\ L,

—TL/\Ta)

Ey (]l l’2<TL/\‘[a(p/] (th)) = PiZ[Ex (]l h<t AT
<plg(x) (11.11)
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and the inequality is trivial for x € L. In addition, for all ¢ € [0, ] and all x €
L, Ex (¢} (X)) 1i<r,) < CEx (y1(X1)1<1,) < Cc,. Hence Condition (F) is satisfied
replacing y; with p; and v with ¢}. Therefore, we can apply Step 1 to prove
that (E) is satisfied with ¢} and ¢/, where

for an integer ny, that can be chosen larger than 9. We also deduce as in the be-
ginning of Step 2 that vsp is the unique quasi-stationary distribution of (Py) ,>0
such that vosp(¢}) < oo and vosp(L) > 0.

Moreover, by Markov’s property at time ¢ we have forall xe Eand t =0,

@1(0) = Ex [Licr arop1” ") + Ex [Lizr 7,017 7]

<1 Ex [Li<rnr, @) (XD ] + 017 Pt = TL A To)
< o1 (ExlLicr, @) (X1 +1) (11.12)

so that, for all ¢ € [0, t,],

Vt((»o’l) = pl_(tz_t) [[EVQSD (]ll‘z<Ta(p’1 (th)) /I]:DVQSD(t < Ta) + 1]
= pl_(tZ_t) [[EVQSD (]ll‘2<Ta(p,l (Xl‘z)) /I]:DVQSD(tz < T@) + 1]

=p17 %79 (vosp(h) +1) < oco.

Since we observed that v,(L) > 0, we deduce that v; = vgsp forall £ € In [0, £2].

Using the Markov property, we deduce that v; = vogsp for all ¢ € I and hence
that vgsp is a quasi-stationary distribution for (X;) ;. Since any quasi-statio-
nary distribution for (X;) e is also a quasi-stationary distribution for (P,) =0,
we deduce that vggsp is the unique quasi-stationary distribution for (X;) ;7 such
that VQSD((PI) < +oo and VQSD(L) > 0.

Let ¢t = £, be fixed and define k € N'such that 0 < ¢t — kt, < £,. It follows from
the fact that P ¢ < Ce} and from (IL.I2) that

[Ex[]ltqa(l)/l (X))l = Ck[Ex []lt—kt2<ra(l’,1 (Xt—ktg)]
= Ckpl_(kH)tZH[Ex []lt2<ra(l),1 (Xy,) + ﬂt—kt2<1:a]
< CCkpy "R VEME (14,0 01 (Xy,) +1]
< CCrp, kDl 4 ) + 1)y (x). (11.13)

Note that a similar inequality may not hold true with ¢/ replaced by ¢; under
our assumptions. This explains why we need to introduce ¢).
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Now, let u be a probability measure such that p(¢;) < co and u(p2) > 0.
Then, for all ¢ = ng1,, it follows from that, for all k =0,

Pu(Xsi ks, € L) 2Py (Xgy, € L) }gn}y(xt €L) = yYiP,(Xpy, € 1.

Therefore, for all t € [ngts, (ng+ 1) 2],

Yz_tz_l "
En(@2(X0) = —5—— ) V5 "PuXpskr, € L)
Yo -1 =0
—tz

f}/ — 1 no—1
- y——znm 1 L 1 P € 1 = ).
2 - k=0

This and inequality imply that (using that nj, = no), for all t € [ng f,, (ng +

1) #,] and for a constant C > 0 that may change from line to line,

e () - C,Ut((Pll) SC'U((pl),
e (@)) te(@2) w(p2)

where y; := Py(X; € - | t < 7). It then follows the fact that (E) is satisfied by
(Py, n = 0) with the functions ¢} and ¢, that there exist constants & < 1 and
C > 0 such that, for all ¢t € [ng 1, (ng + 1) 2],

p
’ KePr —vosp - ca” Il((Pl)’
pePnlE TV Kep2)
Using Markov property, we deduce that
n :u((pl)

|||]:D,u(Xnt2+t €-|ntr+t<1y) —VQSD ”TV <Ca 1(02) .

This ends the proof of (3.4).

11.5.3 Convergence to 7

To finish the proof of Theorem[3.5] it remains to prove that the convergence
is exponential in L“(w}/p ) and that P;n = e~ %'y, Because of Remark it is
enough to prove this for p = 1. Since we proved that (E) holds true for the semi-
group (Py) =0 and for the functions (p’l and (p’z, it follows from Theoremthat
there exist constants Ao € [0,log(1/y2)], @ € (0,1) and C > 0 such that, for all

y€eE,

e’l"”tzllﬂ’y(ntg <15 )| = Ca ().
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For any t € [£»,21,], integrating this inequality with respect to P (X; € dy; t < Tp),
we deduce from (11.13) that

|e/10ntz[p>x(nt2 +1<75) —Ex(n(X) 1 1<z,)

<Ca"¢i(x)

for a constant C independent of ¢ € [t5,21,]. Setting ,(x) = Ey [eM'n(X)1;<s,],
we obtain for all £ € [1,,21,]

|eA°(”t2”)[P>x(nt2 +1<Tp) —nt(x)| < Ce*Mb g, (x).

Proceeding as in (10.2), we deduce, letting n — +oo, that P1n; = e M2p,. It
then follows from Corollary that ,(x) = n(x)vgsp(n;) for all x € E. Since
we proved above that vgp is a quasi-stationary distribution with decay param-
eter Ay, by definition of n, vosp (1) = 1 and thus P;n = e"“’tn. This ends the
proof of Theorem[3.5]

11.6 Proof of Lemma[3.6
Proceeding as in (11.11) and (11.12), we have that, forall xe Eand t € I,

Ex(¥1(Xe) Liyaronry) S YEW1(X) and  91(x) <¥7 " (Ex[Licr, w1 (X0)] +1).

Therefore, forall t < t, andall xe L,

Ex [1t<ra1//1(Xt)] = YI(IZ_”[Ex{[[EX[ (]ltz—tqal//l(th—t)) + 1] 1t<ra}
= Yz(tz_t) [[Ex (]lt2<1:3W1 (th)) + 1]

<cp =7, [supEy (1ser,y1(Xp,)) +1].
yeL
This concludes the proof of Lemma|3.6

11.7 Proof of Proposition[3.7]

Let us first assume that (E) is satisfied with ¢; bounded and and prove
that 37) holds true. Theorem 2.1and Remark(l]entail that, for all n = n;,

P 1
H uPy —vosp < "M il HEnLE
uPylg TV infxex @2(x) pPy 1k
B cinfyex @2 (x)
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Hence the convergence is uniform.
Let us now assume that (3.7) holds true. It was proved in [20] that this is
equivalent to the following condition.

Condition (A). There exist positive constants cj, ¢z, a positive integer ky and a
probability measure v on E such that

(A1) (Conditional Dobrushin coefficient) For all x € E,
[FDx(XkO €l ko< Tg) = C1V.

(A2) (Global Harnack inequality) We have

SUpyck Py(k <Tp)
sup
kezZ, Pyv(k <715)

Several consequences of Condition (A) were deduced in [20], among which
the fact that the convergence in Theorem [2.2]holds true with respect to the
L norm on E with n(x) > 0 for all x € E. In particular, n is bounded, P11 = 60yn
and there exists a constant C’ such that, for all n =0,

supPy(n <15) < C'6f. (11.14)
x€E
We fix € € (0,1/(4C")). Since 7 is positive on E, there exists § > 0 such that the set
K :={x € E:n(x) = 6} satisfies vosp(K) = 1-¢ and v(K) > 0. Setting @2 = n/ 17l oo,
the part of (E2) dealing about ¢ is satisfied with 8, = 8. Since the convergence
in Theorem [2.2| holds true with respect to the L* norm, we deduce from the
choice of K that there exists k = k such that

c:=infP,(ky <1y) = inf P, (k <13) >0.
xeK xeK
It follows from (A1) and (A2) that, for all n =0,

. . c1C
infPy(n<75) 2 inf Px(n+ ko <75) 2 c1¢Py(n<75) = —supPy(n<1y).
xeK xeK C2 yeE

This implies (E3) and that inf,ex Py (ko < T5) > 0. Hence, (E1) follows from (Al)
with the probability measure Vi(%o Moreover, for any n large enough to have
Ca™ < 1/2 where the constants C and «a are those of (3.7), we have P(X,, € K |
1 <75) =2vosp(K) — Ca"™ =1/2—¢ >0 and hence (E4) is satisfied. The last com-

putation also entails (3.8) with n, = n.
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It remains to construct a function ¢; satisfying (E2) with 6; < 8. For all
x€eE,

Px(X, € E\K|n<71y) <vosp(E\K)+Ca" <e+Ca’.
Using (11.14), we deduce that
P.x(X, € E\K) < C'(e+Ca™#y{,

so that there exists ng large enough such that

8o )"

L n
Pe(ng< Tk ATp) < 5900 = (31/’10

From this follows that, for all ke Nand all x€ E,
0 kn(]
Px(kno <Tg ATy < (31—/0"0) .

In particular, for 8, := Og/21/ M0,
@1(x) :=Ey (HI_TKMT@]), Vx€E,
is a bounded function on E and Lemma[3.2]implies that, for all x € E,

P11 (x) = 01901 (%) + @1 lloo Lx ().

Since 6; < 0y, (E2) is proved.

12 Proof of the results of Section 4.1

In order to prove Theorem we check Condition (F). The goal of Subsec-
tion is to give the construction of the process X and to check (F0) with
L = K for any k = 1. In Subsection[I2.2] we explain how (F1) and (F3) can be
deduced from general Harnack inequalities. Finally, Subsection[12.3|completes
the proof of Theorem The proof of Corollary 4.2 is then given in Subsec-
tion[12.41

12.1 Construction of the diffusion process X and Markov property

The goal of this section is to construct a weak solution X to the SDE (4.1) with
absorption out of D, and prove that it is Markov and satisfies a strong Markov
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property at appropriate stopping times, enough to entail Condition (F0) for L =
K} for any k = 1. We introduce the natural path space for the process X as

9D = {w Ry - DuU{0}: Yk =1, wis continuous on [0, T (w)]

and w(t) =0, Vit = suprk(w)},
k=1
where 7 (w) :=inf{t = 0: w; € D\ K;}. Note that &2 contains functions which are
not cadlag since they may not have a left limit at 75— and, indeed, it is easy to
construct examples where X is not cadlag IP-a.sE] Note also that this definition
means that we are looking for a process X such that

To :=SUPTD\K»
k=1
which is the natural definition of 75 when the left limit of X at time 75 does not
exist.
We endow the path space 2 with its natural filtration

Fr=0(Ws,s<t) = \V (W, Wiy, ..., We,)
n=1,0sH<BH<..<t,<t

and we follow the usual method which consists in constructing for all x € D a
probability measure P, on & and a stochastic process (By, t = 0) on 2x € (R;,R"),
such that B is a standard r-dimensional Brownian motion under P, ® W", where
W’ is the r-dimensional Wiener measure and such that wy = x P, ® W"-almost
surely and the canonical process (wy, t = 0) solves the SDE for this Brown-
ian motion B on the time interval [0, sup;. 7 (w)) Iﬂ

For this construction, we use the fact that b and o can be extended out of K}
to R? as globally Holder and bounded functions by and o and such that oy is
uniformly elliptic on R?. Hence (see e.g. [66}, Rk. 5.4.30]) the martingale problem
is well-posed for the SDE

dx* = bp(xFydt +or(XF)dB,.

2For example, one may consider D the open disc of radius 1 centered at 0 in R?, o = Id and
b(x) = (=x2 B(Ix]), x1 B(Ix])) where x = (x1, x2) € D. Decomposing the process in polar coordinates
(R, 0p) := (1X¢l, arctan(Xgl) /X;Z))), the radius Ry is a 2-dimensional Bessel process, and X; is sent
to 0 when Ry hits 1 (in a.s. finite time). The angle 6; is solution to d6; = Rt_lth — B(Ry)dt before
75, for some Brownian motion W. Hence, if B(r) converges sufficiently fast to +oowhen r — 1, 0;
a.s. converges to —oo when ¢ — 75—, so X does not admit a left limit at time 7.

3Since o(x) is non-degenerate for all x € D, the space € (R+,R") equipped with the Wiener
measure W’ is only used to construct the Brownian path B; after time sup. 7 (w) and could be
omitted for our purpose since we only need to construct the process B up to time supy 7 (w).
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Let us denote by PX the solution to this martingale problem for the initial condi-
tion x € R%. This is a probability measure on € := € ([R,,R%), equipped with its
canonical filtration (%4;) ;>¢.

For all k = 1, we define T’k(w) = inf{t = 0, w; & int(K})}, where int(Ky) is
the interior of Ki. Since the paths w € & or € are continuous at time T;c and
R\ int(K) is closed, it is standard to prove that T’k is a stopping time for the
canonical filtration (%;) ;>0 on 2 and for the canonical filtration (%;);>¢ on 6.
We define as usual the stopped o-fields g’k and Egr/k , and we define for all x €

int(Kj) the restriction of P, to gﬂc as the restriction of IP”; to éﬁ,;c , where we
can identify the events of the two filtrations since they both concern continu-
ous parts of the paths. This construction is consistent for k and k + 1 (meaning
that if x € Ky, they give the same probability to events of %;,) by uniqueness of
the solutions PX and PX*! to the above martingale problems. Hence there exists
a unique extension Py of the above measures to \/»; 97,/k . Note that, because of
the specific structure of the path space &, we have

k\>/197,;c = P (12.1)

To check this, it suffices to observe that, for all + = 0 and all measurable A c
Duf{o},

fwre A}={t<71y, wie AnND}U{Ty<t, 0€ A}

=(Ulr<7), w e AnD}
k=1

, (12.2)

u(ﬂ{r’ks 1,0 € A}
k=1

hence {w; € A} € Vi1 gﬂfk , and, proceeding similarly, the same property holds
for events of the form {w,, € Ay,..., w;, € Apl.

We recall (see [66) Section 5.4]) that (IP’;) +epd forms a strong Markov family
on the canonical space €. Our goal is now to prove that the family of probability
measures (Pyx) xe puis}, where Py is defined as the Dirac measure on the constant
path equal to 8, forms a Markov kernel of probability measures, for which the
strong Markov property applies at well-chosen stopping times.

We first need to prove that (P,) xep defines a kernel of probability measures,
i.e. that x — P, (I') is measurable for all events I" of Z,,. We prove it for an event
of the form {w; € A}, the extension to events of the form {wy, € Ay,..., w;, € Ay},
and hence to all events of ., being easy. This follows from (12.2):

Py(w;e A= lim Py(r<7), w;€ AND)+1gea lim Py(r). < 1)
k—+oo k—+oo

- klirPOOPI;+l(t <7}, w € AND) +1ea kEerP§+1(T;€ <1).
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Since all the probabilities in the right-hand side are measurable functions of x,
sois x— P, (wy € A).

Now, let us prove that (X;, t = 0) is Markov. It is well-known that this is im-
plied by the following property: foralln =1and0<# <... <t and Ay, ..., Apy1
measurable subsets of D U {3},

Px(wtl €Ay,..., Wy, € Aps1) =Ey ]lwtleAl,...,wtnEAn[P)wtn (wt,,ﬂ—tn €Ans1)|.

We prove this property only for n = 1. It is easy to extend the proof to all values
of n=1. We have

Px(wy, € A1, Wy, € Ap) = Py(wy, € Ay, Wy, € Az, T5 > 1)

+Px(wy, € A, 1 <To =< 1) lgen, +Px(To < 11)1sea,na,-
Now, using that (IP’;) +epd 18 @ Markov family forall k> 1,

Px(wtl € Ay, Wy, € AZ’TO > 17)

= lim Py (wy, € A1, wy, € A, Tk > 1)

k—o0
= klim I]J’)lﬁ(wt1 €A, W, €A, T > 1)
—00
. k k
= khm [Ex [lw[IEAl,t1<Tk|Ple (wtz—h € AZ!T]C >l tl)]
—00

= lim E
k—o0 x

:H-WZIEAI,I1<T]CIPLU[1 (wtg—tl € AZ: Tk > I — tl)]
= [Ex [:ﬂ-wrl€A1,t1<T3|]:DlU[1 (wlz—tl € AZ)Ta > tz - tl)]
and similarly

Py(wy € A1, 11 <Tg < 1) 1gea, =Ex

]lwtleAl,t1<ra[FDwtl (To<tr— tl)] ﬂaeAg
=Ee|Luy e n<rsPu, (T < o= 11, W, € 49)].

Since

Px(Ta = tl):ﬂ-a€AlﬂA2 = [Ex []lwtl €A1,TaSt1H:Dwtl (wtz—tl € AZ)] ’

we have proved that Py (w;, € A1, wy, € Ap) =Ey

Ly erPu, (Wi, € Az)|. This
ends the proof of the Markov property.

To conclude this subsection, let us prove that the strong Markov property
holds for all stopping times 7 where F < D is closed in D. Note that 7 is indeed
astopping time for the filtration &%, since Tr = sup; 7 FAT’k = SUpPy T(FuD®)uint(K)¢»
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where the complement is understood in R?, (Fu D€) uint(K})€ is a closed subset
of R? and all w € 2 is continuous at time T(FuD)uint(K,)c- Let x € D, 11,1,s =20
and A, B < D be measurable sets. We proceed as above: first, observe that

{wy €A, 1 <Tp =<1y, Wy +s€ B}

= Jiwy €A ti<tp<ty, Wrpss€B, wr €Ky Vre[0,Tp + sl}
/=1

! !/
=Jlwy €A i <Tp AT, < Iy, Wrpar,+s € B, Ty > T+ sh
/=1

Since T A ng is a ¥;-stopping time on € (R, R%) and using the strong Markov
property under P/, we deduce that

Pi(wy €A, 11 <TF <1, Wy,+s€ B)

:gliT P(w, € A 1 <TEAT, <1, Wrpnr,+s € B, T)>Tp+9)
—+00

— 4 ¢ /

- él—l»Too[Ex lwtleA, t1<rp/\r’[stzpwrp,w;(w5 €B,s< TZ)

_ 1 4 4 /
= EETm[Ex []lwtleA, t1<rpsr;At2PwTF(Ws €B, s< Tg)]

=,

Ilw,]eA, [1<TFST5/\t2[FDwTF (wseB, s< Ta)] .
Similarly,
Px(wy €A, h <TE=<1Ip, Wrpys = 0)

:(lim Pﬁ(wtl €A N<TF<BHAT, T,<Tp+S)
—+00

=,

]lwtleA, t1<rpst2/\r[;|PwTF (ws = 6)]

and thus

Py(wsy €A, 11 <TEp=<1ly, Wr+s€B)=Ey4

]lw,IEA, t1<rFst2/\ra|]:Dw,F (ws € B)]

for all A,B < DU {0} measurable. The previous computation extends without
difficulty to prove

Py (wn €EAy,..., W, €Ay, ty <TF=lpt1, Wrprs, € B1,..., Wrpys, € Bm)
=[x []lwtlt—:Al,...,w,neAn, tn<1pst,,+1ﬂ3w,b, (ws, € By,..., Ws,, € Bm)] (12.3)

foraln,m=1,0<t,<...<tp:1,0<s1<...<spand A,,...,A,,By,...,.By C
D U {0} measurable. This implies the strong Markov property at time 7, in the
sense that, forall k=1, all xe Eand allT € %,

Py (w' el | Hy,) = Pu,, (), Px-almost surely,
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where w'f = (wr,+s, s 20) and

. =a({wt1 €AL,..., Wy, € Ap, tn <Tp < tpi1}, REN,

0<H<..<tys1, A,...,Ay€D measurable).

This form of strong Markov property at time 7 is enough for our purpose, since
it entails (FO) for L = K} forall k> 1.

12.2 Harnack inequalities

Our goal here is to check Conditions (F1) and (F3) for the diffusion process con-
structed above. We will make use of general Harnack inequalities of Krylov and
Safonov [72].

Proposition 12.1. There exist a probability measurev on D and a constant t, >0
such that, for all k = 1, there exists a constant by > 0 such that

Po(X;, €)= bpv(-), Vx € K. (12.4)
Moreover, for all k = 1 such that K. is non-empty,

infxeKk [P)x(t < Ta)

(12.5)
120 SUP e g, P.(t<Tp)

Proof. Consider a bounded measurable function f: D — R, with || flleo <1 and
define the application u : (f,x) € Ry x E — Ex[L;<7, f(X)]. It is proved in [26]
using [72] that, for all k = 1, there exist two constants Ny > 0 and d; > 0, which
do not depend on f (provided || flloo < 1), such that

u(5‘?‘c,x) < Nku(262,y), for all x, y € Ki such that |x — y| < §/2. (12.6)

Note that the proof given in [26] makes use of the following strong Markov prop-
erty: for all open ball B such that B c Ki for some k=1, all x€ B, t =0 and all
measurable f: DU {0} — Ry,

IEx [f(Xt)]er\BSKTa] = [Ex

[f(Xe-) L imu<r,] |

]lTD\BStIEX’ u:TD\B] ’

D\B
This property follows from (12.3).
Step 1 : Proof of (12.4)
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Fix x; € D and k;j = 1 such that x; € int(K,). Let v denote the conditional law
Px, (X‘Si €] 6%1 < 15). Then, for all measurable A c D u {0}, Harnack’s inequal-
1

ity (I12.6) with f = 14 entails that, for all x € D such that |x — x;| < 5% ANd(x1, D\
Ki),

P, (5?;1 <715)

P.(267 € A) = v(A).

ky

Since the diffusion is locally elliptic and D is connected, for all k = 1, there exists
a constant d;. > 0 such that

inf P,(X; € B(x1, 8k, /2) Ad(x1, D\ Ky,)) = di..
xeKy

This and Markov’s property entail that, for all x € K,

Px, (6% <75)

P, (X €)=d—— .
x( 1+.26§CI ) k N,

This implies the first part of Proposition|(12.1

Step 2 : Proof of

Fix k = 1 such that K} is non-empty and consider ¢ > k such that Kj is in-
cluded in one connected component of int(Ky). For all ¢ = 26?, the inequal-
ity applied to f(x) =P, (t— 26? < 75) and the Markov property entail that

IPx(t—(S? <715) = N,P,(t<7yp), forall x,y € Ky such that |x— y| <6,/2.
Since s — P, (s < 74) is non-increasing, we deduce that
Py (t <15) < N,Py(t <7p), forall x, y € K, such that |x — y| < O¢l2.

Since Kj has a finite diameter and is included in a connected component of
Ky, we deduce that there exists N ]’C equal to some power of N, such that, for all
r=26,

Py(t <79) < N P, (t <7p), forall x, y € K.

Now, for t < 26?, we simply use the fact that, for all x € K, Px(26§ < Ty =
IPX(Z(S% < 7g) where B = (x,1/2k) and hence x — [P’x(25§ < 74) is uniformly bounded
from below on K by a constant 1/ N}/ > 0. In particular,

P.(t<Tp) <1< NJP,(267 < 7o) < N{Py(r<75), forall x,y € K.

This concludes the proof of Proposition|12.1 O
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12.3 Proof of Theorem[4.1]

Our aim is to prove that Condition (F) holds true with L = K for some k =1
large enough. We have already proved (F0), (F1) and (F3) with L = K} for any
k = 1. Hence we only have to check (F2). Fix p; € (Ag,A1), p2 € (Ao, p1) and
p e (1,A1/p1) and define

v1(x) = e(x)''P, VxeD. (12.7)
Fix p! € (p1,A1/p) and
. 251(C+Ay) log?2
T hi-pey o pi-pr
where the constant C comes from [@.5). Set L = K}, with kj large enough so that
v(Kk,) > 0 and, using ([4.6),

—(n
Pi(s1 <7k, ATo)<e (Pr+CIp)E

for all x € Dy.

From the definition of 1y and applying the same argument as in Step 2 of the
proof of Proposition with f(x) = Px(X;_»s € L) with £ large enough to have
K}, included in one connected component of Ky, we deduce that

liminfe??’ infP, (X, € L) = +oo,
t—+oo xeL
and hence the last line of (F2) is proved with y, = e7*2.

Let us now check that the first line of Assumption (F2) holds true for all x €
Dy and then for all x € D\ Dy. For all x € Dy, we have ¥ (x) < sup,ep, PVP(x) <
+00, and hence, for all ¢ € [sy, £2], using Holder’s inequality and the definition of
ko,

E 1/p ]
X (Wl (Xt)]lt<n/\ra) <[k, (]lt<ra(P(Xt)) Pr(E<TLATH) »
p-1
<@x)V'PeCLIPP () <TrATH) P (12.8)
<e Pl < e Py (x).

To prove (12.8), we used the fact that £¢ < C < Cep and Itd’s formula to obtain
P, < eC'¢. Since this argument is used repeatedly in the sequel, we give it in
details for sake of completeness. It follows from Itd’s formula that, for all k=1,
P-almost surely,

— c ! -
e C(MT’%](P (Xt/\rK,ﬁ) =) +f0 ]lssn(g e (.ff(p(Xg) - C(p(XS)) ds

t
+ fo ]lSSTKze_CSV(p(XS)*U(XS)st.
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Since V¢(x) and o(x) are uniformly bounded on K, the last term has zero ex-
pectation, and thus
_C(I/\TKE)

Ey|e = p(x).

P (Xt/\TKlg)
Letting k — 400, we deduce form Fatou’s lemma that
Ex[e™“" 1icr,0(X0)] < p(x) (12.9)

as claimed.

This proves the second line of (F2) for all x € Dy and y; = e 1.

Now, for all x € D\ Dy, since Dy is closed in D, it follows from the strong
Markov property at time 7p, that

[EX (17”1 (th)ﬂt2<'[14/\'[5) = [EJC (]ll‘z—S]<T1‘/\Ta/\T[)0 [EX[Z_SI (WI(Xsl)H81<TL/\Ta))

+Ex (LDOSIZ_SI Ex,,, (W1(Xt,-)Lty-u<rsnr,) s ) . (12.10)
~Tp,
Using Holder’s inequality and (12.9), we deduce that, for all y € D,

s1C s1C
Ey (¥1(Xs) L5 <rpn75) < Ey (‘P(Xsl)]lslqa)l/p =ev’ (P(y)“p =er yi(y).

Hence, the first term in the right-hand side of (12.10) satisfies

s1C
Ex (]l =S| <TLAT9ATp, [Esz—sl (1//1 (Xsl)]ls1<rL/\ra)) <er [y (]l =51 <T ATgATp, ¥'1 (th—sl)) .
As a consequence, using again Holder’s inequality and applying as above Itd’s
formula using that Z¢(x) < —A1¢(x) for all x ¢ Dy, one has

p-s1 $5C

~A e
[EJC (]]-tz—Sl<TLATaATD0 |EX[2_51 (WI(XSI):H-SL<TL/\T3)) =e G er (p(x)l/p

tp’ﬁ/ll/l’
e ? 7 ),

where we used in the last inequality that £, = %;:ﬁ”. Moreover, using (12.8),
1
we obtain that the second term in the right-hand side of (12.10) satisfies

Ex ]lT])OStZ—S] [EX,D0 (Wl (th—u)]ltz—u<ra/\rz4) ‘u—TD )
=Tpg

—n! —n!
<e PEP(1p, <1 —51) < e P12y (x).
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We finally deduce from that, for all x € D\ Dy,

Ex (W1 (X)L pyer,nry) < 26 P1200 (x) < e P 290, (x),

where we used that £, >1og2/(p} — p1). This concludes the proof that the first
line of (F2) holds true with y; = e™*!.

Since ¢ is locally bounded, sup; ¢ < oo, and hence, using again (12.9), we
deduce that, for all ¢ = 0,

sup Ex(1(X1)Ls<r,) < sup Ex(@(X) 1<) < €“* supop(x) < oo,
xeL xelL xelL
which implies the scond line of Assumption (F2).
In addition, because of the local uniform ellipticity of the diffusion X, for all
np=1,wy:= ZZ":O Py 1} is uniformly bounded away from zero on all compact
subsets of D. This and Theorem 3.5|concludes the proof of Theorem[4.1]

12.4 Proof of Corollary[4.2|
Using Theorem|3.5} there exists A such that, for all x € D,

n(x)= lim e"'Py(r<7y).
t—+o00

We choose in the definition of A¢ a ball B such that vosp(B) > 0 (recall that A is
independent of the choice of B). Given x € D such that n(x) > 0,

lim eM'P(X; € B) = n(0)vosn(B) € (0, +00).

Hence, 1 = /16 and the infimum in the definition of A is a minimum. The facts
that Py, (1 <75) = e M and P;n = e M!n are then direct consequences of The-
orem 3.5

Let us now prove that 7 is %2. First, it follows from [97, Theorem 7.2.4] that
x — eMP(t < 75) is continuous for all £ = 0 (see e.g. [26] for a detailed proof).
Hence the uniform convergence in Theorem 2.2]implies that 7 is continuous on
D.

Now, let B be any non-empty open ball such that B ¢ D. We consider the
following initial-boundary value problem (in the terminology of [50]) associated
to the differential operator £ defined in

oru(t,x)— Lu(t,x)—Aou(t,x)=0 forall (t,x)€(0,T]xB,
u(0, x) =n(x) forall x€ B,
u(t, x) =nx) for all (¢,x) € (0, T] x 0B.
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Since the coefficients of % are Holder and uniformly elliptic in B and since 7 is
continuous, we can apply Corollary 1 of Chapter 3 of [50] to obtain the existence
and uniqueness of a solution u to the above problem, continuous on [0, T] x B
and €Y2((0, T] x B). Now, we can apply Itd’s formula to eMsSy(T -, X;): for all
s<7Tpgc AT and all x € B, Py-almost surely,

s 0
MSU(T -5, X,) = u(T,x)+f e/l"r(—a—lz +ZLu+Agu|(T-r,X,)dr
0

S
+f MVU(T -, X,)o(X,)dB,.
0

Since u is bounded and continuous on [0, T] x B and Vu(t, x) is locally bounded
in (0, T] x B, it follows from standard localization arguments that

(T, x) = Ex [TV U(T = (T A Tpe), Xra,e)

= [Ex I:e;LO(TATBC)T’(XTATBC)

Now, the Markov property and the fact that P, = e~ %7 entail that e*’n(X,) is
a martingale on (2, (%) =0,Py), hence

n(x) = Ey [e‘O(T”B”n(XmBC)] = u(T, x).

Therefore, nn € %2(D) and ZLn(x) =—-Aon(x) forall x e D.
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