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Abstract

It has been recently advocated that in large communication systems it is ben-
eficial both for the users and for the network as a whole to store content closer
to users. One particular implementation of such an approach is to co-locate
caches with wireless base stations. In this paper we study geographically
distributed caching of a fixed collection of files. We model cache placement
with the help of stochastic geometry and optimize the allocation of storage
capacity among files in order to minimize the cache miss probability. We
consider both per cache capacity constraints as well as an average capacity
constraint over all caches. The case of per cache capacity constraints can be
efficiently solved using dynamic programming, whereas the case of the aver-
age constraint leads to a convex optimization problem. We demonstrate that
the average constraint leads to significantly smaller cache miss probability.
Finally, we suggest a simple LRU-based policy for geographically distributed
caching and show that its performance is close to the optimal.

Keywords: Caching, wireless networks, stochastic geometry

1. Introduction

We consider caching of a collection of files by a set of geographically
distributed storage devices with wireless communications capabilities and
random network coding. Clients can retrieve cached data from all devices
that are within its connectivity radius. Since the caching devices have limited
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storage capacity, not all files can be stored in all caches. Therefore, there
is a positive probability that a file that is requested by a client cannot be
retrieved from the caching devices that are within range and a cache miss
occurs. The general aim of this paper is to optimize the cache allocation so
to minimize the cache miss probability.

It has been recently advocated that in large communication systems it is
beneficial both for the users and for the network as a whole to store content
closer to users. This idea can be realized by Information Centric Network-
ing (ICN), a new paradigm for the network architecture where the data is
addressed by its name or content directly rather than by its physical loca-
tion. There is no predefined location for the data in ICN and the content is
naturally cached along the retrieval path. Examples of the ICN architecture
are CCN/NDN [1], DONA [2] and TRIAD [3]. Our results can be useful for
the design of the wireless networks with the ICN architecture in which case
cellular base stations also serve as caches. Wireless sensor networks represent
another potential application of our results. Sensors have severe limitation
on both memory and transmission capability. It might be useful for sensors
to have access to some aggregated characteristics in addition to the local
ones. In such a case, our results provide optimal distributed allocation of the
aggregated characteristics.

Let us elaborate on the problem formulation in further details. Storage
(or caching) devices are placed in the plane according to a homogeneous spa-
tial Poisson process. The homogeneous spatial Poisson process is accepted for
modelling the location of base stations providing a good compromise between
realistic representation of the wireless network and mathematical tractability
[4, 5, 6]. For some cases, e.g., for Sydney base station network [7], it has been
shown that the spatial homogeneous Poisson process represents very well the
distribution of base stations. In other cases, a non-homogeneous Poisson
process can be more appropriate for modelling the distribution of base sta-
tions. In fact, some results of the present work can be extended to the case of
non-homogeneous Poisson process and we discuss such extensions later in the
paper. The size of the file catalog is finite and fixed. A client will request one
of the files from the catalog at random according to a known file popularity
distribution that is the same for all clients. In particular, for numerical illus-
tration purpose we will consider the case that file popularities follow a Zipf
distribution. For the sake of tractable performance evaluation analysis, we
make a technical assumption that files consist of the same number of chunks
of a fixed size. We suggest to use random linear network coding, in which
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case linear combination of chunks can be stored in the caching devices. As
was shown in [8], the network coding based allocation strategy outperforms
a strategy without coding for a wide range of performance measures and any
spatial distribution of caches.

Our interest in the current paper is in the case when the caches are
reachable only within a fixed distance to the client. This is a standard
model in wireless networks which gives high level but still quite accurate
representation of a wireless connection [4, 5]. Our goal is to minimize the
cache miss probability, which is the probability that a client cannot get the
requested file from the caches within range. Since the probability of not
recovering a file from coded chunks is negligible in comparison to the overall
cache miss probability, we concentrate solely on the calculation of the cache
miss probability and on the optimization of the system with respect to this
metric.

We have multiple files and a limited memory in each storage device. Thus,
the question is how many linear combinations of each file to store in a partic-
ular storage device. Initially, we consider the case when we make the same
allocation in all caches, i.e., each cache stores the same number of linear com-
binations of each file. As a consequence we guarantee a capacity constraint
on each individual cache. We formulate an optimization problem with a
non-convex objective function and linear constraints. We demonstrate that
this problem is a generalization of an unbounded knapsack problem [9]. In
particular it is a separable nonlinear integer program, which can be solved
using dynamic programming. In addition to providing a formal statement
of this result, we give exact closed form results for some special cases of the
problem as well as insight into the structure of the solution in the general
case.

The above formulation leads to the same allocation in each storage device,
which likely leads to inefficient memory utilization and to the lack of file
diversity. Thus, we then turn our attention to a relaxation of the problem in
which, instead of imposing a hard capacity constraint on each of the caches,
we require that the average storage space used in the caches is upper bounded.
In particular, we consider cache allocation strategies in which the number of
linear combination to store for a file in a cache is a random variable. The
number of such combinations is independently and identically decided for
each cache. We impose an average capacity constraint on the number of
chunks stored in a caching device, where the average is over the caching
devices. We analyze the resulting optimal strategy for the case when files
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consist of a single piece and show that the performance under an average
capacity significantly outperforms the optimal performance under a per cache
capacity constraint.

Finally, we consider a dynamic scenario when the clients arrive over time.
We study two LRU-based caching policies, cooperative and fully distributed.
Both policies demonstrate that performance is not far from the optimal one
and that there is a small loss of efficiency in the fully distributed case com-
pared to the cooperative case. This indicates that a simple distributed LRU-
based caching policy can be safely deployed in practice for geographically dis-
tributed caches. Also, it indicates that our results on the optimal placement
policies can provide insight into the performance in the dynamic setting.

Let us outline the organization of the paper. In Section 3 we define the
model, discuss the constraints and optimization criterion. The problem with
per cache constraints is analysed in Section 4. In particular, we provide
structural insight into the optimal storage allocation strategy and show that
the problem is a generalization of the unbounded knapsack problem and
can be solved by dynamic programming approach. Then, in Section 5 we
introduce the average constraint, which makes memory usage more efficient
and increases file diversity. In an important particular case we are able to
solve the average constraint problem in a closed form. In Section 6 we present
distributed and cooperative LRU-based policies. In Section 7 we demonstrate
that the performance of the distributed LRU-based policy is not far from the
optimal performance. The numerical results of Section 7 also confirm that
the average constraint in comparison with the per cache constraint, brings
improved efficiency and file diversity. Finally, in Section 8 we provide a
discussion of our result and an outlook on future research.

2. Related work

Literature on caching is vast. Therefore, we limit our discussion to work
on caching which we feel is most relevant to the present work. The application
of network coding for distributed storage is studied in [10] and in [11, 12]
specifically for the case of content distribution in wireless networks. The use
of coding was also explored in [13] where it was shown how to efficiently
allocate the data at caches with the aim of ensuring that any sufficiently
large subset of caches can provide the complete data. The difference with
the current work is that we are taking the geometry of the deployment of
the storage devices into account. In [14], see also [15], coding strategies
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for networks of caches are presented, where each user has access to a single
cache and a direct link to the source. It is demonstrated how coding helps to
reduce the load on the link between the caches and the source. Note that we
assume that different transmissions from caches to the clients are orthogonal,
for instance by separating them in time or frequency. In [16] the impact of
non-orthogonal transmissions is considered and scaling results are derived
on the best achievable transmission rates. In [17] a heterogeneous system of
small coverage access points and large coverage base stations is considered.

Systems of distributed storage devices or caches can be classified accord-
ing to the amount of coordination between the devices. In [18] an approach
with implicit coordination is proposed. Networks of caches are notoriously
difficult to analyze. Only some very particular topologies and caching strate-
gies (see [19] and references therein) or approximations [20, 21] have been
studied. In a recent work [22] ergodicity of cache networks has been investi-
gated. Using continuous geometrical constraints on cache placement instead
of combinatorial constraints allows us to obtain exact analytical results.

Other work on caching in wireless networks is, for instance, [23, 24, 25].
In [23] the authors analyze the trade-off between energy consumption and
the retrieval delay of data from the caches. In [24], the authors consider
the optimal number of replicas of data such that the distance between a
requesting node and the nearest replica is minimized. Data sharing among
multiple caches such that the bandwidth consumption and the data retrieval
delay are minimal is considered in [25]. None of [23, 24, 25] are considering
coded caching strategies.

We would like to emphasize that except for [11, 12] none of the above
mentioned works considered continuous geometric constraints on storage de-
vice placement.

Networks of wireless caches in the plane, i.e., with geometric constraints,
were first studied in [8] for the case of single file. The tradeoff between the
retrieval performance and the deployment cost in terms of number of caches
and their capacity was studied in [26]. Both papers considered the storage
of just one single data file. In [27, 28] the framework of stochastic geometry
was applied to performance evaluation of a network of small base stations
with emphasis on physical layer. The question of optimal storage allocation
was not studied there. In the recent work [29] a model very similar to our
average capacity constraint model has been analysed from a different angle.
We would like to note that the present work has been done before [29].
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3. Model and Notation

Caching devices are placed in the plane R2 according to a homogeneous
spatial Poisson process with density λ. The spatial Poisson process is known
to be an appropriate generic model for location of base stations or sensors
in wireless networks [4, 5, 6, 7]. The devices serve as caches for a catalog of
L data files. Without loss of generality, we consider a single client that is
located at an arbitrary location in the plane [4, 5] and can access only caches
within radius r. Since the caches are distributed according to a homoge-
neous spatial Poisson process, the number of caches within radius r follows
a Poisson distribution with parameter x = λπr2. That is,

P (n caches within radius r) =
xn

n!
e−x.

The parameter x has an interpretation as an expected number of devices
inside the area of size πr2. The client is interested in retrieving one of the
L files. The file that is required by the client is selected at random. The
probability that the i-th file is selected is pi, i = 1, . . . , L. Without loss of
generality, we assume that p1 ≥ p2 ≥ . . . ≥ pL. The probability distribution
pi represents the popularity of the files. Most of the results in this paper will
be obtained for an arbitrary file popularity distribution. In some cases, in
particular for illustration of our results by numerical examples, we consider
the Zipf distribution. Let pzi denote the probability of file i under a Zipf
distribution [30] with parameter s > 0, i.e., pzi = i−s/

∑L
k=1 k

−s.
We suppose that files consist of N chunks (ICN terminology). For the

sake of tractability, we assume that all packets of all files are of the same size.
Each caching device can store at most C packets. We assume that C < LN ,
i.e., we cannot store all files in a device. Therefore, a means of allocating
(parts of) files to caches needs to be devised. Inevitably, for any allocation
strategy there will be a positive probability that the client cannot retrieve
the desired file from the caches within its range. Our interest in this paper
is in minimizing this probability, the cache miss probability, by optimizing
the storage strategy. We allow for caches to store only part of a file. Also,
we allow for random linear network coding to be used. As a consequence,
caches do not store the data packets themselves, but store instead one or
more random linear combinations of the data packets of a file. The purpose
of using network coding is that with high probability in order to recover a file
it is sufficient for the client to retrieve any N linear combinations of packets.
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In a network of caches the probability that the client cannot recover a file
from N linearly coded packets is negligible compared to the overall cache
miss probability [8, 31]. Therefore, we ignore this event in this paper and
use the following assumption.

Assumption 1. A file can be recovered from any set of N linear combina-
tions of packets from that file.

The storage strategy is based on storing in each caching device ni linear
combinations of the packets of file i. Since the considered model is space
homogeneous, all caching devices follow the same caching strategy. The
capacity constraint that we need to satisfy is

L∑
i=1

ni ≤ C. (1)

Now in order to retrieve file i the client needs to obtain at least N linear
combinations for that file. If the caches within radius r cannot provide these
linear combinations, a cache miss occurs. Our interest in this paper is in
minimizing the cache miss probility by optimizing the values ni, i = 1, . . . , L.
The probability is over the placement of the caches as well as the selection
of the file by the client. More precisely, our performance measure of interest
is

Pe =
L∑
i=1

piPe(i), (2)

where

Pe(i) = Pr{client cannot obtain file i from caches within distance r}. (3)

In this section we have defined only the problem with per cache capacity
constraints. The relaxation to average constraints is defined and analysed in
Section 5. In the next section we first analyze the case of per cache capacity
constraints. Then, in Section 6 we consider a dynamic scenario with arriving
and departing users.

4. Individual Cache Capacity Constraints

We start this section with a formulation of the optimization problem in
Subsection 4.1. Next we provide some results on the structure of the optimal
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solution to this problem in Subsection 4.2. In Subsection 4.3 we give an
analytical expression for the optimal solution for the case that files consist of
a single chunk. Finally, in Subsection 4.4 we provide a dynamic programming
approach for solving the general case.

4.1. Formulation of optimization problem
The client can connect to all caches that are within radius r. Since the

caches are distributed according to a homogeneous Poisson process, the num-
ber of caches within radius r follows a Poisson distribution with parameter
x = λπr2. When the client wants file i, dN/nie caches are needed to get
the complete file. This request will be missed if there are less than dN/nie
caches within radius r to the client. Therefore, the miss probability for file i
is given by

Pe(i) =

dN/nie−1∑
k=0

P (k caches within radius r)

=

dN/nie−1∑
k=0

xk

k!
e−x

= Q(dN/nie, x), (4)

where Q is the regularized incomplete Gamma function. Since file i is re-
quested with probability pi, the expected miss probability is

Pe =
L∑
i=1

piQ(dN/nie, x).

For notational convenience, let the function f be defined as

f(ni) = Q(dN/nie, x). (5)

From the above it follows that the minimization of the cache miss probability
Pe is given by the following optimization problem.

Problem 1.

min
L∑
i=1

pif(ni)

subject to
L∑
i=1

ni = C,

ni ∈ N, i = 1, . . . , L. (6)
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Note that the objective function of this optimization problem is non-
increasing in ni. However, for N > 1 it is not convex. Since the objective
function is non-increasing, we consider only equality

∑L
i=1 ni = C in the

capacity constraint.

4.2. Structure of the optimal solution

Our first result deals with the structure of the optimal solution. In par-
ticular we demonstrate that the number of linear combinations stored for file
i is a non-increasing function in i.

Theorem 1. Let n̄ = (n̄1, . . . , n̄L) be an optimal solution to Problem 1. Then
n̄1 ≥ n̄2 ≥ · · · ≥ n̄L.

Proof. Suppose there exists j < k for which nj < nk, then consider n′,
constructed by having n′j = nk, n′k = nj and the others remain the same,
then we can get

L∑
i=1

pif(n′i)−
L∑
i=1

pif(ni)

= pjf(n′j) + pkf(n′k)− pjf(nj)− pkf(nk)

= pjf(nk) + pkf(nj)− pjf(nj)− pkf(nk)

= (pj − pk)[f(nk)− f(nj)].

Since j < k, then pj − pk ≥ 0. Also, since f is non-increasing in ni and nj <
nk, then we can get that f(nj) ≥ f(nk), i.e., f(nk) − f(nj) ≤ 0. Therefore,
f(n′) − f(n) ≤ 0, which means that after the exchange, the objective value
will not become higher. Then we can keep doing exchange until n1 ≥ n2 ≥
. . . ≥ nL.

As we can see, if a per cache constraint is used, the optimal allocation
is the same for all caches. This will likely result in inefficient memory usage
and the total absence of some files from the caching system. In Section 5 we
introduce the average capacity constraint which will help to mitigate these
issues.

4.3. Optimal solution for N = 1

Next, we consider the case that files consist of a single chunk, i.e., N = 1.
This implies that we either store a file completely in each cache, or not at
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all, i.e., ni can be either 0 or 1. If ni = 1, then file i is stored in every cache.
In this case when a client requests file i, the miss probability will be

Pe(i) = e−x.

If ni = 0, the miss probability will be 1 if it is requested. Therefore, we can
see that

Pe(i) =

{
e−x, if ni = 1,
1 , if ni = 0

(7)

and we can write equation (7) as

Pe(i) = e−nix. (8)

For the special case of N = 1, the general optimization problem, Prob-
lem 1, reduces to the following problem.

Problem 2.

min
L∑
i=1

pie
−nix

subject to
L∑
i=1

ni = C

ni ∈ {0, 1}, i = 1, . . . , L.

Since ni is binary and we know that the optimal solution has a structure
n1 ≥ n2 ≥ ...nL, it follows directly from Theorem 1 that the optimal solution
of Problem 2 is as stated in the following result.

Corollary 1. The optimal solution of Problem 2 is n̄ = (n̄1, n̄2, ..., n̄L), where

n̄i =

{
1, if i ≤ C,
0, if i > C.

Note that contrary to the case N > 1 the objective function of Problem 2
is convex. We will make use of this property in Section 5, where we will
revisit the case N = 1 under an average capacity constraint.
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4.4. Dynamic Programming

In this section we return to the general case of arbitrary N . As already
discussed in Section 1, Problem 1 is a generalization of the unbounded knap-
sack problem. The generalization comes from the fact that the objective
function is not a weighted sum of the variables ni, but a non-convex function
in these variables. It is well-known that the unbounded knapsack problem
can be solved in pseudo-polynomial time using dynamic programming [9]. In
this section we demonstrate that Problem 1 can also be solved using dynamic
programming.

In order to formulate a dynamic programming solution we interpret Prob-
lem 1 as follows. We have C units in total, and there are L slots to put the
units in. Assigning ni units to slot i induces a certain cost. Our goal is
to distribute all of the C units over these slots with a minimal total cost,
which is defined as

∑L
i=1 pif(ni), where f is defined in (5). The idea of dy-

namic programming is to assign the units one by one, leading to a recursive
procedure in both L and C.

More precisely, consider the problem

min
∑̀
i=1

pif(ni),

subject to
∑̀
i=1

ni = c, (9)

and let F (`, c) denote its optimal value. Our interest is in F (L,C) and n̄, a
solution attaining F (L,C). For ` = 2, . . . , L and c = 0, . . . , C let

ñ`,c = argmin
n∈{0,...,c∧N}

{F (`− 1, c− n) + p`f(n)} , (10)

where c∧N = min{c,N}. The dynamic programming approach to Problem 1
is based on the observation that for 2 ≤ ` ≤ L and 0 ≤ c ≤ C we can express
F (`, c) as

F (`, c) = F (`− 1, c− ñ`,c) + p`f(ñ`,c). (11)

The procedure is initialized by considering ` = 1 and 0 ≤ c ≤ C, for
which we know that the optimal value F (1, c) = p1f(c ∧N). Next we apply
formula (11) iteratively. After computing all values F (`, c), the solution n̄
can be constructed from the values of ñ`,c by tracking backwards starting at
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Algorithm 1 Dynamic Programming Algorithm for Problem 1

for c = 0 : C do

F (1, c) =

{
p1f(c), if c ≤ N,

p1f(N), if c > N.

end for
for ` = 2 : L do
for c = 0 : C do
ñ`,c =argminn∈{0,...,N∧c}{F (`− 1, c− n) + p`f(n)},
F (`, c) = F (`− 1, c− ñ`,c) + p`f(ñ`,c).

end for
end for
c = C
for ` = L : −1 : 2 do
n̄` = ñ`,c,
c = c− n̄`.

end for
n̄1 = c,
Pe = F (L,C).

` = L. The complete procedure is presented as Algorithm 1. The following
theorem provides a formal statement of the result. The proof follows from
standard results on dynamic programming.

Theorem 2. Algorithm 1 provides a globally optimal solution to Problem 1
in pseudo-polynomial time.

In Section 7 we will provide additional insight into the optimal solution
of Problem 1.

5. Average Capacity Constraints

In this section, instead of imposing an individual per cache constraint
on each of the devices, we require that the average storage space used in
the devices is upper bounded. We analyze the resulting optimal strategy
for the case that files consist of a single chunk (N = 1) and show that the
performance under an average capacity constraint significantly outperforms
the optimal performance under a per cache capacity constraint.
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Since files consist of a single chunk, the choice to make is whether to
store the complete file or not to store the file at all. The proposed strategy
places file i in a cache with probability qi. Placement of files is independent
between caches. By the independence of the placement over the caches and
the thinning property of the Poisson process [4], it follows that those caches
that contain file i are again distributed according to a spatial Poisson process,
this time with density qiλ. Therefore, the probability that file i cannot be
retrieved from the caches within distance r is

Pe(i) = pie
−qix, (12)

with x = λπr2.
Now the goal is to optimize

∑L
i=1 Pe(i) subject to the capacity constraint.

This leads to the following optimization problem.

Problem 3.

min
L∑
i=1

pie
−qix

subject to
L∑
i=1

qi = C,

0 ≤ qi ≤ 1, i = 1, . . . , L.

Note that contrary to the objective function of Problem 1, the above
objective function is convex. Also note that in contrast to Problem 2 the
variables in Problem 3 are continuous. Therefore, Problem 3 is a convex
optimization problem.

5.1. Optimal solution

Since Problem 3 is convex, the Karush-Kuhn-Tucker (KKT) conditions
provide necessary and sufficient conditions for optimality. We will construct
an explicit analytical solution to Problem 3 that satisfies the KKT conditions.

The Lagrangian function corresponding to Problem 3 is

L(q, ν, λ, ω) =
L∑
i=1

pie
−qix + ν(

L∑
i=1

qi − C)

−
L∑
i=1

λiqi +
L∑
i=1

ωi(qi − 1), (13)
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where q, λ, ω ∈ RL
+, ν ∈ R.

Let q̄, λ̄, ω̄ and ν̄ be primal and dual optimal. Then the KKT conditions
for Problem 3 state that

0 ≤ q̄i ≤ 1, (14)
L∑
i=1

q̄i = C, (15)

λ̄i ≥ 0, ∀i = 1, ..., L, (16)

ω̄i ≥ 0, ∀i = 1, ..., L, (17)

λ̄iq̄i = 0, ∀i = 1, ..., L, (18)

ω̄i(q̄i − 1) = 0, ∀i = 1, ..., L, (19)

−pixe−q̄ix + ν̄ − λ̄i + ω̄i = 0, ∀i = 1, ..., L. (20)

For notational convenience we introduce the functions gi : R → [0, 1], i =
1, . . . , L, as follows

gi(ν) =


1, if ν ≤ pixe

−x,
1

x
log

pix

ν
, if pixe

−x < ν < pix,

0, if ν ≥ pix.

(21)

Furthermore, let g : R → [0, L] be defined as g(ν) =
∑L

i=1 gi(ν). Observe
that g(ν) = L for ν ∈ (−∞, pLxe−x], that g(ν) = 0 for ν ∈ [p1x,∞) and that
it is strictly decreasing in the interval (pLxe

−x, p1x).

Lemma 1. Let q̄ and ν̄ be optimal. Then q̄ = (g1(ν̄), . . . , gL(ν̄)).

Proof. Let i ∈ {1, . . . , L}. From (18), (19) and (20), we have

ω̄i = q̄i(pixe
−q̄ix − ν̄), (22)

which, when inserted into (19), gives

q̄i(q̄i − 1)(pixe
−q̄ix − ν̄) = 0. (23)

From (23), we see that 0 < q̄i < 1 only if ν̄ = pixe
−q̄ix. Since 0 ≤ qi ≤ 1, this

implies that ν ∈ [pixe
−x, pix].

If ν̄ < pixe
−x, then

ω̄i = λ̄i + pixe
−q̄ix − ν̄ > 0.
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Thus, from (19), we have qi = 1. Similarly, if ν̄ > pix, it follows from

λ̄i = ω̄i + ν̄ − pixe−q̄ix > 0

and (18) that q̄i = 0.

It remains to solve for ν̄. The complete solution is provided by the next
theorem.

Theorem 3. The optimal solution of Problem 3 is given by

q̄i =


1 , if i < k1,

1

x
log

pix

ν̄
, if k1 ≤ i ≤ k2,

0 , if i > k2

where k1, k2 are given by

k1 = min
{

1 ≤ ` ≤ L
∣∣ g(p`xe

−x) ≥ C
}
, (24)

k2 = max
{

1 ≤ ` ≤ L
∣∣ g(p`x) ≤ C

}
(25)

and

ν̄ = exp

{
1

k2 − k1 + 1

k2∑
j=k1

log pjx−
x(C − k1 + 1)

k2 − k1 + 1

}
. (26)

Proof. From Lemma 1 it follows that there exist k1, k2 ∈ [1, L] such that
q̄1 = q̄2 = · · · = q̄k1−1 = 1 and q̄k2+1 = q̄k2+2 = · · · = q̄L = 0. In particular, k1

is given by
k1 = min

{
1 ≤ ` ≤ L

∣∣ v̄ > p`xe
−x}. (27)

Note that the above minimum is guaranteed to exist, because otherwise qi =
1 for all i = 1, . . . , L, leading to a contradiction on the assumption that∑L

i=1 qi = C < L. Condition (24) is obtained by applying the non-increasing
function g to the LHS and the RHS in the constraint in (27) and by observing
that from Lemma 1 and (15) it follows that g(ν̄) = C.

Condition (25) follows in similar lines by starting from

k2 = max
{

1 ≤ ` ≤ L
∣∣ v̄ < p`x

}
. (28)

This maximum exists, because otherwise
∑L

i=1 qi = 0, which contradicts (15).
Finally, the proof of the lemma is completed by solving for ν̄ in g(ν̄) = C.

We note that in contrast to the solution of Problem 1 the solution in the
case of the average capacity constraint admits a probabilistic policy of file
placement. This should improve the system efficiency as well as file diversity.
We will further illustrate the results of Theorem 3 in Section 7.
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6. Dynamic Setting

In this section we consider a dynamic scenario in which clients arrive
over time. More precisely, we consider L > 1 files, each of N = 1 packets.
Clients arrive over time. We assume that at any time there is at most one
client, i.e., we assume that the request of a user is completely handled and
that the caches are updated before the next client arrives. This assumption
is just for simplicity of modelling and could be safely neglected in a real
implementation. The files that are requested by users are selected at random
according to a Zipf distribution, independently across users. Clients arrive
to random locations in the plane. As in the other parts of this paper, a client
can connect to all caches that are within range r of the client.

The caching policy is as follows. If the file requested by the user is present
in any of the caches that are within its range, the file is delivered to the client
from the cache. If the requested file is not present in the cache it is fetched
from the server and delivered to the user. In addition, the file is then placed
in the cache that is closest to the user.

Each cache individually follows the Least Recently Used (LRU) policy for
caching files. This means that each cache keeps an ordered list of the files
that are locally cached. If a file is served to a client it is moved to the head
of the list. If a file was fetched from the server it will be placed at the head
of the list in the cache that is closest to the user that is requesting that file.
If the number of files in the list is exceeding the cache capacity the file at the
tail of the list is dropped from the cache.

Note that in the caching policy as described above there is no cooper-
ation between caches. It is a straightforward extension of the LRU policy
to a network of caches. In particular, the caching policy does not make use
of information about the file popularity. In this section we are interested in
comparing the performance of this very simple policy with the optimal allo-
cation strategy of Section 5. In order to do so we have simulated the LRU
policy as described above. The numerical results are presented in Section 7.

In addition to the comparison with the optimal allocation strategy we
consider the performance of an LRU policy in which the caches fully coop-
erate. More precisely, we analyze the performance of a single LRU cache
with a capacity that equals the expected sum capacity of all caches that are
within range of a client. This allows us to evaluate the ‘penalty to pay’ for
distributing cache capacity over several caches that operate independently.
The expected number of caches that are within range of a client is λπr2.
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Figure 1: Optimal allocation probabilities under an average capacity constraint. (L =
2000, N = 1, C = 5, λ = 2 · 10−3, s = 1)

The expected sum capacity is therefore Cλπr2. The cache miss probabil-
ity of a single LRU cache is known to be accurately approximated with the
Che approximation [32, 33]. We provide the numerical evaluation of this
approximation for a cache of capacity Cλπr2 in Section 7.

7. Numerical Evaluation

In this section we present a numerical evalution of the results obtained
in the previous sections of this paper. In particular, we consider the case
of file popularities following a Zipf distribution, i.e., pzi = i−s/

∑L
k=1 k

−s,
with parameter s. The numerical illustrations will provide some additional
insights into the behavior of the optimal cache allocation policies as well as
into the behavior of the proposed LRU strategies. In particular, we compare
cooperative and fully distributed LRU-based caching policies.

7.1. The optimal solution under an average capacity constraint

Theorem 3 provides an analytical expression for the optimal allocation
probabilities under an average capacity constraint. It is not immediately
clear from Theorem 3 how k1 and k2 depend on, for instance, x = λπr2.
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Figure 2: Optimal allocation probabilities under an average capacity constraint. (L =
2000, N = 1, C = 10, λ = 2 · 10−3, s = 1)
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Figure 3: Cache miss probability under individual and average cache capacity constraints.
(L = 2000, N = 1, λ = 2 · 10−3, s = 1)
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In Figures 1 and 2 we have illustrated the optimal allocation probabilities
q̄i under an average capacity constraint for various values of r. We observe
that if r is large, which means that the client can reach more caches within
the range, then we store all files with equal probability C/L. It is intuitively
clear that this minimizes the cache miss probability, since now all files can be
retrieved with high probability. If r is small and less caches can be reached,
we will put priority, i.e., higher q̄i, on the more popular files.

7.2. Performance under individual and average cache capacity constraints

Next we compare the miss probability of the optimal cache allocation
under the individual cache capacity constraints with the miss probability
under the average constraint. In Figure 3 we have depicted the cache miss
probability as a function of r for two values of C. From the discussion it
should be clear that in the limit of large r the cache miss probability under
an average capacity constraint should approach zero. This is indeed reflected
in Figure 3. The individual capacity constraint, in stark contrast, results in
a significant cache miss probability even at large r. The reason is that some
files will not be stored at all and, therefore, a request for these files will
always result in a cache miss.

Another interpretation of the significant improvement that is offered by
allowing an average constraint, which means that whether the file is in the
cache or not is probabilistic, is that different caches may have different files
and that can help improve the performance and file diversity.

7.3. Non-homogeneous distribution of base stations

Here we argue that if the density of base stations λ does not change very
rapidly, our analysis remains applicable but of course approximate. Figure
3 gives performance as a function of r. What is important is that x = λπr2

is the only factor of influence. Therefore, our Figure 3 already gives some
insight in the behavior as a function of λ. The storage policy under hard
constraints is not influenced by the value of x if N = 1; we simply store
the most popular files. For N > 1 we evaluate our dynamic programming
policy. Figure 4 demonstrates the influence of λ on the storage policy. The
figure provides the number of fragments stored ni for file i for various values
of λ. The figure demonstrates that the policy is not changing much by
small perturbations of λ. Hence, if the density of base stations does not
change much in space one can use a single policy everywhere without much
damage to the system performance. If the density of base stations changes
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Figure 6: Location of Base Stations from OpenMobileNetwork dataset.

significantly but not too rapidly, as mentioned above, we expect that our
results are still practically applicable. Of course, as we demonstrate in the
following Figure 5, the optimal policies for different densities of base station
distribution can be quite different.

Next we evaluate the performance of coded and uncoded strategies on
the topology of a real wireless network. Similar to our study in [8] we have
taken the positions of 3G base stations provided by the OpenMobileNetwork
project [34]. The base stations are situated in the area 1.95×1.74 kms around
the TU-Berlin campus. One can see the positions of the base stations from
the OpenMobileNetwork project in Figure 6. We note that the base stations
of the real network are more clustered then in a typical realization of a
Poisson process, because they are typically situated along roads. We will
analyze the performance of our placement strategies (which are optimal for
a Poisson network) on this non-Poisson topology. There are 62 base stations
in our dataset, corresponding to an average density of λ = 1.8324 · 10−5. We
use this density to derive the optimal placement strategies under individual
and average capacity constraints for various values of r. The results are
depicted in Figure 7, which also includes the results for a Poisson network
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Figure 7: Cache miss probability in Berlin network and Poisson process. In solid line the
performance of the Poisson process. In dashed line the performance of the Berlin network.
(C = 10, L = 2000, λ = 1.8324 · 10−5, s = 1)

with the same density. We observe that the clustering increases the cache
miss probability, but that our results on the Poisson model approximate the
performance on the real data set quite well. The difference between the
Poisson case and our dataset is smaller for individual capacity constraints
than it is for average capacity constraints. We cannot explain this difference
with our current results and suggest as future work to develop an insight into
this behavior.

7.4. Dynamic Setting

Finally we consider the dynamic setting of Section 6. In Figures 8 and 9
we have depicted the cache miss probability as a function of the connection
range r for cache capacities C = 10 and C = 50, respectively. In solid lines we
have depicted the performance of the fully distributed LRU policy. In dashed
lines we have depicted the performance under the optimal allocation strategy
of Section 5. Finally, we have depicted in dotted lines the performance of
a ‘centralized’ LRU policy, i.e., we depict the performance of a single LRU
cache with capacity equal to expected sum capacity of all caches that are
within range of a client.

From Figures 8 and 9 it is clear that the performance of the fully dis-
tributed LRU policy is not too far from the performance of the optimal al-
location strategy of Section 5. Another observation is that the performance
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difference between our distributed and the ‘centralized’ LRU policy is small.
Therefore, our distributed LRU-based policy with caching in a closest stor-
age device can be safely employed in practice for geographically distributed
caching.

8. Discussion

In the current paper we have obtained structural insight into optimal
storage allocation strategies in a network of wireless caching devices in a
stochastic geometry. We have seen that for the design of geographically
distributed caching devices it is better to use average than per cache capac-
ity constraint. We indicate that our model can be practically applied even
for non-homogeneous distribution of base stations when the rate of density
change is not too rapid. We have also considered a dynamic setting for
which we proposed a simple distributed LRU-based policy. We have shown
that the performance of this LRU policy is not far from the optimal one, and
consequently, this LRU-based policy can be safely employed in practice for
geographically distributed caching. Part of the analysis in this paper consid-
ered the particular case that files consist of a single packet. In future work we
will generalize this analysis. In addition we will consider the dynamic setting
in more detail by extending the model to include the latencies of fetching a
file from a server and analyzing the overall file delivery latency. In particular,
the aim is to obtain a more fundamental insight into the behavior of LRU
and others replacement policies in networks of wireless caches in a stochastic
geometry setting. A first step in understanding this behavior is to generalize
the cache placement strategies from this paper to strategies that allow for a
different (deterministic) placement of files in each of the caches. The optimal
hit probability under such strategies can then serve as a baseline for online
dynamic strategies. Also, it will enable to study non-homogeneous spatial
Poisson processes for base station placement or more general placement in a
natural way. Investigating different placement in each cache is part of our
ongoing efforts as well as [35]. Analyzing various online dynamic strategies
can be approached by considering TTL caches [19], which are known to cover
many other strategies by carefully choosing the TTL distributions [36].
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