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# A DISCRETE-TIME OPTIMAL FILTERING APPROACH FOR NON-LINEAR SYSTEMS AS A STABLE DISCRETIZATION OF THE MORTENSEN OBSERVER ${ }^{*, * *}$ 

P. Moireau ${ }^{1}$


#### Abstract

In this work, we seek exact formulations of the optimal estimator and filter for a nonlinear framework, as the Kalman filter is for a linear framework. The solution is well established with the Mortensen filter in a continuous-time setting, but we seek here its counterpart in a discrete-time context. We demonstrate that it is possible to pursue at the discrete-time level an exact dynamic programming strategy and we find an optimal estimator combining a prediction step using the model and a correction step using the data. This optimal estimator reduces to the discrete-time Kalman estimator when the operators are in fact linear. Furthermore, the strategy that consists of discretizing the least square criterion and then finding the exact estimator at the discrete level allows to determine a new time-scheme for the Mortensen filter which is proven to be consistent and unconditionally stable, with also a consistent and stable discretization of the underlying Hamilton-Jacobi-Bellman equation.
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## 1. Introduction

State and parameter model estimation based on observations is a very active subject with in particular new trends in computational engineering where data assimilation has become a popular topic with applications to environmental sciences or life sciences $[10,14]$. In general, we make a distinction between two main mathematical contexts for estimation. On the one hand, it is common to consider a stochastic context $[17,36]$ where the state dynamics is defined by a stochastic differential equation and the uncertainties by white noises. The objectives are then to produce an estimate of the mean state and parameters using the data at hand in the sense of the maximum likelihood estimator, or a mean square estimator, or a least square estimator [7] - besides all three can be equivalent in certain cases. The estimator is typically associated with a conditional expectation whereas covariance operators characterize the uncertainty errors in this context. On the other hand, numerous contributions have been proposed in a purely deterministic context where the model is described as a dynamical system. The errors are then unknown quantities defined in a deterministic space with adequate norms characterizing their weight. The most classical deterministic estimation is certainly based on the minimization of a least square criterion aggregating the various sources of error (that we expect to minimize) in order to define an adequate trajectory [16,27]. Numerous works [3,24,25] have demonstrated
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the connection between the stochastic context and the deterministic one. In particular, the deterministic context can be seen as an asymptotic regime for the probabilistic theory in the sense that noise amplitudes tend to 0 [25]. In the present work, we will concentrate on a deterministic description.

Once the context is set up, there are two categories of estimation strategies: variational and sequential. The variational strategy - which denomination is inspired from the popular 4D-Var algorithm in data assimilation [40] - consists in minimizing the least square criterion, often through an adjoint model integration linked to the dynamical model constraint under which the cost function is minimized. The estimated trajectory is therefore computed as a whole in numerous minimization iterations. The second strategy is called sequential since the estimation corrects the dynamics in time to take into account the possible discrepancy between the computed trajectory and the available data. The sequential estimator is also called observer in the deterministic context, and the feedback operator which corrects the dynamics from the discrepancy is called a gain or a filter - ergo the common name of filtering strategy instead of sequential estimation strategy. A very effective observer candidate can be derived from the least square criterion by considering at every time $t$ the least square estimate minimizing the criterion aggregating the data up to the time $t$. Accordingly, the optimal observer is based on dynamic programming principles [5]. In a linear framework - namely, when all operators are assumed to be linear - it is well known that the optimal observer is given by the popular Kalman filter $[29,31]$. The optimal Kalman gain it then computed from the solution of a Riccati equation. In a general non-linear framework, the deterministic non-linear optimal observer can also be formulated and was first introduced by Mortensen [39] - who called his filter the Maximum Likelihood filter - with several in depth-studies in [21, 25, 33]. Following [21], we will call the optimal observer in a non-linear framework the Mortensen observer. This time, the optimal gain is obtained through the solution of a Hamilton-Jacobi-Bellman (HJB) equation as we will recall in the first part of this work. This optimal deterministic observer is also called by various authors the Minimum Energy Estimator, see [33] which also introduces the corresponding HJB equation.

The last classification that we have to consider concerns the time evolution of the system. We have implicitly considered in the previous paragraphs that the evolution of the system was in continuous-time, but we can also consider the class of discrete-time systems and expect to verify with both classes all the equivalences mentioned previously. We find in [19] a seminal attempt to answer this question. However, to the author's best knowledge, the exact counterpart of the optimal observer for discrete-time non-linear systems is still missing and the present article intends to fill this gap by proposing a discrete-time Mortensen filter which strictly satisfies discrete-time dynamic programming principles at each time step. The filter proposed in this article will then reduce to the discrete-time Kalman-filter when a linear framework is considered. In particular, our estimator will be formulated with a prediction-correction scheme as it is classically the case for discrete-time Kalman like filters.

Finally, a discrete-time model can be considered in itself but also corresponds to the time-discretization of continuous-time model. This discretization should then satisfy the necessary properties of consistency and stability. The same question occurs with the observer. Hence, our discrete-time estimator can be seen as a new consistent and stable discretization of the Mortensen optimal observer. In fact, an efficient way to discretize the solution of a minimization problem is to discretize the initial problem and criterion and then solve the optimization problem at the discrete level [16]. As a result, the stability is directly deduced from the minimization, whereas the consistency is obtained through the consistency of the initial model and criterion discretization. Moreover, our approach can also be considered to formulate a stable discretization of HJB equations.

The article is divided as follows. In the next section we present the problem and summarize our main contribution, namely the discrete-time Mortensen observer formulation. Then, we recall some fundamentals on the Mortensen filter in a continuous-time setting in order to ease the understanding of our discrete-time Mortensen observer formulation, based on the strong similarity between discrete-time and continuous-time optimal filtering formulations. We then present a mathematical justification of our approach. Finally, we provide a complete numerical algorithm and illustrate the performance and properties of the observer on linear and non-linear systems of small dimensions.

## 2. Main contribution

### 2.1. Problem statement

### 2.1.1. Models settings

We consider a general class of dynamical model on a finite dimensional space $\mathcal{X} \sim \mathbb{R}^{\mathrm{N}_{x}}$. This model would be either defined in a continuous-time framework or a discrete-time framework. In the continuoustime framework we thus define

$$
\left\{\begin{array}{l}
\dot{x}_{\mid \zeta, \omega}(t)=F\left(x_{\mid \zeta, \omega}(t), t\right)+B(t) \omega(t), \quad t \in \mathbb{R}^{+}  \tag{1}\\
x_{\mid \zeta, \omega}(0)=x_{\diamond}+\zeta
\end{array}\right.
$$

where $x$ is the state variable in $\mathcal{X}, F$ is the mapping defining the dynamics, $\omega \in \mathcal{W} \sim \mathbb{R}^{N_{\omega}}$ represents an unknown contribution that can be seen as a model error, $x_{\diamond}$ is the known part of the initial condition but $\zeta_{x}$ is to be determined. In other words, the initial condition of this system is considered unknown around an a priori $x_{\diamond}$. For the general presentation of the equations, we choose a general notation for the model dynamics that includes potentially non-linear dynamics. However, for the sake of simplicity, we will assume in all proofs that $F(\cdot, t)$ is an affine mapping (hence $F \in \mathcal{C}^{1}(\mathcal{X})$ ). The linear part of $F(\cdot, t)$ is its differential with respect to $x$ and is denoted by $\mathrm{d}_{x} F$, which is assumed to be bounded uniformly with respect of $t$. Note that we believe that the results presented in this work are valid for a large class of non-linear dynamics hence justifying the general notation $F(\cdot)$ for the dynamics. In addition, $B(t)$ is also considered to be bounded uniformly with respect of $t$. By the Cauchy-Lipschitz theorem we can thus consider unique global solutions of the system (1). In the discrete-time framework, the counterpart of (1) will be to consider a sequence in $\mathcal{X}$ defined recursively by

$$
\left\{\begin{array}{l}
x_{n+1 \mid \zeta,\left(\omega_{k}\right)_{k=0}^{n}}=F_{n+1 \mid n}\left(x_{\left.n \mid \zeta,\left(\omega_{k}\right)_{k=0}^{n-1}\right)}+B_{n} \omega_{n}, \quad n \in \mathbb{N}\right.  \tag{2}\\
x_{0 \mid \zeta,\left(\omega_{k}\right)_{k=0}^{n}}=x_{\diamond}+\zeta
\end{array}\right.
$$

with $F_{n+1 \mid n}$ the transition mapping from step $n$ to step $n+1,\left(\omega_{k}\right)_{k=0}^{n}$ a sequence of unknown contributions in $\mathcal{W}$ that can be seen as a discrete-time model noise definition and $B_{n}$ the model noise operator at step $n$. Identically we will consider in our proofs that for all $n, F_{n+1 \mid n}$ is an affine mapping (hence is $\mathcal{C}^{1}(\mathcal{X})$ ). Moreover, $\mathrm{d} F_{n+1 \mid n}$ - which is the differential of $F_{n+1 \mid n}$ - and $B_{n}$ are assumed to be bounded uniformly with respect to $n$. Note that this discrete-time system can be considered in itself or as a consistent and stable discretization of (1). In this respect, we introduce a sequence of times $\left(t_{n}\right)_{n \in \mathbb{N}}$ and discretization parameter $\Delta t$ considered here to be constant to simplify, i.e. $\Delta t=t_{n+1}-t_{n}$. Then the transition operator and the model noise operator would typically satisfy

$$
\forall\left(x, t_{n}\right) \in \mathbb{R}^{+}, \quad \lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t}\left(F_{n+1 \mid n}(x)-\mathbb{1}\right)=F\left(x, t_{n}\right), \quad \lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t} B_{n}=B\left(t_{n}\right)
$$

As an example we could consider - when stable - an explicit discretization of the continuous-time model (1) and we would have then

$$
F_{n+1 \mid n}(x)=\mathbb{1}+\Delta t F\left(x, t_{n}\right), \quad B_{n}=\Delta t B\left(t_{n}\right) .
$$

We also note that, in the context of discretization, we can assume that $\mathrm{d} F_{n+1 \mid n}$ is invertible (hence $F_{n+1 \mid n}$ is a $C^{1}(\mathcal{X})$ diffeomorphism) without being too restrictive since it corresponds to a perturbation of the identity. Note that the same type of assumption holds in the seminal work [19] about optimal estimation of non-linear time-discrete system. This assumption will be made in all the rest of the present article.

Considering this class of system, we assume to have at our disposal some measurements - or observations on a particular instance of this model. In the continuous-time context, we thus introduce a target trajectory $\left\{\breve{x}(t), t \in \mathbb{R}^{+}\right\}$and model the measurement generation in the general form

$$
\forall t \in \mathbb{R}^{+}, \quad z(t)=H(\breve{x}(t), t)+\chi(t)
$$

where $H$ is called the observation operator from $\mathcal{X}$ to the observation space $\mathcal{Z} \sim \mathbb{R}^{\mathrm{N}_{\text {obs }}}$ and $\chi$ is an unknown function assimilated to a measurement error. Here we assume that $H(\cdot, t)$ is a $\mathcal{C}^{1}\left(\mathbb{R}^{n}\right)$-mapping and that $\mathrm{d}_{x} H$ is uniformly bounded for all $t$. Similarly in the discrete-time context, we consider the target sequence $\left(\breve{x}_{n}\right)_{n \in \mathbb{N}}$ and an observation operator $H_{n}$ at each time step, so that some measurements $z_{n}$ are given by

$$
z_{n}=H_{n}\left(\breve{x}_{n}\right)+\chi_{n},
$$

with an additive noise sequence $\left(\chi_{n}\right)$. Mirroring the continuous setting, $H_{n}$ is a $\mathcal{C}^{1}\left(\mathbb{R}^{\mathrm{N}_{\text {obs }}}\right)$-mapping and $\mathrm{d} H_{n}$ is bounded uniformly with respect to $n$. Note that, in general, measurement procedures are in essence time-sampled and the observation discrete-time model should be more directly defined than the observation continuous-time model. Then the latter can be regenerated by interpolation from the sampled measurements with a measurement error $\omega$ incorporating some interpolation error [18]. Eventually, we can consider the two frameworks independently or assuming that for all $t \in\left[t_{n}, t_{n+1}\right]$, we have $\left.\left\|H(x, t)-H_{n}(x)\right\|=O(\Delta t)\right)$.

Finally, note that we must characterize the finite dimensional spaces $\mathcal{X}, \mathcal{W}$ and $\mathcal{Z}$ with adequate norms and, here, with finite dimensional spaces and for the sake of simplicity, we rely for $\|\cdot\|_{\mathcal{X}},\left\|_{\cdot}\right\|_{\mathcal{W}}$ and $\|\cdot\|_{\mathcal{Z}}$ on the standard euclidian norm.

### 2.1.2. Optimal estimation context

When seeking to reconstruct a complete trajectory from $\left\{z(t), t \in \mathbb{R}^{+}\right\}-i . e$. without knowing specifically $\breve{\zeta}, \breve{\omega}$ which have generated $\left\{\breve{x}(t), t \in \mathbb{R}^{+}\right\}$- one approach, often referred to as optimal, is to consider the least square estimator (LSE). In the literature [27,43], the least square estimation problem is also called optimal estimation problem in the sense that the estimation relies on an optimal criterion minimization. We will thus adopt this denomination in the rest of the present article.

In the continuous-time framework we seek to minimize the criterion defined on a specific time window $[0, t]$

$$
\begin{equation*}
\min _{\zeta \in \mathcal{X} \omega \in L^{2} *([0, t], \mathcal{W})}\left\{\mathscr{J}(\zeta, \omega, t)=\frac{1}{2}\|\zeta\|_{N_{\diamond}}^{2}+\frac{1}{2} \int_{0}^{t}\left(\left\|D\left(x_{\mid \zeta, \omega}(s), s\right)\right\|_{M}^{2}+\|\omega(s)\|_{S}^{2}\right) d s\right\} \tag{3}
\end{equation*}
$$

where the discrepancy between the model and the measurement is computed through

$$
\forall t \in \mathbb{R}^{+}, \forall x \in \mathcal{X}, \quad D(x, t)=z(t)-H(x, t)
$$

and where we introduce weighted norms in each of these spaces with three operators, symmetric and invertible, $N_{\diamond} \in \mathbb{S}_{\mathrm{N}_{x}}^{+}(\mathbb{R}), S \in \mathbb{S}_{N_{\omega}}^{+}(\mathbb{R})$ and $M \in \mathbb{S}_{\mathrm{N}_{\text {obs }}}^{+}(\mathbb{R})$

$$
\begin{aligned}
& \forall x \in \mathcal{X},\|x\|_{N_{\diamond}}^{2}=\left\langle x, N_{\diamond} x\right\rangle_{\mathcal{X}}=x^{\top} N_{\diamond} x \\
& \forall \omega \in \mathcal{W},\|\omega\|_{S}^{2}=\langle\omega, S \omega\rangle_{\mathcal{W}}=\omega^{\top} S \omega \\
& \forall z \in \mathcal{Z},\|z\|_{M}^{2}=\langle z, M z\rangle_{\mathcal{Z}}=z^{\top} M z
\end{aligned}
$$

In the sequel, we will use a subscript to recall the operator defining the norm. The inverse of these three operators

$$
P_{\diamond}=N_{\diamond}^{-1}, \quad W=M^{-1}, \text { and } Q=S^{-1},
$$

will be related to typical error covariances expected in these spaces in a probabilistic framework of estimation [27,43]. For the sake of simplicity of our presentation, we will assume that $\|D(x, t)\|_{M}^{2}$ is convex with respect to the variable $x$. Therefore, for all $t$, our criterion $\mathscr{J}(\cdot, \cdot, t)$ is strictly convex with respect to $(\zeta, \omega)$, hence we have the existence of unique minimizers denoted by
with the associated trajectory written

$$
\forall s \in[0, t], \quad \bar{x}_{t}(s)=x_{\bar{\zeta}_{\mid t}, \bar{\omega}_{\mid t}}(s)
$$

Note that we are here in a particular case of the more general framework defined in [23] where the existence of unique minimizers for non-linear dynamics is obtained thanks to [21, Chapter 3] and [13].
Definition 2.1 (Continuous-time Mortensen Estimator). When for all $t \in \mathbb{R}^{+}, \mathscr{J}(\cdot, \cdot, t)$ admits the unique minimizers $\bar{\zeta}_{\mid t} \in \mathcal{X}$ and $\bar{\omega}_{\mid t} \in L^{2}([0, t], \mathcal{W})$, the continuous-time Mortensen Estimator is defined as the optimal sequential estimator in the sense that

$$
\begin{equation*}
\forall t \in \mathbb{R}^{+}, \quad \hat{x}(t)=\bar{x}_{\mid t}(t) \tag{4}
\end{equation*}
$$

Similarly, in the discrete-time framework, we introduce $D_{k}: x \mapsto z-H_{k}(x)$. The least square criterion minimization is typically given by

$$
\begin{equation*}
\min _{\substack{\zeta \in \mathcal{X},\left(\omega_{k}\right)_{k<n} \in \mathcal{W}^{n}}}\left\{\mathscr{J}_{n}^{+}\left(\zeta,\left(\omega_{k}\right)_{k<n}\right)=\frac{1}{2}\|\zeta\|_{N_{\diamond}}^{2}+\frac{1}{2} \sum_{k=0}^{n}\left\|D_{k}\left(x_{k}\right)\right\|_{M_{k}}^{2}+\frac{1}{2} \sum_{k=0}^{n-1}\left\|\omega_{k}\right\|_{S_{k}}^{2}\right\}, \tag{5}
\end{equation*}
$$

with, by extension,

$$
\mathscr{J}_{0}^{+}(\zeta)=\frac{1}{2}\|\zeta\|_{N_{\diamond}}^{2}+\left\|D_{0}\left(x_{k}\right)\right\|_{M_{0}}^{2}
$$

A variant is to consider

$$
\begin{equation*}
\min _{\substack{\zeta \in \mathcal{X},\left(\omega_{k}\right)_{k \leq n} \in \mathcal{W}^{n+1}}}\left\{\mathscr{J}_{n+1}^{-}\left(\zeta,\left(\omega_{k}\right)_{k \leq n}\right)=\frac{1}{2}\|\zeta\|_{N_{\diamond}}^{2}+\frac{1}{2} \sum_{k=0}^{n}\left\|D_{k}\left(x_{k}\right)\right\|_{M_{k}}^{2}+\frac{1}{2} \sum_{k=0}^{n}\left\|\omega_{k}\right\|_{S_{k}}^{2}\right\} \tag{6}
\end{equation*}
$$

with

$$
\mathscr{J}_{0}^{-}(\zeta)=\frac{1}{2}\|\zeta\|_{N_{\diamond}}^{2}
$$

and the comparative interest of the two criteria will appear in the next section. Here again, the continuoustime criterion and the discrete-time criterion are defined in contexts which can be completely independent or related as the discrete-time framework is defined after time-discretization of the continuous-time system. In the latter, the two criteria should be defined consistently as $\Delta t$ goes to 0 . In this respect, we could for instance consider

$$
M_{n}=\Delta t M, \quad S_{n}=\Delta t S \quad \text { or equivalently } \quad W_{n}=\frac{1}{\Delta t} W, \quad Q_{n}=\frac{1}{\Delta t} Q
$$

so that $\lim _{\Delta t \rightarrow 0} \mathscr{J}_{n}^{+}(\cdot, \cdot)=\mathscr{J}(\cdot, \cdot, n \Delta t)$.
Assuming - as in the time-continuous case - that $\left\|D_{n}(x)\right\|_{M_{n}}^{2}$ are convex for all $n$, our discrete-time criteria are again strictly convex with respect to their variables, hence we have the existence of unique minimizers. Note that in a more general framework where the dynamics mapping is non-linear, the existence of unique minimizers can be much more intricate to obtain. A typical strategy is to use the same type of argument as in [13] or [23, Chapter 3], which consists in rewriting the minimization problem as a Mayer problem. In this respect, we can cite $[19,20]$ that introduces a similar discrete-time least square criterion and establishes succinctly the existence of a unique minimizer.

As unique minimizers of (5) or (6) exist, we denote them by

$$
\left(\bar{\zeta}_{\mid n}^{+},\left(\bar{\omega}_{k \mid n}^{+}\right)_{k<n}\right)=\underset{\substack{\zeta \in \mathcal{X} \\\left(\omega_{k}\right)_{k<n} \in \mathcal{W}^{n}}}{\operatorname{argmin}} \mathscr{J}_{n}^{+}\left(\zeta,\left(\omega_{k}\right)_{k<n}\right),
$$

and

$$
\left(\bar{\zeta}_{\mid n}^{-},\left(\bar{\omega}_{k \mid n}^{-}\right)_{k \leq n}\right)=\underset{\substack{\zeta \in \mathcal{X} \\\left(\omega_{k}\right)_{k \leq n} \in \mathcal{W}^{n+1}}}{\operatorname{argmin}} \mathscr{J}_{n+1}^{-}\left(\zeta,\left(\omega_{k}\right)_{k \leq n}\right),
$$

respectively. The associated trajectories are then

$$
\forall k \in[0, n], \quad \bar{x}_{k \mid n}^{+}=x_{k \mid \bar{\zeta}_{\mid n}^{+},\left(\bar{\omega}_{j \mid n}^{+}\right)_{j<n}},
$$

and

$$
\forall k \in[0, n+1], \quad \bar{x}_{k \mid n}^{-}=x_{k \mid \bar{\zeta}_{\mid n}^{-},\left(\bar{\omega}_{j \mid n}^{-}\right)_{j \leq n}}
$$

respectively. Note finally that these sequences can be extended for all $k$ by simply propagating them with the discrete-time dynamics (2) with a null model noise. In particular, we will rely on

$$
\bar{x}_{n+1 \mid n}^{+}=F_{n+1 \mid n}\left(\bar{x}_{n \mid n}^{+}\right) .
$$

Then a counterpart of Definition 2.1 is given by the following definition. We call this new estimator the discrete-time Mortensen estimator.

Definition 2.2 (Discrete-time Mortensen Estimator). When for all $n \in \mathbb{N}$, the criterion $\mathscr{J}_{n}^{+}$- the criterion $\mathscr{J}_{n+1}^{-}$respectively - admits unique minimizers $\bar{\zeta}_{\mid n}^{+} \in \mathcal{X}$ and $\left(\bar{\omega}_{k \mid n}^{+}\right)_{k<n} \in \mathcal{W}^{n}-\bar{\zeta}_{\mid n}^{-} \in \mathcal{X}$ and $\left(\bar{\omega}_{k \mid n}^{-}\right)_{k \leq n} \in \mathcal{W}^{n+1}$ respectively - the discrete-time Mortensen Estimator is defined as the optimal sequential estimator in the sense that

$$
\begin{equation*}
\forall n \in \mathbb{N}, \quad \hat{x}_{n}^{+}=\bar{x}_{n \mid n}^{+}=x_{n \mid \bar{\zeta}_{\mid n}^{+},\left(\bar{\omega}_{k \mid n}^{+}\right)_{k<n}} \text { and } \quad \hat{x}_{n+1}^{-}=\bar{x}_{n+1 \mid n}^{-}=x_{n+1 \mid \bar{\zeta}_{\mid n}^{-},\left(\bar{\omega}_{k \mid n}^{-}\right)_{k \leq n}} . \tag{7}
\end{equation*}
$$

### 2.2. Optimal estimation in the linear context: The Kalman Filter

Before presenting the specific contribution of this paper, we want to present the full linear context when the optimal observers are well known in both the discrete-time and the continuous-time frameworks since the seminal work $[29,31]$ introducing the Kalman Filter in the discrete-time framework and its counterpart the Kalman-Bucy Filter in the continuous-time framework, see also [6, Chapter 2], [27, Chapter 9,16] or [43, Part 2]. Hence in this section we assume that the dynamics mapping $F$ is an affine mapping and the observation operator $H$ is a linear operator. In the continuous-time setting, we thus introduce

$$
\forall t \in \mathbb{R}^{+}, \quad F: x \rightarrow A(t) x+R(t), \quad H: x \rightarrow H(t) x
$$

and assume that $A$ and $H$ are uniformly bounded with respect to time. Then the optimal estimator defined by (4) is given by the dynamics

$$
\left\{\begin{array}{l}
\dot{\hat{x}}(t)=A(t) \hat{x}(t)+R(t)+P(t) H(t)^{\top} M(z(t)-H(t) \hat{x}(t)), \quad t \in \mathbb{R}^{+}  \tag{8}\\
\hat{x}(0)=x_{\diamond}
\end{array}\right.
$$

where $G=P(t) H(t)^{\top} M$ is the (continuous-time) Kalman-Bucy Filter built from $P \in \mathcal{L}(\mathcal{X}, \mathcal{X})$ satisfying the following Riccati equation

$$
\left\{\begin{array}{l}
\dot{P}(t)=A(t) P(t)+P(t) A(t)^{\top}-P(t) H(t)^{\top} M H(t) P(t)+B Q B^{\boldsymbol{\top}}, \quad t \in \mathbb{R}^{+} \\
P(0)=P_{\diamond}
\end{array}\right.
$$

In the discrete-time linear case, we introduce

$$
\forall n \in \mathbb{N}, \quad F_{n+1 \mid n}: x \rightarrow A_{n+1 \mid n} x+R_{n}(t), \quad H_{n}: x \rightarrow H_{n} x
$$

and it is well-known that the discrete-time optimal estimator is given by

$$
\left\{\begin{array}{l}
\text { Initialization: } \\
\quad \hat{x}_{0}^{-}=x_{\diamond} \\
\text { Correction: }  \tag{9}\\
\quad \hat{x}_{n}^{+}=\hat{x}_{n}^{-}+G_{n}\left(z_{n}-H_{n} \hat{x}_{n}^{-}\right), \quad n \in \mathbb{N} \\
\text { Prediction: } \\
\quad \hat{x}_{n+1}^{-}=A_{n+1 \mid n} \hat{x}_{n}^{+}+R_{n}, \quad n \in \mathbb{N}
\end{array}\right.
$$

where the (discrete-time) Kalman filter is given by prediction-correction dynamics

$$
G_{n}=P_{n}^{+} H_{n}^{\top} M_{n}=P_{n}^{-} H_{n}^{\top}\left(W_{n}+H_{n}^{\top} P_{n}^{-} H_{n}\right)^{-1}
$$

with the state covariances $P_{n}^{ \pm}$satisfying the discrete-time Riccati equation

$$
\left\{\begin{array}{l}
\text { Initialization: }  \tag{10}\\
\quad P_{0}^{-}=P_{\diamond} \\
\text { Correction: } \\
\quad P_{n}^{+}=P_{n}^{-}-P_{n}^{-} H_{n}^{\top}\left(H_{n} P_{n} H_{n}+M_{n}\right) H_{n} P_{n}, \quad n \in \mathbb{N} \\
\text { Prediction: } \\
\quad P_{n+1}^{-}=A_{n+1 \mid n} P_{n}^{+} A_{n+1 \mid n}^{\top}+B_{n} Q_{n} B_{n}^{\top}, \quad n \in \mathbb{N}
\end{array}\right.
$$

Here we use a classical notation in Kalman filter theory [43] where the predicted state is denoted by a minus superscript whereas the correction step is identified by a plus superscript. It is optimal in the sense of (7) since, here, it can be easily proved - see for instance [27,43] - that

$$
\hat{x}_{n}^{+}=\bar{x}_{n \mid n}^{+} \text {and } \hat{x}_{n+1}^{-}=\bar{x}_{n+1 \mid n}^{-}
$$

Therefore, each filter can be shown to control the dynamics of an optimal state estimator in each context. But moreover, the discrete-time Kalman estimator can be seen as a consistent discretization of the continuoustime Kalman estimator as soon as the dynamics and observation operators are consistent in their discretetime versus continuous-time version. Then, one possible time discretization of the continuous-time Kalman estimator (8) is directly furnished by the discrete-time Kalman (9). It corresponds to a splitting time-scheme.

### 2.3. Optimal estimation in the general non-linear context: The Mortensen Filter

When either the dynamics or the observation operator are non-linear, the extension of the Kalman estimator is more intricate. In a deterministic context and with continuous-time operators, the answer was given originally in [39] leading to the definition of the Mortensen filter. In essence, it was demonstrated in [21] that the dynamics of the optimal estimator defined in (4) can still rely on a correction at each time of the original dynamics with a feedback loop based on the discrepancy. To compute the feedback gain we introduce the following definition.
Definition 2.3 (Continuous-time Cost-To-Come). The continuous-time cost-to-come is the function defined by

$$
\begin{equation*}
\forall(x, t) \in \mathcal{X} \times \mathbb{R}^{+}, \quad \mathscr{V}(x, t)=\min _{\substack{\omega \in L^{2}([0, T], \mathcal{W}), \zeta \in \mathcal{X} \mid x(t)=x}} \mathscr{J}(\zeta, \omega, t) . \tag{11}
\end{equation*}
$$

Note that in our case, the continuous-time cost-to-come is well defined as in [21], which then proves the following result.
Theorem 2.4 (Continuous-time Mortensen Filter). The continuous-time cost-to-come is solution- in the viscosity sense - of a Hamilton-Jacobi-Bellman equation

$$
\left\{\begin{array}{l}
\partial_{t} \mathscr{V}(x, t)-\overline{\mathscr{H}}(x, \nabla \mathscr{V}(x, t), t)=0, \quad(x, t) \in \mathcal{X} \times \mathbb{R}^{+}  \tag{12}\\
\mathscr{V}(x, 0)=\frac{1}{2}\left\|x-x_{\diamond}\right\|_{N_{\diamond}}^{2}
\end{array}\right.
$$

where

$$
\begin{equation*}
\overline{\mathscr{H}}(x, p, t)=\frac{1}{2}\|D(x, t)\|_{M}^{2}-\frac{1}{2} p^{\boldsymbol{\top}} B Q B^{\boldsymbol{\top}} p-p^{\boldsymbol{\top}} F(x, t) . \tag{13}
\end{equation*}
$$

Then, when $\mathscr{V}(\cdot, t)$ is $\mathcal{C}^{2}(\mathcal{X})$ with its hessian invertible, the continuous-time Mortensen filter is solution of the dynamics

$$
\left\{\begin{array}{l}
\dot{\hat{x}}(t)=F(\hat{x}, t)-\left(\nabla^{2} \mathscr{V}(\hat{x}(t), t)\right)^{-1} \mathrm{~d}_{x} D(\hat{x}(t), t)^{\top} M D(\hat{x}(t), t), \quad t \in \mathbb{R}^{+}  \tag{14}\\
\hat{x}(0)=x_{\diamond}
\end{array}\right.
$$

The full linear case - namely the case of affine dynamics and linear observation operator - can then be deduced from Theorem 2.4 as recalled by [21]. In addition to the assumptions on the operators, we suppose that observability and controllability conditions are satisfied $[28,30]$. Then, we can prove the existence of a regular solution for the cost-to-come. Indeed, the operator $P$ in (8) is invertible, see for instance $[2,8]$ and an analytical solution of (12) can be computed, namely

$$
\begin{equation*}
\forall(x, t) \in \mathcal{X} \times \mathbb{R}^{+}, \quad \mathscr{V}(x, t)=\frac{1}{2}(x-\hat{x}(t))^{\top} P^{-1}(t)(x-\hat{x}(t))+\frac{1}{2} \int_{0}^{t}\|z(s)-H(s) \hat{x}(s)\|_{M}^{2} d s \tag{15}
\end{equation*}
$$

from which we retrieve (8) from (14).
To the author's best knowledge, there exists no counterpart of the Mortensen Filter in the case of discretetime operators in order to exactly define the optimal estimator in the sense of (7). Consequently, the only available results at the discrete-time level consist of standard discretizations of the continuous-time Mortensen estimator (14), requiring adequate discretizations of the related HJB (12) as proposed in [4] for example. Hence the optimality is no longer preserved at the discrete level and the discretization does not benefit from increased stability properties coming from the optimality as it is often noticed in similar optimal control theory problems [16].

### 2.4. Main Result

The present article aims at filling the gap in deterministic optimal filtering for non-linear configurations by introducing the exact counterpart of (14) in the discrete-time context, hence finding the exact dynamics of the discrete-time Mortensen estimator. The estimator equations are presented in a general framework. However, for the sake simplicity, we limit our proofs to the case of an affine dynamics and a non-linear observation operator leading to convex least-square criteria. Note that this case goes already beyond the Kalman estimator formulation and approximate optimal estimators such as the extended Kalman estimator in a non-linear framework. Moreover, we believe that our result can be extended to a much more general framework by mimicking what has been done for the continuous-time case in [21]. Firstly, let us define the counterpart at the discrete-time level of the cost-to-come.

Definition 2.5 (Discrete-time Cost-To-Come). The discrete-time costs-to-come - called the prediction cost-to-come and the correction cost-to-come - are defined for all $n \in \mathbb{N}$ by

$$
\left\{\begin{array}{l}
\mathscr{V}_{n}^{+}(x)=\min _{\substack{\left(\omega_{k}\right)_{k<n} \in \mathcal{W}^{n} \\
\zeta \in \mathcal{X} \mid x_{n}=x}} \mathscr{J}_{n}^{+}\left(\zeta,\left(\omega_{k}\right)_{k<n}\right), \\
\mathscr{V}_{n+1}^{-}(x)=\min _{\substack{\left(\omega_{k}\right)_{k \leq n} \in \mathcal{W}^{n+1} \\
\zeta \in \mathcal{X} \mid x_{n+1}=x}} \mathscr{J}_{n+1}^{-}\left(\zeta,\left(\omega_{k}\right)_{k \leq n}\right), \quad \mathscr{V}_{0}^{-}(x)=\frac{1}{2}\left\|x-x_{\diamond}\right\|_{N_{\diamond}}^{2}
\end{array}\right.
$$

In our setting, the two costs-to-come are clearly well defined since our criteria have unique minimizers and the discrete dynamics is invertible. We also understand the interest of the introduction of two different criteria since we now consider a constraint at the end of the time window. Then our main result is given by the following theorem.

Theorem 2.6 (Discrete-time Mortensen Filter). Assuming that for all $n, \mathscr{V}_{n}^{-}$and $\mathscr{V}_{n}^{+}$are smooth enough - namely $\mathcal{C}^{2}(\mathcal{X})$ - they are solutions of the following system

$$
\left\{\begin{array}{l}
\mathscr{V}_{0}^{-}(x)=\frac{1}{2}\left\|x-x_{\diamond}\right\|_{N_{\diamond}}^{2},  \tag{16}\\
\mathscr{V}_{n}^{+}(x)=\mathscr{V}_{n}^{-}(x)+\frac{1}{2}\left\|D_{n}(x)\right\|_{M_{n}}^{2}, \\
\mathscr{V}_{n+1}^{-}(x)=\mathscr{V}_{n}^{+}(y)+\frac{1}{2} \nabla \mathscr{V}_{n+1}^{-}(x)^{\top} B_{n} Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}(x) \\
\quad \text { with } x=F_{n+1 \mid n}(y)+B_{n} Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}(x) .
\end{array}\right.
$$

Then the discrete-time Mortensen filter can be computed by the recursive procedure

Note that $\hat{x}_{n}^{+}$is defined implicitly. Therefore, in practice and when the Hessian of $\mathscr{V}_{n}^{+}$is invertible, we use a Newton-Raphson procedure to compute $\hat{x}_{n}^{+}$as the limit of the recursive procedure

$$
\left\{\begin{array}{l}
\hat{x}_{0 \mid n}^{+}=\hat{x}_{n}^{-}, \quad n \in \mathbb{N} \\
\hat{x}_{k+1 \mid n}^{+}=\hat{x}_{k \mid n}^{+}-\left(\nabla^{2} \mathscr{V}_{n}^{+}\left(\hat{x}_{k \mid n}^{+}\right)\right)^{-1} \nabla \mathscr{V}_{n}^{+}\left(\hat{x}_{k \mid n}^{+}\right), \quad k \in \mathbb{N} .
\end{array}\right.
$$

We remark that we thus used the Hessian of the cost-to-come as in the continuous-time setting. Moreover, we will show that

$$
\begin{equation*}
\nabla \mathscr{V}_{n}^{+}\left(\hat{x}_{0 \mid n}^{+}\right)=\mathrm{d} D_{n}\left(\hat{x}_{n}^{-}\right)^{\top} M_{n} D_{n}\left(\hat{x}_{n}^{-}\right), \tag{18}
\end{equation*}
$$

therefore, after one iteration of the Newton-Raphson procedure, we have

$$
\hat{x}_{1 \mid n}^{+}=\hat{x}_{n}^{-}-\left(\nabla^{2} \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{-}\right)\right)^{-1} \mathrm{~d} D_{n}\left(\hat{x}_{n}^{-}\right)^{\top} M_{n} D_{n}\left(\hat{x}_{n}^{-}\right),
$$

a very similar expression to what we have in the Kalman context, or in the extended Kalman filtering context for non-linear systems [43].

From Theorem 2.6, we deduce two important propositions. The first one is a characterization of the (prediction) estimator based on the prediction cost-to-come.
Corollary 2.7. Under the assumptions of Theorem 2.6, we have

$$
\begin{equation*}
\nabla \mathscr{V}_{n+1}^{-}\left(\hat{x}_{n+1}^{-}\right)=0 \tag{19}
\end{equation*}
$$

Finally we link Theorem 2.6 to the Kalman estimator introduced in [29] when the dynamics is affine and the observation operator is linear under the Kalman observability and controllability conditions [1].
Proposition 2.8. For all $n \in \mathbb{N}$, we consider an affine mapping transition $F_{n+1 \mid n}: x \mapsto A_{n+1 \mid n} x+R_{n}$, a linear observation operator $H_{n} \in \mathcal{L}(\mathcal{X}, \mathcal{Z})$ and a model noise operator $B_{n} \in \mathcal{L}(\mathcal{W}, \mathcal{X})$. We assume that these operators satisfy the Kalman observability and controllability conditions. Then, we consider the covariance operators $P_{n}^{ \pm}$given by the discrete Riccati equations (10) and the estimators $\hat{x}_{n}^{ \pm}$given by the Kalman Filter (9). The discrete costs-to-come exist, are $\mathcal{C}^{2}(\mathcal{X})$, and satisfy

$$
\left\{\begin{array}{l}
\mathscr{V}_{n}^{-}(x)=\frac{1}{2}\left(x-\hat{x}_{n}^{-}\right)^{\top}\left(P_{n}^{-}\right)^{-1}\left(x-\hat{x}_{n}^{-}\right)+\mathscr{V}_{n-1}^{0}  \tag{20}\\
\mathscr{V}_{n}^{+}(x)=\frac{1}{2}\left(x-\hat{x}_{n}^{+}\right)^{\top}\left(P_{n}^{+}\right)^{-1}\left(x-\hat{x}_{n}^{+}\right)+\mathscr{V}_{n}^{0}
\end{array}\right.
$$

with $\mathscr{V}_{-1}^{0}=0$,

$$
\begin{align*}
\mathscr{V}_{n}^{0} & =\frac{1}{2} \sum_{k=0}^{n}\left(\left\|z_{k}-H_{k} \hat{x}_{k}^{-}\right\|_{M_{k}}^{2}-\left\|\hat{x}_{k}^{+}-\hat{x}_{k}^{-}\right\|_{\left(P_{k}^{+}\right)^{-1}}^{2}\right),  \tag{21}\\
& =\frac{1}{2} \sum_{k=0}^{n}\left(\left\|z_{k}-H_{k} \hat{x}_{k}^{+}\right\|_{M_{k}}^{2}+\left\|\hat{x}_{k}^{+}-\hat{x}_{k}^{-}\right\|_{\left(P_{k}^{-}\right)^{-1}}^{2}\right) . \tag{22}
\end{align*}
$$

Moreover, $\hat{x}_{n}^{ \pm}$can be computed by the discrete-time Mortensen procedure (17).

In order to prove all the results announced in this section, we organize the next sections as follows. Theorem 2.6 will be proved in Section 4 . Our proof follows a strategy similar to what has been done for the continuous-time Mortensen filter, hence we have chosen to recall succinctly the justification of Theorem 2.4 as obtained in [21]. This is the objective of the next section. In section 5 , we will discuss the consistency of our discrete-time results with respect to the continuous-time setting when $\Delta t$ goes to 0 . Finally, we will present in Section 6 a complete numerical procedure to compute the discrete-time Mortensen estimator for a non-linear dynamical system in small dimension.

## 3. Background on the Mortensen filter

The most common approach for solving the continuous-time least square problem (3) - called the variational strategy in data assimilation [37] - consists in minimizing the criterion with the help of the adjoint equation associated with the dynamics constraint under which we minimize the criterion. In fact, defining the adjoint variable from a given trajectory $\left\{x_{t}(s), s \in[0, t]\right\}$ by

$$
\left\{\begin{array}{l}
\dot{p}_{t}(s)+\mathrm{d}_{x} F\left(x_{t}(s), s\right)^{\top} p_{t}=\mathrm{d}_{x} D\left(x_{t}(s), s\right)^{\top} M D\left(x_{t}(s), s\right), \quad s \in[0, t] \\
p_{t}(t)=0
\end{array}\right.
$$

the adjoint equation is linear and generated by an operator which we assumed to be bounded uniformly in the time variable. Hence, we have a unique global solution and the trajectory of System (1) minimizing the criterion $\mathscr{J}$ introduced in (3) is given by

$$
\left\{\begin{array}{l}
\dot{\bar{x}}_{t}(s)=F\left(\bar{x}_{t}, s\right)+B Q B^{\boldsymbol{\top}} \bar{p}_{t}(s), \quad \forall s \in[0, t]  \tag{23}\\
\bar{x}_{t}(0)=x_{\diamond}+P_{\diamond} \bar{p}_{t}(0)
\end{array}\right.
$$

where $\bar{p}_{t}$ is the adjoint variable associated with $\bar{x}_{t}[6]$. The estimator dynamics (23) can be summarized by introducing

$$
\mathscr{L}: \left\lvert\, \begin{aligned}
\mathcal{X} \times \mathcal{W} \times \mathbb{R}^{+} & \rightarrow \mathbb{R} \\
(x, \omega, t) & \mapsto \frac{1}{2}\|D(x, t)\|_{M}^{2}+\frac{1}{2}\|\omega\|_{S}^{2}
\end{aligned}\right.
$$

hence the system Hamiltonian functional

$$
\mathscr{H}: \left\lvert\, \begin{aligned}
\mathcal{X} \times \mathcal{X} \times \mathcal{W} \times \mathbb{R}^{+} & \rightarrow \mathbb{R} \\
(x, p, \omega, t) & \mapsto \mathscr{L}(x, \omega, t)-p^{\top}(F(x, t)+B \omega)
\end{aligned}\right.
$$

giving for all $s \in[0, t]$ that

$$
\dot{\bar{x}}_{t}=-\nabla_{p} \mathscr{H}\left(\bar{x}_{t}, \bar{p}_{t}, \bar{\omega}_{t}, s\right), \quad \dot{\bar{p}}_{t}=\nabla_{x} \mathscr{H}\left(\bar{x}_{t}, \bar{p}_{t}, \bar{\omega}_{t}, s\right), \quad \nabla_{\omega} \mathscr{H}\left(\bar{x}_{t}, \bar{p}_{t}, \bar{\omega}_{t}, s\right)=0
$$

where the gradient $\nabla$ is considered as the transpose of the underlying differential.
Following the dynamic programming method - see for instance [23, Chapter 4] or [9, Chapter 3] as reference works - this minimization problem can be characterized through the solution of a Hamilton-Jacobi-Bellman (HJB) equation. Indeed, assuming that the minimization problem (3) has a unique solution, then [21] recalls - see also [25] for a more detailed justification - that the cost-to-come defined in (11) is a solution - in the viscosity sense - of the Hamilton-Jacobi-Bellman (HJB) equation,

$$
\partial_{t} \mathscr{V}(x, t)-\min _{\omega \in \mathcal{W}} \mathscr{H}(x, \nabla \mathscr{V}(x, t), \omega, t)=0
$$

which can be simplified by directly finding the minimum in $\omega$, namely using (13)

$$
\min _{\omega \in \mathcal{W}} \mathscr{H}(x, p, \omega, t)=\overline{\mathscr{H}}(x, p, t)=\frac{1}{2}\|D(x, t)\|_{M}^{2}-\frac{1}{2} p^{\boldsymbol{\top}} B Q B^{\boldsymbol{\top}} p-p^{\boldsymbol{\top}} F(x, t)
$$

hence, the HJB equation reduces to (12).

Then, as recalled in [21], the adjoint variable can be characterized by the cost-to-come as

$$
\begin{equation*}
\forall s \in[0, t], \quad \nabla \mathscr{V}\left(\bar{x}_{t}(s), s\right)=\bar{p}_{t}(s) \tag{24}
\end{equation*}
$$

With a view to a similar proof in the discrete-time context, we should give a few hints on how (24) can be derived when $\mathscr{V}$ is smooth enough. In fact, regarding the initial condition in (12), we have

$$
\nabla \mathscr{V}\left(\bar{x}_{t}(0), 0\right)=N_{\diamond}\left(\bar{x}_{t}(0)-x_{\diamond}\right)=N_{\diamond} P_{\diamond} \bar{p}_{t}(0)=\bar{p}_{t}(0)
$$

Regarding then the dynamics, we consider the HJB equation (12) where, since $\mathscr{V}$ is assumed to be $\mathcal{C}^{2}$, we have for all $(x, t) \in \mathcal{X} \times \mathbb{R}^{+}$,

$$
\nabla \partial_{t} \mathscr{V}(x, t)-\nabla_{x} \overline{\mathscr{H}}(x, \nabla \mathscr{V}(x, t), t)-\nabla^{2} \mathscr{V}(x, t) \cdot \nabla_{p} \overline{\mathscr{H}}(x, \nabla \mathscr{V}(x, t), t)=0
$$

meaning that for $s \in[0, t]$,

$$
\begin{aligned}
\nabla \partial_{t} \mathscr{V}\left(\bar{x}_{t}(s), s\right)+\left(\mathrm{d}_{x} F\left(\bar{x}_{t}(s), s\right)^{\top} \nabla \mathscr{V}\left(\bar{x}_{t}(s), s\right)\right. & \left.-\mathrm{d}_{x} D\left(\bar{x}_{t}(s), s\right)^{\top} M D\left(\bar{x}_{t}(s), s\right)\right) \\
& +\nabla^{2} \mathscr{V}\left(\bar{x}_{t}(s), s\right) \cdot\left(F\left(\bar{x}_{t}(s), s\right)+B Q B^{\top} \nabla \mathscr{V}\left(\bar{x}_{t}(s), s\right)\right)=0
\end{aligned}
$$

Using the chain rule, we get

$$
\frac{\mathrm{d}}{\mathrm{~d} s}\left(\nabla \mathscr{V}\left(\bar{x}_{t}(s), s\right)\right)=\nabla \partial_{t} \mathscr{V}\left(\bar{x}_{t}(s), s\right)+\nabla^{2} \mathscr{V}\left(\bar{x}_{t}(s), s\right) \cdot \dot{\bar{x}}_{t}(s)
$$

which, re-injected in the previous relation, gives

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} s}\left(\nabla \mathscr{V}\left(\bar{x}_{t}(s), s\right)\right)+\mathrm{d}_{x} F\left(\bar{x}_{t}(s), s\right)^{\top} \nabla \mathscr{V}\left(\bar{x}_{t}(s), s\right) & =\mathrm{d}_{x} D\left(\bar{x}_{t}(s), s\right)^{\top} M D\left(\bar{x}_{t}(s), s\right) \\
& +\nabla^{2} \mathscr{V}\left(\bar{x}_{t}(s), s\right) \cdot B Q B^{\top}\left(\bar{p}_{t}(s)-\nabla \mathscr{V}\left(\bar{x}_{t}(s), s\right)\right), \quad s \in[0, t]
\end{aligned}
$$

Therefore introducing for all $s, m(s)=\nabla \mathscr{V}\left(\bar{x}_{t}(s), s\right)-\bar{p}_{t}(s)$ that satisfies the dynamics

$$
\left\{\begin{array}{l}
\dot{m}(s)+\left(\mathrm{d}_{x} F\left(\bar{x}_{t}(s), s\right)^{\boldsymbol{\top}}-\nabla^{2} \mathscr{V}\left(\bar{x}_{t}(s), s\right) \cdot B Q B^{\boldsymbol{\top}}\right) m(s)=0, \quad s \in[0, t] \\
m(0)=0
\end{array}\right.
$$

We get that $m$ is null hence we have

$$
\begin{equation*}
\forall t \in \mathbb{R}^{+}, \quad \forall s \in[0, t], \nabla \mathscr{V}\left(\bar{x}_{t}(s), s\right)=\bar{p}_{t}(s) \tag{25}
\end{equation*}
$$

Given the (LSE) trajectory $\left\{\bar{x}_{t}(s), s \in[0, t]\right\}$, associated with the minimizers $\left(\bar{\zeta}_{t}, \bar{\omega}_{t}\right)$, the optimal estimator is defined in (4) such that

$$
\begin{equation*}
\hat{x}(t)=\bar{x}_{t}(t) \tag{26}
\end{equation*}
$$

Injecting (26) into the identity (25) we characterize $\hat{x}$ by

$$
\begin{equation*}
\forall t \in \mathbb{R}^{+}, \quad \nabla \mathscr{V}(\hat{x}(t), t)=\nabla \mathscr{V}\left(\bar{x}_{t}(t), t\right)=\bar{p}_{t}(t)=0 \tag{27}
\end{equation*}
$$

Once again, if the cost-to-come is $\mathcal{C}^{2}$ around the estimated trajectory, we can then characterize the dynamics of the optimal observer by now simply considering (27) as a function of $t$ and using the chain rule:

$$
\begin{aligned}
& 0=\frac{\mathrm{d}}{\mathrm{dt}}(\nabla \mathscr{V}(\hat{x}(t), t))= \nabla \partial_{t} \mathscr{V}(\hat{x}(t), t)+\nabla^{2} \mathscr{V}(\hat{x}(t), t) \cdot \dot{\hat{x}}(t) \\
&=\nabla \mathscr{\mathscr { H }}(\hat{x}(t), \nabla \mathscr{V}(\hat{x}(t), t), t) \\
& \nabla^{2} \mathscr{V}(\hat{x}(t), t) \cdot \nabla_{p} \tilde{\mathscr{H}}(\hat{x}(t), \nabla \mathscr{V}(\hat{x}(t), t), t)+\nabla^{2} \mathscr{V}(\hat{x}(t), t) \cdot \dot{\hat{x}}(t) \\
& 11
\end{aligned}
$$

and from the partial derivatives of $\overline{\mathscr{H}}$, we finally obtain the filter dynamics

$$
\left\{\begin{array}{l}
\dot{\hat{x}}(t)=F(\hat{x}, t)-\left(\nabla^{2} \mathscr{V}(\hat{x}(t), t)\right)^{-1} \mathrm{~d}_{x} D(\hat{x}(t), t)^{\boldsymbol{\top}} M D(\hat{x}(t), t), \quad t \in \mathbb{R}^{+} \\
\hat{x}(0)=x_{\diamond}
\end{array}\right.
$$

and the optimal gain in (14) is thus given by $G=\left(\nabla^{2} \mathscr{V}(\hat{x}(t), t)\right)^{-1} \mathrm{~d}_{x} D(\hat{x}(t), t)^{\top} M$.

## 4. Proof of Theorem 2.6 and Corollary 2.7

Inspired by the previous section, we now proceed to the proof of Theorem 2.6 under our assumptions of affine dynamics and non-linear observation operator leading to convex least-square criteria.

### 4.1. Discrete-time Bellman equations

In this first step, we aim at proving the dynamics (16) for the costs-to-come. We recall that in Theorem 2.6, we assume that $\mathscr{V}_{n}^{+}$and $\mathscr{V}_{n}^{-}$are $\mathcal{C}^{2}(\mathcal{X})$ for all $n \in \mathbb{N}$. Let us now introduce the following discrete Lagrangians $\mathscr{L}^{+}$and $\mathscr{L}^{-}$defined by

$$
\mathscr{L}^{ \pm}: \left\lvert\, \begin{aligned}
& \mathcal{X} \times \mathcal{W} \times \mathbb{N}^{*} \rightarrow \mathbb{R} \\
& \quad(x, \omega, n) \mapsto \mathscr{L}_{n+\frac{1}{2} \mp \frac{1}{2}}^{ \pm}(x, \omega)=\frac{1}{2}\left\|D_{n}(x)\right\|_{M_{n}}^{2}+\frac{1}{2}\|\omega\|_{S_{n-\frac{1}{2} \mp \frac{1}{2}}}^{2}
\end{aligned}\right.
$$

with the convention that the model noise norm $S_{-1}=0$. The discrete dynamics is invertible, hence we directly infer that the Bellman equations satisfied by these costs-to-come functions are

$$
\begin{equation*}
\mathscr{V}_{n+1}^{+}(x)=\min _{\omega \in \mathcal{W}}\left\{\mathscr{V}_{n}^{+}(y)+\mathscr{L}_{n+1}^{+}(x, \omega)\right\} \quad \text { for } x=F_{n+1 \mid n}(y)+B_{n} \omega \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{V}_{n+1}^{-}(x)=\min _{\omega \in \mathcal{W}}\left\{\mathscr{V}_{n}^{-}(y)+\mathscr{L}_{n+1}^{-}(y, \omega)\right\} \quad \text { for } x=F_{n+1 \mid n}(y)+B_{n} \omega \tag{29}
\end{equation*}
$$

and we denote by $\bar{\omega}_{n}^{+}(x) \in \mathcal{W}$ and $\bar{\omega}_{n}^{-}(x) \in \mathcal{W}$ the respective minimizers of (28) and (29), which are unique by uniqueness of the minimizers of $\mathscr{J}_{n}^{+}$and $\mathscr{J}_{n+1}^{-}$.

Let us now characterize $\bar{\omega}_{n}^{+}$and $\bar{\omega}_{n}^{-}$. On the one hand, we introduce for all $n \in \mathbb{N}^{*}$

$$
\mathcal{F}_{n}^{+}: \left\lvert\, \begin{aligned}
\mathcal{X} \times \mathcal{W} & \rightarrow \mathbb{R} \\
(x, \omega) & \mapsto \mathscr{V}_{n}^{+}\left(F_{n+1 \mid n}^{-1}\left(x-B_{n} \omega\right)\right)+\mathscr{L}_{n+1}^{+}(x, \omega)
\end{aligned}\right.
$$

Since $\mathcal{F}_{n}^{+} \in \mathcal{C}^{1}(\mathcal{X} \times \mathcal{W})$ and $\bar{\omega}_{n}^{+}(x)$ is the minimum for a given $x$, we have $\mathrm{d}_{\omega} \mathcal{F}_{n}^{+}\left(x, \bar{\omega}_{n}^{+}\right)=0$, hence giving

$$
\begin{equation*}
\bar{\omega}_{n}^{+}=Q_{n} B_{n}^{\top}\left(\mathrm{d} F_{n+1 \mid n}\left(\bar{y}_{n}^{+}\right)\right)^{-\top} \nabla \mathscr{V}_{n}^{+}\left(\bar{y}_{n}^{+}\right) \tag{30}
\end{equation*}
$$

with $\bar{y}_{n}^{+}(x)=F_{n+1 \mid n}^{-1}\left(x-B_{n} \bar{\omega}_{n}^{+}(x)\right)$. On the other hand, we introduce for all $n \in \mathbb{N}^{*}$

$$
\mathcal{F}_{n}^{-}: \left\lvert\, \begin{aligned}
\mathcal{X} \times \mathcal{W} & \rightarrow \mathbb{R} \\
(x, \omega) & \left.\mapsto \mathscr{V}_{n}^{-}\left(F_{n+1 \mid n}^{-1}(x-B \omega)\right)+\mathscr{L}_{n+1}^{-}\left(F_{n+1 \mid n}^{-1}\left(x-B_{n} \omega\right)\right), \omega\right)
\end{aligned}\right.
$$

Since $\mathcal{F}_{n}^{-} \in C^{1}(\mathcal{X} \times \mathcal{W})$, we have $\mathrm{d}_{\omega} \mathcal{F}_{n}^{-}\left(x, \bar{\omega}_{n}^{-}\right)=0$, hence giving this time

$$
\begin{equation*}
\bar{\omega}_{n}^{-}=Q_{n} B_{n}^{\top}\left(\mathrm{d} F_{n+1 \mid n}\left(y_{n}^{-}\right)\right)^{-\top}\left(\nabla \mathscr{V}_{n}^{-}\left(y_{n}^{-}\right)+\mathrm{d}_{x} D_{n}^{\top} M_{n} D_{n}\right) \tag{31}
\end{equation*}
$$

with $\bar{y}_{n}^{-}(x)=F_{n+1 \mid n}^{-1}\left(x-B_{n} \bar{\omega}_{n}^{-}(x)\right)$. Then, the expression (31) can be simplified by computing the gradient of $\mathscr{V}_{n+1}^{-}(x)=\mathcal{F}_{n}^{-}\left(x, \bar{\omega}_{n}^{-}(x)\right)$. We have

$$
\begin{aligned}
\nabla \mathscr{V}_{n+1}^{-}(x) & =\mathrm{d}_{x} \mathcal{F}_{n}^{-}\left(x, \bar{\omega}_{n}^{-}\right)^{\top}+\nabla \bar{\omega}_{n}^{-} \cdot \mathrm{d}_{\omega} \mathcal{F}_{n}^{-}\left(x, \bar{\omega}_{n}^{-}\right)^{\top} \\
& =\mathrm{d}_{x} \mathcal{F}_{n}^{-}\left(x, \bar{\omega}_{n}^{-}\right)^{\top} \\
& =\left(\mathrm{d} F_{n+1 \mid n}\left(y_{n}^{-}(x)\right)\right)^{-\top}\left(\nabla \mathscr{V}_{n}^{-}\left(y_{n}^{-}(x)\right)+\mathrm{d}_{x} D_{n}^{\top} M_{n} D_{n}\right)
\end{aligned}
$$

As a consequence, (31) simplifies into

$$
\begin{equation*}
\bar{\omega}_{n}^{-}=Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}(x) . \tag{32}
\end{equation*}
$$

Introducing now

$$
\overline{\mathscr{L}}^{ \pm}: \left\lvert\, \begin{aligned}
\mathcal{X} \times \mathcal{X} \times \mathbb{N}^{*} & \rightarrow \mathbb{R} \\
\quad(x, p, n) & \mapsto \overline{\mathscr{L}}_{n+\frac{1}{2} \mp \frac{1}{2}}^{ \pm}(x, p)=\frac{1}{2}\left\|D_{n}(x)\right\|_{M_{n}}^{2}+\frac{1}{2} p^{\top} B_{n-\frac{1}{2} \mp \frac{1}{2}} Q_{n-\frac{1}{2} \mp \frac{1}{2}} B_{n-\frac{1}{2} \mp \frac{1}{2}}^{\top} p
\end{aligned}\right.
$$

with the convention $Q_{-1}=0$, we infer from (30) and (32) the following two Bellman equations

$$
\left\{\begin{aligned}
\mathscr{V}_{n+1}^{+}(x)=\mathscr{V}_{n}^{+}(y)+\overline{\mathscr{L}}_{n+1}^{+}\left(x,\left(\mathrm{~d} F_{n+1 \mid n}(y)\right)^{-\top} \nabla \mathscr{V}_{n}^{+}(y)\right) \\
\quad \text { with } y \mid x=F_{n+1 \mid n}(y)+B_{n} Q_{n} B_{n}^{\top}\left(\mathrm{d} F_{n+1 \mid n}(y)\right)^{-\top} \nabla \mathscr{V}_{n}^{+}(y) \\
\mathscr{V}_{n+1}^{-}(x)=\mathscr{V}_{n}^{-}(y)+\overline{\mathscr{L}}_{n+1}^{-}\left(y, \nabla \mathscr{V}_{n+1}^{-}(x)\right) \\
\quad \text { with } y \mid x=F_{n+1 \mid n}(y)+B_{n} Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}(x)
\end{aligned}\right.
$$

In addition, crossed-recursive relations between $\mathscr{V}_{n}^{+}$and $\mathscr{V}_{n}^{-}$are also available. From

$$
\begin{aligned}
\mathscr{V}_{n}^{+}(x) & =\min _{\substack{\left(\omega_{k}\right)_{k<n} \in \mathcal{W}^{n} \\
\zeta \in \mathcal{X}, x_{n}=x}} \mathscr{J}_{n}^{+}\left(\zeta,\left(\omega_{k}\right)_{k<n}\right) \\
& =\min _{\substack{\left(\omega_{k} k \\
\zeta \in \mathcal{X}, n \in \mathcal{W}^{n} \\
\zeta \in x_{n}=x\right.}}\left(\mathscr{J}_{n}^{-}\left(\zeta,\left(\omega_{k}\right)_{k<n}\right)+\frac{1}{2}\left\|D_{n}(x)\right\|_{M_{n}}^{2}\right),
\end{aligned}
$$

we deduce that

$$
\mathscr{V}_{n}^{+}(x)=\mathscr{V}_{n}^{-}(x)+\frac{1}{2}\left\|D_{n}(x)\right\|_{M_{n}}^{2}
$$

Moreover, from

$$
\forall x \in \mathcal{X}, \quad \mathscr{V}_{n+1}^{-}(x)=\mathscr{V}_{n}^{+}(y)+\frac{1}{2}\left\|\bar{\omega}_{n}^{-}\right\|_{S_{n}}^{2} \text { with } x=F_{n+1 \mid n}(y)+B_{n} \bar{\omega}_{n}^{-}
$$

and the characterization (32), we have

$$
\begin{aligned}
& \mathscr{V}_{n+1}^{-}(x)=\mathscr{V}_{n}^{+}(y)+\frac{1}{2} \nabla \mathscr{V}_{n+1}^{-}(x)^{\top} B_{n} Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}(x) \\
& \quad \text { with } x=F_{n+1 \mid n}(y)+B_{n} Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}(x) .
\end{aligned}
$$

Therefore, we have proved (16).

### 4.2. Estimator dynamics

We can now proceed to the justification of the estimator dynamics (17). To this end, we first define the adjoint system of the discrete-time dynamics and express - as we did in the continuous-time framework - the discrete-time estimator dynamics from the discrete-time adjoint characterization.

Let us first introduce the discrete-time adjoint system that, for any sequence $\left(x_{k}\right)_{0 \leq k \leq n}$, is the unique solution of the discrete-time dynamics

$$
\left\{\begin{array}{l}
-p_{k \mid n}^{+}+\mathrm{d} F_{k+1 \mid k}^{\top} p_{k+1 \mid n}^{+}=\mathrm{d} D_{k}\left(x_{k}\right)^{\top} M_{k} D_{k}\left(x_{k}\right), \quad k \in[0 \mid n]  \tag{33}\\
p_{n+1 \mid n}^{+}=0 .
\end{array}\right.
$$

Then, we prove the following result, the counterpart of the corresponding result in the continuous-time framework.

Proposition 4.1. For all $n \in \mathbb{N}$, the trajectory associated with the unique minimizers of $\mathscr{J}_{n}^{+}(\cdot, \cdot)$ satisfies the following dynamics

$$
\left\{\begin{array}{l}
\bar{x}_{k+1 \mid n}^{+}=F_{k+1 \mid k}\left(\bar{x}_{k \mid n}^{+}\right)+B_{k} Q_{k} B_{k}^{\top} \bar{p}_{k+1 \mid n}^{+}, \quad k \in[0, n] \\
\bar{x}_{0 \mid n}^{+}=x_{\diamond}+P_{\diamond} \bar{p}_{0 \mid n}^{+}
\end{array}\right.
$$

where $\left(\bar{p}_{k \mid n}^{+}\right)_{0 \leq k \leq n}$ is the adjoint associated with $\left(\bar{x}_{k \mid n}^{+}\right)_{0 \leq k \leq n}$.
Proof. The proof is classical, see for instance [6, Chapter 9]. $\mathscr{J}_{n}^{+}$is differentiable since the system dynamics and the observation operator are. Using the adjoint variable dynamics (33), we easily compute the Fréchet derivative of the criterion with respect to $\zeta$. We have for all $\zeta \in \mathcal{X},\left(\omega_{\ell}\right)_{\ell<n} \in \mathcal{W}^{n}$,

$$
\forall \delta \zeta \in \mathcal{X}, \quad \mathrm{d}_{\zeta} \mathscr{J}_{n}^{+}\left(\zeta,\left(\omega_{\ell}\right)_{\ell<n}\right)(\delta \zeta)=\zeta^{\top} N_{\diamond} \delta \zeta-p_{0 \mid n}^{+\boldsymbol{\top}} \delta \zeta .
$$

Moreover, by differentiating the system dynamics with respect to $\omega_{k}$ for $0 \leq k<n$, we obtain

$$
\left\{\begin{array}{l}
\mathrm{d}_{\omega_{k}} x_{j+1}=\mathrm{d} F_{j+1 \mid j} \mathrm{~d}_{\omega_{k}} x_{j}+\delta_{k, j} B_{j}, \quad j \in[k, n] \\
\mathrm{d}_{\omega_{k}} x_{0}=0
\end{array}\right.
$$

where $\delta_{k, j}$ is the Kronecker symbol. Using again the adjoint dynamics (33), we then show that for all $0 \leq k<n, \zeta \in \mathcal{X},\left(\omega_{\ell}\right)_{\ell<n} \in \mathcal{W}^{n}$

$$
\forall \delta \zeta \in \mathcal{X}, \quad \mathrm{d}_{\omega_{k}} \mathscr{J}_{n}^{+}\left(\zeta,\left(\omega_{\ell}\right)_{\ell<n}\right)\left(\delta \omega_{k}\right)=\omega_{k}^{\top} S_{k}\left(\delta \omega_{k}\right)-p_{k+1 \mid n}^{+\top} B_{k}\left(\delta \omega_{k}\right) .
$$

The criterion minimizers $\bar{\zeta}_{\mid n} \in \mathcal{X},\left(\bar{\omega}_{\ell \mid n}\right)_{\ell<n} \in \mathcal{W}$ are then given by

$$
\left(\forall \delta \zeta \in \mathcal{X}, \mathrm{d}_{\zeta} \mathscr{J}_{n}^{+}\left(\bar{\zeta}_{\mid n},\left(\bar{\omega}_{\ell \mid n}\right)_{\ell<n}\right)(\delta \zeta)=0\right) \Rightarrow \bar{\zeta}_{\mid n}=P_{\diamond} \bar{p}_{0 \mid n}^{+}
$$

and for all $0 \leq k<n$

$$
\left(\forall \delta \omega \in \mathcal{W}, \mathrm{d}_{\omega_{k}} \mathscr{J}_{n}^{+}\left(\bar{\zeta}_{\mid n},\left(\bar{\omega}_{\ell \mid n}\right)_{\ell<n}\right)\left(\delta \omega_{k}\right)=0\right) \Rightarrow \bar{\omega}_{k \mid n}=Q_{k} B_{k}^{\top} \bar{p}_{k+1 \mid n}^{+}
$$

which concludes the proof.
A similar proposition can be obtained for the second functional $\mathscr{J}_{n+1}^{-}$. In particular, we can directly establish here that $\bar{\omega}_{n \mid n+1}^{-}=0$, hence

$$
\min _{\zeta,\left(\omega_{k}\right)_{k<n}} \mathscr{J}_{n}^{+}\left(\zeta,\left(\omega_{k}\right)_{k<n}\right)=\min _{\zeta,\left(\omega_{k}\right)_{k \leq n}} \mathscr{J}_{n+1}^{-}\left(\zeta,\left(\omega_{k}\right)_{k \leq n}\right) .
$$

Therefore, we infer that a shift in the index notation suffices to define the sequences $\left(p_{k \mid n+1}^{-}\right)_{0 \leq k \leq n+1}$ with the relation $p_{k \mid n+1}^{-}=p_{k \mid n}^{+}$, and consequently the optima $\left(\bar{x}_{k \mid n+1}^{-}\right)$and $\left(\bar{p}_{k \mid n+1}^{-}\right)$can be defined with a similar shift.

From the Bellman equations, it is now possible to prove the next proposition which is very similar to what we have in the continuous-time context.

Proposition 4.2. Assuming that the Bellman equation

$$
\begin{cases}\mathscr{V}_{n+1}^{-}(x)=\mathscr{V}_{n}^{-}(y)+\overline{\mathscr{L}}_{n+1}^{-}\left(y, \nabla \mathscr{V}_{n+1}^{-}(x)\right)  \tag{34}\\ \mathscr{V}_{0}^{-}(x)=\frac{1}{2}\left\|x-x_{\diamond}\right\|_{N_{\diamond}}^{2} & \text { with } y \mid x=F_{n+1 \mid n}(y)+B_{n} Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}(x)\end{cases}
$$

has a $\mathcal{C}^{2}(\mathcal{X})$ solution for all $n \in \mathbb{N}$, then

$$
\begin{equation*}
\nabla \mathscr{V}_{k}^{-}\left(\bar{x}_{k \mid n}^{+}\right)=\bar{p}_{k \mid n}^{+}, \quad k \in[0, n+1] \tag{35}
\end{equation*}
$$

Proof. Let us introduce the sequence $\left(\check{x}_{k \mid n}\right)_{k \leq n}$ defined by

$$
\check{x}_{k+1 \mid n}=A_{k+1 \mid k}\left(\check{x}_{k \mid n}\right)+B_{k} Q_{k} B_{k}^{\top} \nabla \mathscr{V}_{k+1}^{-}\left(\check{x}_{k+1 \mid n}\right), \quad \check{x}_{0 \mid n}=\bar{x}_{0 \mid n}^{+},
$$

To enforce that the previous sequence is well defined we rely on the following assumptions. First we have assumed that $\mathscr{V}_{k+1}^{-}$is $\mathcal{C}^{2}$. Then we have considered that the discrete-time system discretized the continuoustime system. Hence for $\delta t$ small enough with our choice that $B_{k} Q_{k} B_{k}^{\top}=O\left(\delta t^{2}\right)$ we can define $\check{x}_{k+1 \mid n}$ uniquely from $\check{x}_{k \mid n}$. Our objective is now to jointly prove by induction the relation (35) and

$$
\check{x}_{k \mid n}=\bar{x}_{k \mid n}^{+}, \quad k \in[0, n+1] .
$$

For $k=0$, we have by definition $\check{x}_{0 \mid n}=\bar{x}_{0 \mid n}^{+}$and

$$
\nabla \mathscr{V}_{0}^{-}\left(\bar{x}_{0 \mid n}^{+}\right)=N_{\diamond}\left(\bar{x}_{0 \mid n}^{+}-x_{\diamond}\right)=N_{\diamond} P_{\diamond} \bar{p}_{0 \mid n}^{+}=\bar{p}_{0 \mid n}^{+}
$$

Then we consider a given $k \in[1, n]$. By differentiating the equation $(34)_{1}$ with respect to $y$, we obtain

$$
\begin{aligned}
\mathrm{d}_{y} x^{\top} \nabla \mathscr{V}_{k+1}^{-}(x)-\nabla \mathscr{V}_{k}^{-}(y)+\nabla_{y} \overline{\mathscr{L}}_{k+1}^{-}\left(y, \nabla \mathscr{V}_{k+1}^{-}(x)\right) \\
+\nabla^{2} \mathscr{V}_{k+1}(x) \cdot \mathrm{d}_{y} x^{\top} \nabla_{p} \overline{\mathscr{L}}\left(y, \nabla \mathscr{V}_{k+1}^{-}(x)\right)=0,
\end{aligned}
$$

giving

$$
\begin{aligned}
& \mathrm{d} F_{k+1 \mid k}(y)^{\top} \nabla \mathscr{V}_{k+1}^{-}(x)+\nabla^{2} \mathscr{V}_{k+1}^{-}(x) \cdot \mathrm{d}_{y} x^{\top} B_{k} Q_{k} B_{k}^{\top} \nabla \mathscr{V}_{k+1}^{-}(x) \\
&=\nabla \mathscr{V}_{k}^{-}(y)+\nabla^{2} \mathscr{V}_{k+1}(x) \cdot \mathrm{d}_{y} x^{\top} B_{k} Q_{k} B_{k}^{\top} \nabla \mathscr{V}_{k+1}^{-}(x)+\mathrm{d} D_{k}(y)^{\top} M_{k} D_{k}(y)
\end{aligned}
$$

which simplifies into

$$
\mathrm{d} F_{k+1 \mid k}(y)^{\top} \nabla \mathscr{V}_{k+1}^{-}(x)=\nabla \mathscr{V}_{k}^{-}(y)+\mathrm{d} D_{k}(y)^{\top} M_{k} D_{k}(y) .
$$

We thus obtain

$$
-\nabla \mathscr{V}_{k}^{-}\left(\check{x}_{k \mid n}\right)+\mathrm{d} F_{k+1 \mid k}\left(\check{x}_{k \mid n}\right)^{\top} \nabla \mathscr{V}_{k+1}^{-}\left(\check{x}_{k+1 \mid n}\right)=-\mathrm{d} D_{k}\left(\check{x}_{k \mid n}\right)^{\top} M_{k} D_{k}\left(\check{x}_{k \mid n}\right)
$$

which implies that

$$
\nabla \mathscr{V}_{k+1}^{-}\left(\check{x}_{k+1 \mid n}\right)=\bar{p}_{k+1 \mid n}^{+} \text {and } \check{x}_{k+1 \mid n}=\bar{x}_{k+1 \mid n}^{+} .
$$

We can now derive the equation of the non-linear discrete-time estimator - namely the discrete-time equivalent of System (14). Let us consider the two sequences $\left(\hat{x}_{n}^{-}\right)_{n \in \mathbb{N}}$ and $\left(\hat{x}_{n}^{+}\right)_{n \in \mathbb{N}}$ defined in (7). First, we recall that by definition

$$
\hat{x}_{n+1}^{-}=\bar{x}_{n+1 \mid n}^{-}=F_{n+1 \mid n}\left(\bar{x}_{n \mid n}^{-}\right)
$$

But $\bar{x}_{n \mid n}^{-}=\hat{x}_{n}^{+}$since

$$
\min _{\substack{\zeta \in \mathcal{X} \\\left(\omega_{k}\right)_{k \leq n} \in \mathcal{W}^{n}}} \mathscr{J}_{n+1}^{-}\left(\zeta,\left(\omega_{k}\right)_{k \leq n}\right)=\min _{\substack{\zeta \in \mathcal{X} \\\left(\omega_{k}\right)_{k<n} \in \mathcal{W}^{n}}} \mathscr{J}_{n}^{+}\left(\zeta,\left(\omega_{k}\right)_{k<n}\right)+\min _{\omega_{n} \in \mathcal{W}} \frac{1}{2}\left\|\omega_{n}\right\|_{S}^{2}
$$

with unique minimizers $\bar{\zeta}_{\mid n}^{-}=\bar{\zeta}_{\mid n}^{+},\left(\omega_{k \mid n}^{-}\right)_{k<n}=\left(\omega_{k \mid n}^{+}\right)_{k<n}$ and $\omega_{n \mid n}^{-}=0$. Therefore we have

$$
\hat{x}_{n+1}^{-}=F_{n+1 \mid n}\left(\hat{x}_{n}^{+}\right) .
$$

as announced in (17).
Then by Proposition 4.2, we obtain

$$
\nabla \mathscr{V}_{n+1}^{-}\left(F_{n+1 \mid n}\left(\hat{x}_{n}^{+}\right)\right)=\bar{p}_{n+1 \mid n}^{+}=0
$$

which proves Corollary 2.7. Moreover, by differentiating (16) $)_{3}$, with $x=\hat{x}_{n+1}^{-}$and $y=\hat{x}_{n}^{+}$, we then get

$$
\nabla \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{+}\right)=\mathrm{d} F_{n+1 \mid n}\left(\hat{x}_{n}^{+}\right)^{\top} \nabla \mathscr{V}_{n+1}^{-}\left(\hat{x}_{n+1}^{-}\right)=0 .
$$

which justifies the characterization of $\hat{x}_{n}^{+}$in (17) and concludes the proof of Theorem 2.6.
We now end this section by finally justifying (18). Indeed, by differentiating (16) $)_{1}$ around $x=\hat{x}_{n+1}^{-}$and $y=\hat{x}_{n}^{+}$we obtain

$$
\begin{equation*}
\nabla \mathscr{V}_{n+1}^{+}\left(\hat{x}_{n+1}^{-}\right)=\mathrm{d} D_{n+1}\left(\hat{x}_{n+1}^{-}\right)^{\top} M_{n+1} D_{n+1}\left(\hat{x}_{n+1}^{-}\right) \tag{36}
\end{equation*}
$$

### 4.3. The full linear case

We now proceed to the justification of Proposition 2.8. From the discrete-time model dynamics (17), we should be able to retrieve the classic Kalman filter in a linear context. We thus consider for all $n$ an affine dynamics and a linear observation operator, namely

$$
F_{n+1 \mid n}(x)=A_{n+1 \mid n} x+R_{n}, \quad \text { and } \quad H_{n}(x)=H_{n} x
$$

Moreover we continue to assume that they are bounded and that $A_{n+1 \mid n}$ is invertible. In order to be compatible with the assumptions of our Theorem 2.6, we consider the case where the discrete system is observable and controllable, namely when the Kalman conditions of observability and controllability are satisfied $[27,43]$. In this case, we have unique minimizers for the criteria $\mathscr{J}_{n}^{-}$and $\mathscr{J}_{n}^{+}$. The optimal observer exists and is defined by the Kalman Filter dynamics (9) and the covariance operators, $P_{n}^{-}$and $P_{n}^{+}$, solutions of (10), are invertible, see [27, Section 9.5.3] - or in a more general context of potentially infinite dimensional systems see [2] or [8, Part II- Chapter 1].

Since observability and controllability conditions imply that the covariance operators, $P_{n}^{-}$and $P_{n}^{+}$, solutions of (10) are invertible, we have from $(9)_{2}$ that

$$
H_{n}^{\top} M_{n}\left(z_{n}-H_{n} \hat{x}_{n}^{-}\right)=\left(P_{n}^{+}\right)^{-1}\left(\hat{x}_{n}^{+}-\hat{x}_{n}^{-}\right)
$$

thus we have

$$
\begin{array}{r}
\frac{1}{2}\left(x-\hat{x}_{n}^{+}\right)^{\top}\left(P_{n}^{+}\right)^{-1}\left(x-\hat{x}_{n}^{+}\right)=\frac{1}{2}\left(x-\hat{x}_{n}^{-}\right)^{\top}\left(P_{n}^{+}\right)^{-1}\left(x-\hat{x}_{n}^{-}\right)+\frac{1}{2}\left(\hat{x}_{n}^{+}-\hat{x}_{n}^{-}\right)^{\top}\left(P_{n}^{+}\right)^{-1}\left(\hat{x}_{n}^{+}-\hat{x}_{n}^{-}\right) \\
\\
-\left(x-\hat{x}_{n}^{-}\right)^{\top} H_{n}^{\top} M_{n}\left(z_{n}-H_{n} \hat{x}_{n}^{-}\right)
\end{array}
$$

Then we verify, as we did in the continuous setting, that

$$
\begin{array}{ll}
-\frac{1}{2}\left\|z_{n}-H_{n} x\right\|_{M_{n}}^{2}+\frac{1}{2}\left\|H_{n}\left(x-\hat{x}_{n}^{-}\right)\right\|_{M_{n}}^{2} \\
& -\left(x-\hat{x}_{n}^{-}\right)^{\top} H_{n}^{\top} M_{n}\left(z_{n}-H_{n} \hat{x}_{n}^{-}\right)+\frac{1}{2}\left\|z_{n}-H_{n} \hat{x}_{n}^{-}\right\|_{M_{n}}^{2}=0
\end{array}
$$

Therefore, using from $(10)_{2}$ that

$$
\left(P_{n}^{+}\right)^{-1}=\left(P_{n}^{-}\right)^{-1}+H_{n}^{\top} M_{n} H_{n}
$$

we get

$$
\begin{align*}
& \frac{1}{2}\left(x-\hat{x}_{n}^{+}\right)^{\top}\left(P_{n}^{+}\right)^{-1}\left(x-\hat{x}_{n}^{+}\right)-\frac{1}{2}\left\|z_{n}-H_{n} x\right\|_{M_{n}}^{2} \\
& \quad=\frac{1}{2}\left(x-\hat{x}_{n}^{-}\right)^{\top}\left(P_{n}^{-}\right)^{-1}\left(x-\hat{x}_{n}^{-}\right) \underbrace{-\frac{1}{2}\left\|z_{n}-H_{n} \hat{x}_{n}^{-}\right\|_{M_{n}}+\frac{1}{2}\left(\hat{x}_{n}^{+}-\hat{x}_{n}^{-}\right)^{\top}\left(P_{n}^{+}\right)^{-1}\left(\hat{x}_{n}^{+}-\hat{x}_{n}^{-}\right)}_{=V_{n-1}^{0}-V_{n}^{0} \text { from (21) }}, \tag{37}
\end{align*}
$$

which means that

$$
\mathscr{V}_{n}^{+}(x)-\frac{1}{2}\left\|z_{n}-H_{n} x\right\|_{M_{n}}^{2}=\mathscr{V}_{n}^{-}(x)
$$

and proves $(16)_{2}$. Moreover, applying the identity (37) at every step $k$ with $x=\hat{x}_{k}^{+}$, we reach the identity

$$
\forall k>0, \quad\left\|z_{k}-H_{k} \hat{x}_{k}^{+}\right\|_{M_{k}}^{2}+\left\|\hat{x}_{k}^{+}-\hat{x}_{k}^{-}\right\|_{\left(P_{k}^{+}\right)^{-1}}^{2}=\left\|z_{k}-H_{k} \hat{x}_{k}^{-}\right\|_{M_{k}}^{2}-\left\|\hat{x}_{k}^{+}-\hat{x}_{k}^{-}\right\|_{\left(P_{k}^{-}\right)^{-1}}^{2},
$$

which proves (22) from (21). Now, we can show that the candidates cost-to-come (20) follow the recursive relations (16). First we write

$$
y-\hat{x}_{n}^{+}=F_{n+1 \mid n}^{-1}\left(\mathbb{1}-B_{n} Q_{n} B_{n}^{\top}\left(P_{n+1}^{-}\right)^{-1}\right)\left(x-\hat{x}_{n+1}^{-}\right) .
$$

Then, using the classical identity

$$
F_{n+1 \mid n}^{-\top}\left(P_{n}^{+}\right)^{-1} F_{n+1 \mid n}^{-1}=\left(P_{n+1}^{-}-B_{n} Q_{n} B_{n}^{\top}\right)^{-1}
$$

we get

$$
\left(y-\hat{x}_{n}^{+}\right)^{\top}\left(P_{n}^{+}\right)^{-1}\left(y-\hat{x}_{n}^{+}\right)=\left(x-\hat{x}_{n+1}^{-}\right)^{\top}\left(P_{n+1}^{-}\right)^{-1}\left(P_{n+1}^{-}-B_{n} Q_{n} B_{n}^{\top}\right)\left(P_{n+1}^{-}\right)^{-1}\left(x-\hat{x}_{n+1}^{-}\right)
$$

which demonstrates that

$$
\begin{aligned}
&\left(x-\hat{x}_{n+1}^{-}\right)^{\top}\left(P_{n+1}^{-}\right)^{-1}\left(x-\hat{x}_{n+1}^{-}\right)=\left(y-\hat{x}_{n}^{+}\right)^{\top}\left(P_{n}^{+}\right)^{-1}\left(y-\hat{x}_{n}^{+}\right) \\
&+\left(x-\hat{x}_{n+1}^{-}\right)^{\top}\left(P_{n+1}^{-}\right)^{-1} B_{n} Q_{n} B_{n}^{\top}\left(P_{n+1}^{-}\right)^{-1}\left(x-\hat{x}_{n+1}^{-}\right)
\end{aligned}
$$

Therefore with

$$
\nabla \mathscr{V}_{n+1}^{-}(x)=\left(P_{n+1}^{-}\right)^{-1}\left(x-\hat{x}_{n+1}^{-}\right)
$$

we prove $(16)_{3}$. We have verified the two recursive relations satisfied by the costs-to-come. The initial conditions are easy to verify, hence the costs-to-come solution of Proposition 2.8 are proved by induction.

Finally, we infer that the Hessian of the costs-to-come are constant. In particular,

$$
\nabla \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{-}\right)-\underbrace{\nabla \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{+}\right)}_{=0}=\nabla^{2} \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{+}\right) \cdot\left(\hat{x}_{n}^{-}-\hat{x}_{n}^{+}\right)
$$

which, combined with (36), gives

$$
\begin{aligned}
\hat{x}_{n}^{+} & =\hat{x}_{n}^{-}+\left(\nabla^{2} \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{+}\right)\right)^{-1} H_{n}^{\top} M_{n}\left(z_{n}-H_{n} \hat{x}_{n}^{-}\right) \\
& =\hat{x}_{n}^{-}+P_{n}^{+} H_{n}^{\top} M_{n}\left(z_{n}-H_{n} \hat{x}_{n}^{-}\right)
\end{aligned}
$$

as expected in the classical Kalman Filter formulation. This last result concludes our proof of Proposition 2.8.
Moreover, the linear case has two benefits. It shows that our set of assumptions can be simultaneously satisfied. In addition, it can be used to validate our numerical implementation in Section 6.

Remark 4.3 (Consistency with the continuous-time solution). It is worth noticing that in the linear case, the discrete-time costs-to-come (20) have a similar solution when compared with the continuous-time cost-to-come analytical solution (15) up to a consistency term $\frac{1}{2} \sum_{k=0}^{n}\left\|\hat{x}_{k}^{+}-\hat{x}_{k}^{-}\right\|_{\left(P_{k}^{+}\right)^{-1}}^{2}$. We observe that this term does not modify the fundamental positivity property of the costs-to-come. Indeed, we directly have from (22) that $\forall n>0, \mathscr{V}_{n}^{0} \geq 0$. Such consistency can in fact be generalized in the non-linear configuration as demonstrated in the next section.

## 5. The Discrete-time Mortensen filter as a time-Discretization of the CONTINUOUS-TIME ONE

As presented in the introduction, the discrete-time model (2) can correspond to a consistent discretization with a fixed time-step $\Delta t$ of the continuous-time system given by (1). Then, we want to establish that the discrete-time HJB formulation and the discrete-time Mortensen estimator converge to their continuous-time counterparts. Similar types of results have been sought in the literature [20] and required developments that are out of reach for this paper. Here, we limit our presentation to demonstrate that the discrete-time HJB formulation and the discrete-time Mortensen estimator are consistent with respect to their continuous-time counterparts. Without much loss of generality, the consistency of (2) can be obtained by assuming a time discretization of (1) using an Euler time-scheme

$$
\forall n \in \mathbb{N}, \quad \frac{x_{n+1}-x_{n}}{\Delta t}=F\left(x_{n+1}, t_{n}\right)+B \omega,
$$

leading to the definition of the discrete operator

$$
F_{n+1 \mid n}(\cdot)=\left(\mathbb{1}-\Delta t F\left(\cdot, t_{n}\right)\right)^{-1}, \quad B_{n}=\Delta t B
$$

and for the observations we can keep $D_{n}=D$. To simplify the expression $D$ and $B$ can be chosen as timeindependent. Beside the model, the discrete criterion considered should be consistent with its limit when $\Delta t$ tends to 0 . Hence, we assume that, for all $n \in \mathbb{N}$, the discrete norms read

$$
M_{n}=\Delta t M, \quad S_{n}=\Delta t S \quad \text { and } \quad W_{n}=\frac{1}{\Delta t} W, \quad Q_{n}=\frac{1}{\Delta t} Q
$$

so that $\lim _{\Delta t \rightarrow 0} \mathscr{J}_{n}^{-}(\cdot, \cdot)=\lim _{\Delta t \rightarrow 0} \mathscr{J}_{n}^{+}(\cdot, \cdot)=\mathscr{J}(\cdot, \cdot, n \Delta t)$.

### 5.1. Consistency of the discretization of the estimator and HJB equation

We can now infer the consistency of the (discrete-time) Bellman equations (34) with respect to the continuous-time HJB formulation (12). Let us first focus on the cost-to-come prediction equation $(34)_{1}$. The consistency error is then defined by

$$
\begin{aligned}
\epsilon_{n}^{-}=\frac{1}{\Delta t}\left(-\mathscr{V}\left(x, t_{n+1}\right)+\mathscr{V}(y,\right. & \left.t_{n}\right)+\frac{\Delta t}{2}\left\|D\left(y, t_{n+1}\right)\right\|_{M}^{2} \\
& \left.+\frac{\Delta t}{2} \nabla_{x} \mathscr{V}\left(x, t_{n+1}\right)^{\top} B Q B^{\top} \nabla_{x} \mathscr{V}\left(x, t_{n+1}\right)\right) \\
& \text { with } x-\Delta t F\left(x, t_{n}\right)=y+\Delta t B Q B^{\top} \nabla_{x} \mathscr{V}\left(x, t_{n}\right) .
\end{aligned}
$$

By a Taylor expansion, we get

$$
\mathscr{V}\left(x, t_{n+1}\right)=\mathscr{V}\left(x, t_{n}\right)+\Delta t \partial_{t} \mathscr{V}\left(x, t_{n}\right)+O\left(\Delta t^{2}\right),
$$

and

$$
\mathscr{V}\left(y, t_{n}\right)=\mathscr{V}\left(x, t_{n}\right)-\Delta t \nabla_{x} \mathscr{V}\left(x, t_{n}\right)^{\top} F\left(x, t_{n}\right)-\Delta t \nabla_{x} \mathscr{V}\left(x, t_{n}\right)^{\top} B Q B^{\top} \nabla_{x} \mathscr{V}\left(x, t_{n}\right)+O\left(\Delta t^{2}\right),
$$

but also

$$
\frac{\Delta t}{2}\left\|D\left(y, t_{n+1}\right)\right\|_{M}^{2}=\frac{\Delta t}{2}\left\|D\left(x, t_{n}\right)\right\|_{M}^{2}+O\left(\Delta t^{2}\right)
$$

and

$$
\frac{\Delta t}{2} \nabla_{x} \mathscr{V}\left(x, t_{n+1}\right)^{\top} B Q B^{\top} \nabla_{x} \mathscr{V}\left(x, t_{n+1}\right)=\frac{\Delta t}{2} \nabla_{x} \mathscr{V}\left(x, t_{n}\right)^{\top} B Q B^{\top} \nabla_{x} \mathscr{V}\left(x, t_{n}\right)+O\left(\Delta t^{2}\right) .
$$

Hence, we find that

$$
\begin{aligned}
\epsilon_{n}^{-}=-\partial_{t} \mathscr{V}\left(x, t_{n}\right)-\nabla_{x} \mathscr{V}\left(x, t_{n}\right)^{\top} F\left(x, t_{n}\right)+ & \frac{1}{2}\left\|D\left(x, t_{n}\right)\right\|_{M}^{2} \\
& -\frac{1}{2} \nabla_{x} \mathscr{V}\left(x, t_{n}\right)^{\top} B Q B^{\top} \nabla_{x} \mathscr{V}\left(x, t_{n}\right)+O(\Delta t)=O(\Delta t) .
\end{aligned}
$$

which shows that the Bellman equation satisfied by the discrete-time cost-to-come is first-order consistent with the continuous-time HJB equation. Therefore, the Bellman equation (34) can be seen as a consistent time scheme of (12). However, we mention that the time scheme for the cost-to-come appears to be first-order in $\Delta t$ independently of the order of approximation of the model, observation and model noise operator.

Focusing now on the state estimator dynamics equation, we note from (17) that

$$
\nabla \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{+}\right)-\nabla \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{-}\right)=-\mathrm{d} D_{n}\left(\hat{x}_{n}^{-}\right)^{\top} M_{n} D_{n}\left(\hat{x}_{n}^{-}\right)
$$

and by a simple Taylor expansion

$$
\nabla \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{+}\right)-\nabla \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{-}\right)=\nabla^{2} \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{+}\right) \cdot\left(\hat{x}_{n}^{+}-\hat{x}_{n}^{-}\right)+O\left(\left\|\hat{x}_{n}^{+}-\hat{x}_{n}^{-}\right\|^{2}\right)
$$

From these two relations - and recalling that $M_{n}=\Delta t M$ - we directly infer that

$$
\hat{x}_{n}^{+}-\hat{x}_{n}^{-}=O(\Delta t) .
$$

Then, by using the model prediction,

$$
\hat{x}_{n}^{+}=F_{n \mid n-1}\left(\hat{x}_{n-1}^{+}, t_{n-1}\right)-\left(\nabla^{2} \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{+}\right)\right)^{-1} \mathrm{~d} D_{n}\left(\hat{x}_{n}^{-}\right)^{\top} M_{n} D_{n}\left(\hat{x}_{n}^{-}\right)+O\left(\Delta t^{2}\right),
$$

this shows that

$$
\frac{\hat{x}_{n}^{+}-\hat{x}_{n-1}^{+}}{\Delta t}=\frac{1}{\Delta t}\left(F_{n \mid n-1}\left(\cdot, t_{n-1}\right)-\mathbb{1}\right)\left(\hat{x}_{n}^{+}\right)-\left(\nabla^{2} \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{+}\right)\right)^{-1} \mathrm{~d}_{x} D\left(\hat{x}_{n}^{-}\right)^{\top} M D\left(\hat{x}_{n}^{-}\right)+O(\Delta t)
$$

and leads directly for $\hat{x}_{n}^{+}$- and consequently for $\hat{x}_{n}^{-}$- to a first order consistent time scheme of the continuoustime estimator $\hat{x}(t)$ - of dynamics (14).

### 5.2. Liapunov property consistency

More than the consistency, the most difficult part when trying to discretize the continuous-time Mortensen estimator is to define stable discretizations, especially for the HJB equation. Without completing such a proof which may require a full dedicated paper, we would like to show how our proposed discretization offers new perspectives in order to establish the stability of the time discretization jointly with the convergence of the estimator to a target trajectory. In this respect, we recall that that the observer purpose is at least to be able to converge in time to the following ideal target trajectory

$$
\dot{\stackrel{x}{x}}=F(\breve{x}, t), \quad D(\breve{x}, t)=0,
$$

which, for example, can be generated synthetically. When observability and controllability conditions are satisfied [33], it means that we should expect that the error $\tilde{x}(t)=\breve{x}(t)-\hat{x}(t)$ tends to 0 . When observability
and controllability conditions are not satisfied we expect at least a weaker property of the type [34] where there exists a contraction mapping $\beta$

$$
\|\tilde{x}(t)\| \leq \beta(\|\tilde{x}(s)\|, t-s), \quad \forall t \geq s
$$

One tremendous advantage of optimal filtering is that the convergence property can be obtained in a very general class of system by considering a Liapunov functional of the form

$$
\forall x \in \mathcal{X}, \quad \tilde{\mathscr{V}}(x, t)=\mathscr{V}(x+\hat{x}(t), t)-\mathscr{V}(\hat{x}(t), t)
$$

which satisfies

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{dt}} \tilde{\mathscr{V}}(\tilde{x}(t), t)=\partial_{t} \mathscr{V}(\breve{x}(t), t)+\nabla \mathscr{V}(\breve{x}(t), t)^{\top} \dot{\tilde{x}}(t)-\partial_{t} \mathscr{V}(\hat{x}(t), t)-\nabla \mathscr{V}(\hat{x}(t), t)^{\top} \dot{\hat{x}}(t) \\
& =-\frac{1}{2} \nabla \mathscr{V}(\breve{x}(t), t)^{\top} B Q B^{\top} \nabla \mathscr{V}(\breve{x}(t), t)+\underbrace{\frac{1}{2}\|D(\breve{x}, t)\|_{M}^{2}}_{=0} \\
& +\underbrace{\frac{1}{2} \nabla \mathscr{V}(\hat{x}(t), t)^{\boldsymbol{\top}} B Q B^{\boldsymbol{\top}} \nabla \mathscr{V}(\hat{x}(t), t)}_{=0}-\frac{1}{2}\|D(\hat{x}(t), t)\|_{M}^{2} \\
& =-\frac{1}{2} \nabla \mathscr{V}(\breve{x}(t), t)^{\top} B Q B^{\top} \nabla \mathscr{V}(\breve{x}(t), t)-\frac{1}{2}\|D(\hat{x}(t), t)\|_{M}^{2} \leq 0 . \tag{38}
\end{align*}
$$

This type of property is typically required to prove that the error converges in time to 0 after considering adequate conditions of existence on the criterion minimum see $[32,33,44]$ for such complete error analysis.

Without entering into too much details on the difficult question of observer convergence, our purpose is to show that the same type of Liapunov property exists with our discrete-time estimator which offers new perspectives of convergence at the discrete-time level. Formally, we follow the same approach as in the continuous-time formulation with the definition of a Liapunov function - here however, we will consider a discrete-time Liapunov function. Let us consider an ideal discrete-time target system

$$
\forall n, \quad \breve{x}_{n+1}=F_{n+1 \mid n}\left(\breve{x}_{n}\right), \quad D_{n}\left(\breve{x}_{n}\right)=0 .
$$

We define the discrete-time Liapunov function

$$
\forall x, \quad \tilde{\mathscr{V}}_{n}(x)=\mathscr{V}_{n}^{-}\left(x+\hat{x}_{n}^{-}\right)-\mathscr{V}_{n}^{-}\left(\hat{x}_{n}^{-}\right)
$$

This function is going to be evaluated on the error

$$
\forall n \quad \tilde{x}_{n}=\breve{x}_{n}-\hat{x}_{n}^{-},
$$

as in the continuous formulation to satisfy here the hypothesis of discrete time Liapunov stability theorems for non autonomous systems $[32,44]$.

First, since $\nabla \mathscr{V}_{n+1}^{-}\left(\hat{x}_{n+1}^{-}\right)=0$ implies $\mathscr{V}_{n+1}^{-}\left(\hat{x}_{n+1}^{-}\right)=\mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{+}\right)$due to $(16)_{3}$, we see, as in the continuous formulation, that the Liapunov function estimator part satisfies

$$
\begin{aligned}
-\mathscr{V}_{n+1}^{-}\left(\hat{x}_{n+1}^{-}\right)+\mathscr{V}_{n}^{-}\left(\hat{x}_{n}^{-}\right) & =-\mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{+}\right)+\mathscr{V}_{n}^{-}\left(\hat{x}_{n}^{-}\right) \\
& =-\mathscr{V}_{n}^{-}\left(\hat{x}_{n}^{+}\right)-\frac{1}{2}\left\|D_{n}\left(\hat{x}_{n}^{-}\right)\right\|+\mathscr{V}_{n}^{-}\left(\hat{x}_{n}^{-}\right) \leq-\frac{1}{2}\left\|D_{n}\left(\hat{x}_{n}^{-}\right)\right\|_{M_{n}}
\end{aligned}
$$

$\hat{x}_{n}^{-}$being the minimizer of $\mathscr{V}_{n+1}^{-}$. Then, on the target system part, we have by definition

$$
\mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}\right) \leq \mathscr{V}_{n}^{+}\left(\breve{x}_{n}\right)+\mathscr{L}_{n+1}^{-}\left(\breve{x}_{n}, 0\right) \leq \mathscr{V}_{n}^{+}\left(\breve{x}_{n}\right) .
$$

In our setting, the cost-to-come $\mathscr{V}_{n+1}^{-}$functional is convex. Indeed, it is obvious for $n=0$. Then, for $n \geq 0$, we consider $\left(x_{1}, x_{2}\right) \in \mathcal{X}^{2}$, and $\lambda \in[0,1]$ and consider

$$
\mathscr{V}_{n+1}^{-}\left(\lambda x_{1}+(1-\lambda) x_{2}\right)=\min _{\substack{\left(\omega_{k}\right)_{k \leq n} \\ x_{n+1 \mid \zeta,\left(\omega_{k}\right)_{k \leq n}=\lambda x_{1}+(1-\lambda) x_{2}}}} \mathscr{J}_{n+1}^{-}\left(\zeta,\left(\omega_{k}\right)_{k \leq n}\right)
$$

Then, since we consider affine mapping for the dynamics and $\mathscr{J}_{n+1}^{-}$is convex we can prove that

$$
\begin{aligned}
\mathscr{V}_{n+1}^{-}\left(\lambda x_{1}+(1-\lambda) x_{2}\right) & \leq \min _{\substack{\left(\omega_{1, k}\right) \\
x_{1}=x_{n+n}\left|\zeta_{k},\left(\omega_{1, k}, k\right)_{k \leq n} \\
x_{2}=x_{n+1}\right| \zeta_{2},\left(\omega_{2}, k\right)_{k \leq n}}} \mathscr{J}_{n+1}^{-}\left(\lambda \zeta_{1}+(1-\lambda) \zeta_{2},\left(\lambda \omega_{1, k}+(1-\lambda) \omega_{2, k}\right)_{k \leq n}\right) \\
& \leq \lambda \mathscr{V}_{n+1}^{-}\left(x_{1}\right)+(1-\lambda) \mathscr{V}_{n+1}^{-}\left(x_{2}\right)
\end{aligned}
$$

Hence we have,

$$
\mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}+B_{n} Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}\right)\right) \geq \mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}\right)+\nabla \mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}\right)^{\top} B_{n} Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}\right),
$$

and get

$$
\begin{aligned}
\mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}\right) \leq & \mathscr{V}_{n}^{+}\left(\breve{x}_{n}\right)+\mathscr{L}_{n+1}^{-}\left(\breve{x}_{n}, Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}\right)\right) \\
& \quad-\nabla \mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}\right)^{\top} B_{n} Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}\right) \\
\leq & \mathscr{V}_{n}^{-}\left(\breve{x}_{n}\right)-\frac{1}{2} \nabla \mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}\right)^{\top} B_{n} Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}\right) .
\end{aligned}
$$

We obtain in this case the exact analogous of the continuous identity (38)

$$
\tilde{\mathscr{V}}_{n+1}\left(\tilde{x}_{n+1}\right)-\tilde{\mathscr{V}}_{n}\left(\tilde{x}_{n}\right) \leq-\frac{1}{2} \nabla \mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}\right)^{\top} B_{n} Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}\left(\breve{x}_{n+1}\right)-\frac{1}{2}\left\|D_{n}\left(\hat{x}_{n}^{-}\right)\right\|_{M_{n}},
$$

with, here, an inequality instead of the equality in (38). We point out that this inequality is sharp - at least in the linear framework - with respect to the additive consistent terms that we have found in the costs-to-come expressions (21) and (22).

## 6. Numerical Implementation

To demonstrate the discrete optimality of our proposed discrete-time Mortensen estimator, we now propose a full discretization strategy and numerical algorithm of practical use. This will allow us to illustrate and verify numerically the various properties of the discrete-time Mortensen estimator seen in the previous sections.

### 6.1. Resolution of HJB prediction by a Newton-Raphson algorithm

We assume that the state lies in a bounding box $\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{d}, b_{d}\right] \subset \mathbb{R}^{d}$. For the spatial discretization we consider a regular grid and a Lagrange interpolation rule, typically cubic. We denote by $g$ the number of points in the grid. A function $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{r}$ of the state $x \in \mathbb{R}^{d}$ is discretized on the grid and therefore represented by a vector $\vec{\Phi} \in \mathbb{R}^{g \times r}$. For any index $k(\mathbb{1} \leq k \leq g \times r)$, there exists an equivalent couple $\{\ell, i\}$ such that $[\vec{\Phi}]_{k}$ corresponds to the $i$-th component of $\phi$ at the $\ell$-th point of the grid. Therefore, for the sake of clarity in the sequel we will use the couple $\{\ell, i\}$ notation to refer to the global index $k$. Furthermore, $[\vec{\Phi}]_{\{\ell, \cdot\}}$ will be considered as a vector of $\mathbb{R}^{r}$ whereas $[\vec{\Phi}]_{\{\cdot, i\}}$ will refer to the corresponding vector of $\mathbb{R}^{g}$.

Let us give two specific examples of the use of the above notation. The function that associates with each point of the grid the corresponding state is defined by $\vec{X} \in \mathbb{R}^{g \times d}$ and we will define by $[\vec{X}]_{(\ell, i)}$ the $i$-th coordinate of the $\ell$-th point of the grid. Then $[\vec{X}]_{\{\ell, \cdot\}}$ is the state of the $\ell$-th point of the grid. Besides, a scalar function $f$ is represented by $\vec{F} \in \mathbb{R}^{g}$ and we can assimilate the initial function $f$ with its interpolation reconstructed from $\vec{F}$.

Considering the derivatives of this scalar function $f$, we choose an adequate finite differentiation rule allowing to define each Gâteaux derivatives $\overrightarrow{\nabla^{(i)} F},(1 \leq i \leq d)$ from $\vec{F}$. This generates $d$ derivative operators $\boldsymbol{\nabla}^{(i)} \in \mathbb{M}_{g}(\mathbb{R})$. Here also we neglect the interpolation errors to directly associate $\boldsymbol{\nabla}^{(i)} \vec{F}=\overrightarrow{\nabla^{(i)}} \boldsymbol{f}$. The total gradient is then defined from the $d$ partial derivatives to obtain an operator $\boldsymbol{\nabla}$ such that $[\nabla \vec{F}]_{\{\ell,\}}=$ $\nabla f\left([\vec{X}]_{\{\ell,\}}\right)$.

We apply the rules presented above for the discretization of the costs-to-come functions $\mathscr{V}_{n}^{-}$and $\mathscr{V}_{n}^{+}$to define two vectors $\overrightarrow{\mathscr{V}}_{n}^{-} \in \mathbb{R}^{g}$ and $\overrightarrow{\mathscr{V}}_{n}^{+} \in \mathbb{R}^{g}$ as the degrees of freedom of the costs-to-come functions and the corresponding derivatives by computing $\boldsymbol{\nabla}^{(i)} \overrightarrow{\mathscr{V}}_{n}^{-}$or $\boldsymbol{\nabla}^{(i)} \overrightarrow{\mathscr{V}}_{n}^{+}$.

Meanwhile, let us associate with $\vec{X}$ the vector $\vec{Y}$ such that

$$
\forall 1 \leq \ell \leq g, \quad[\vec{X}]_{\{\ell,\}}=F_{n+1 \mid n}\left([\vec{Y}]_{\{\ell,\}}\right)+B_{n} Q_{n} B_{n}^{\top} \nabla \mathscr{V}_{n+1}^{-}\left([\vec{X}]_{\{\ell, \cdot\}}\right),
$$

to discretize the field $y(x)$ in (16). As a consequence the cost-to-come prediction is computed with the formulation

$$
\forall 1 \leq \ell \leq g, \quad\left[\overrightarrow{\mathscr{V}}_{n+1}^{-}\right]_{(\ell)}=\mathscr{V}_{n}^{+}\left(\vec{Y}_{\{\ell,\}}\right)+\frac{1}{2} \sum_{1 \leq i, j \leq d}\left[\nabla^{(i)} \overrightarrow{\mathscr{V}}_{n+1}^{-}\right]_{(\ell)}\left[B_{n} Q_{n} B_{n}^{\top}\right]_{(i, j)}\left[\nabla^{(j)} \overrightarrow{\mathscr{V}}_{n+1}^{-}\right]_{(\ell)},
$$

In other words, for the prediction, we compute $\vec{V}_{n+1}^{-}$as the component $\overrightarrow{\mathscr{V}}$ of the solution of

$$
\forall n \in \mathbb{N}, \quad \text { Find }(\overrightarrow{\mathscr{V}}, \vec{Y}) \text { such that } \left\lvert\, \begin{align*}
& \overrightarrow{\mathcal{F}}_{\mathrm{hbb}}(\overrightarrow{\mathscr{V}}, \vec{Y})=0  \tag{39}\\
& \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}(\overrightarrow{\mathscr{V}}, \vec{Y})=0
\end{align*}\right.,
$$

where for $\ell \in[1, g]$

$$
\begin{cases}{\left[\overrightarrow{\mathcal{F}}_{\mathrm{hbb}}(\overrightarrow{\mathscr{V}}, \vec{Y})\right]_{(\ell)}} & =-[\overrightarrow{\mathscr{V}}]_{(\ell)}+\mathscr{V}_{n}^{+}\left([\vec{Y}]_{\{\ell,\}}\right)+\frac{1}{2} \sum_{1 \leq i, j \leq d}\left[\boldsymbol{\nabla}^{(i)} \overrightarrow{\mathscr{V}}\right]_{(\ell)}\left[B_{n} Q_{n} B_{n}^{\mathrm{T}}\right]_{(i, j)}\left[\nabla^{(j)} \overrightarrow{\mathscr{V}}\right]_{(\ell)} \\ {\left[\overrightarrow{\mathcal{F}}_{\mathrm{dyn}}(\overrightarrow{\mathscr{V}}, \vec{Y})\right]_{\{\ell,\}}} & =-[\vec{X}]_{\{\ell,\}}+F_{n+1 \mid n}\left([\vec{Y}]_{\{\ell,\}}\right)+B_{n} Q_{n} B_{n}^{\top}[\boldsymbol{\nabla} \overrightarrow{\mathscr{V}}]_{\{\ell,\}}\end{cases}
$$

We solve (39) with a Newton algorithm, ergo we compute the sequence $\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)_{m \in \mathbb{N}}$ starting from

$$
\left\lvert\, \begin{aligned}
& \overrightarrow{\mathscr{V}}_{0}=\vec{V}_{n}^{+} \\
& \vec{Y}_{0}=\vec{X}
\end{aligned}\right.
$$

such that

$$
\left[\begin{array}{cc}
\mathbf{d}_{\vec{V}} \overrightarrow{\mathcal{F}}_{\mathrm{hbb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right) & \mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{hjb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right) \\
\mathbf{d}_{\overrightarrow{\mathscr{V}}}^{\mathrm{Jdn}} \\
\left.\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right) & \mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)
\end{array}\right]\left[\begin{array}{c}
\overrightarrow{\mathscr{V}}^{m+1}-\overrightarrow{\mathscr{V}}^{m} \\
\vec{Y}^{m+1}-\vec{Y}^{m}
\end{array}\right]=-\left[\begin{array}{l}
\overrightarrow{\mathcal{F}}_{\mathrm{hbb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right) \\
\overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)
\end{array}\right] .
$$

Here we compute for all $(k, \ell) \in[1, g]^{2}$,

$$
\left[\mathbf{d}_{\overrightarrow{\mathscr{V}}} \overrightarrow{\mathcal{F}}_{\mathrm{hbb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right]_{(k, \ell)}=-\delta_{k, \ell}+\sum_{1 \leq i, j \leq d}\left[\nabla^{(i)} \overrightarrow{\mathscr{V}}^{m}\right]_{(k)}\left[B_{n} Q_{n} B_{n}^{\top}\right]_{(i, j)}\left[\nabla^{(j)}\right]_{(k, \ell)},
$$

and for all $(k, \ell, i) \in[1, g]^{2} \times[1, d]$,

$$
\left[\mathbf{d}_{\overrightarrow{\mathscr{V}}} \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right]_{(\{\ell, i\}, k)}=\sum_{1 \leq j \leq d}\left[B_{n} Q_{n} B_{n}^{\top}\right]_{(i, j)}\left[\nabla^{(j)}\right]_{(k, \ell)} .
$$

Moreover we get for all $\ell \in[1, g]$

$$
\left[\mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{hjb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right]_{(\ell,\{\ell, \cdot\})}=\nabla^{(i)} \mathscr{V}_{n}^{+}\left(\left[\vec{Y}^{m}\right]_{\{\ell, \cdot\}}\right),
$$

whereas, for all $(\ell, k) \in[1, g]^{2}$ with $k \neq \ell$,

$$
\left[\mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{hjb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right]_{(k,\{\ell, \cdot\})}=0 .
$$

In the same manner we have, for all $\ell \in[1, g]$,

$$
\left[\mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right]_{(\{\ell, \cdot\},\{\ell, \cdot\})}=\mathrm{d} F_{n+1 \mid n}\left(\left[\vec{Y}^{m}\right]_{\{\ell, \cdot\}}\right),
$$

whereas, for all $(\ell, k) \in[1, g]^{2}$ with $k \neq \ell$,

$$
\left[\mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right]_{(\{\ell, \cdot\},\{k, \cdot\})}=0
$$

These computations introduce block diagonal terms allowing to solve the complete Newton through the use of Schur complements. In fact for any grid point $[\vec{X}]_{k}$, we need to solve locally an inverse dynamics to reconstruct the corresponding $[\vec{Y}]_{k}$. For these Schur complement computations, it is convenient to introduce the vector residual

$$
\vec{R}_{\mathrm{sch}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)=\left(\mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right)^{-1} \cdot \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right),
$$

and the operator

$$
\mathbf{T}_{\mathrm{sch}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)=\left(\mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right)^{-1} \cdot \mathbf{d}_{\overrightarrow{\mathscr{V}}} \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)
$$

Indeed, when computing on the one hand

$$
\begin{aligned}
& \overrightarrow{\mathscr{V}}^{m+1}=\overrightarrow{\mathscr{V}}^{m}- \\
& \qquad \begin{array}{l}
\left(\mathbf{d}_{\overrightarrow{\mathscr{F}}_{\mathrm{F}}} \overrightarrow{\mathcal{F}}_{\mathrm{hb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)-\mathbf{d}_{\vec{Y}^{\prime}} \overrightarrow{\mathcal{F}}_{\mathrm{hjb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\left(\mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right)^{-1} \mathbf{d}_{\overrightarrow{\mathscr{V}}} \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right)^{-1} \\
\\
\quad \cdot\left(\overrightarrow{\mathcal{F}}_{\mathrm{hjb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)-\mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{hjb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\left(\mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right)^{-1} \cdot \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right),
\end{array}
\end{aligned}
$$

this reads

$$
\begin{aligned}
& \overrightarrow{\mathscr{V}}^{m+1}=\overrightarrow{\mathscr{V}}^{m}-\left(\mathbf{d}_{\vec{V}^{\prime}} \overrightarrow{\mathcal{F}}_{\mathrm{hbb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)-\mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{hjb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right) \mathbf{T}_{\mathrm{sch}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right)^{-1} \\
& \cdot\left(\overrightarrow{\mathcal{F}}_{\mathrm{hjb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)-\mathbf{d}_{\vec{Y}^{\prime}} \overrightarrow{\mathcal{F}}_{\mathrm{hbb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right) \cdot \vec{R}_{\mathrm{sch}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right) .
\end{aligned}
$$

On the other hand, we have

$$
\vec{Y}^{m+1}=\vec{Y}^{m}-\left(\mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right)^{-1} \cdot\left(\overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)+\mathbf{d}_{\left.\overrightarrow{\mathscr{V}} \overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right) \cdot\left(\overrightarrow{\mathscr{V}}^{m+1}-\overrightarrow{\mathscr{V}}^{m}\right)\right), \text {, }}\right.
$$

which can be rewritten in the form

$$
\vec{Y}^{m+1}=\vec{Y}^{m}-\vec{R}_{\mathrm{sch}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)-\mathbf{T}_{\mathrm{sch}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right) \cdot\left(\overrightarrow{\mathscr{V}}^{m+1}-\overrightarrow{\mathscr{V}}^{m}\right)
$$

As a result, we need to compute for all $((k, i), \ell) \in([1, g] \times[1, d]) \times[1, g]$,

$$
\left[\mathbf{T}_{\mathrm{sch}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right]_{((k, i), \ell)}=\sum_{1 \leq j \leq d}\left[\left(\mathrm{~d} F_{n+1 \mid n}\left(\left[\vec{Y}^{m}\right]_{\{k, \cdot\}}\right)\right)^{-1} B_{n} Q_{n} B_{n}^{\top}\right]_{(i, j)}\left[\boldsymbol{\nabla}^{(j)}\right]_{(k, \ell)}
$$

so that for all $(k, \ell) \in[1, g]^{2}$,

$$
\begin{aligned}
& {\left[\mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{hjb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right) \mathbf{T}_{\mathrm{sch}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right]_{(k, \ell)} } \\
&=\sum_{1 \leq i, j \leq d} \nabla^{(i)} \mathscr{V}^{m}\left(\left[\vec{Y}^{m}\right]_{\{k, \cdot\}}\right)\left[\left(\mathrm{d} F_{n+1 \mid n}\left(\left[\vec{Y}^{m}\right]_{\{k, \cdot\}}\right)\right)^{-1} B_{n} Q_{n} B_{n}^{\top}\right]_{(i, j)}\left[\nabla^{(j)}\right]_{(k, \ell)}
\end{aligned}
$$

Meanwhile, we get, for all $(\ell, i) \in[1, g] \times[1, d]$, the residuals

$$
\left[\vec{R}_{\mathrm{sch}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right]_{(\ell, i)}=\sum_{1 \leq j \leq d}\left[\left(\mathrm{~d} F_{n+1 \mid n}\left(\left[\vec{Y}^{m}\right]_{\{\ell, \cdot\}}\right)\right)^{-1}\right]_{(i, j)}\left[\overrightarrow{\mathcal{F}}_{\mathrm{dyn}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right]_{(\ell, j)},
$$

and for all $\ell \in[1, g]$

$$
\begin{aligned}
& {\left[\mathbf{d}_{\vec{Y}} \overrightarrow{\mathcal{F}}_{\mathrm{hjb}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right) \cdot \vec{R}_{\mathrm{sch}}\left(\overrightarrow{\mathscr{V}}^{m}, \vec{Y}^{m}\right)\right]_{(\ell)} } \\
&=\sum_{1 \leq i, j \leq d} \nabla^{(i)} \mathscr{V}^{m}\left(\left[\vec{Y}^{m}\right]_{\{\ell, \cdot\}}\right)\left[\left(\mathrm{d} F_{n+1 \mid n}\left(\left[\vec{Y}^{m}\right]_{\{\ell, \cdot\}}\right)\right)^{-1}\right]_{(i, j)}\left[\overrightarrow{\mathcal{F}}_{\mathrm{dyn}}(\overrightarrow{\mathscr{V}}, \vec{Y})\right]_{(\ell, j)}
\end{aligned}
$$

All these vectors and matrices are finally combined in the Newton loop.
Concerning the boundary conditions, there is no easy way to handle the unbounded domain on which the HJB equation is computed. We therefore follow a classical strategy by assuming that outside the grid the costs-to-come are extrapolated linearly from their values and gradients on the bounding box boundary. In other words, we bound the domain with simplified Robin boundary conditions.

### 6.1.1. Numerical results

A scalar quadratic example. We start our numerical investigations by focusing our attention on the computation of the cost-to-come. For that matter, we will compare our algorithm with a more standard discretization of the Hamilton-Jacobi-Bellman solution in one dimension of space. We consider, here, the model associated with

$$
F:(x, \omega) \mapsto a_{0}+a_{1} x(t)+a_{2} x(t)^{2}+b \omega(t),
$$

where

$$
a_{0}=1 ; \quad a_{1}=-1 ; \quad a_{2}=1 ; \quad b=1
$$

With this model, we generate a scalar observation $z$ for $\omega=0$ starting from $x_{\diamond}=0.3$ such that in this case

$$
\left\{\begin{array}{l}
\dot{z}(t)=a_{0}+a_{1} z(t)+a_{2} z(t)^{2} \\
z(0)=x_{\diamond}
\end{array}\right.
$$

Setting all normalization coefficients to 1 , this leads to the following HJB equation

$$
\left\{\begin{array}{l}
\partial_{t} \mathscr{V}(x, t)+\left(a_{0}+a_{1} x+a_{2} x^{2}\right) \partial_{x} \mathscr{V}(x, t)+\frac{1}{2}\left(\partial_{x} \mathscr{V}(x, t)\right)^{2}-\frac{1}{2}(z(t)-x)^{2}=0, \quad(x, t) \in \mathcal{X} \times \mathbb{R}^{+} \\
\mathscr{V}(x, 0)=\frac{1}{2}\left(x-x_{\diamond}\right)^{2}
\end{array}\right.
$$

The space-time domain computation is $(x, t) \in[-1,1] \times[0,1]$.
In the data assimilation library $\operatorname{Verdandi}{ }^{1}$ [14], a discretization of the same HJB equation introduced in $[4]^{2}$ is performed using standard spatial interpolation rules in space and a Godunov time discretization. Boundary conditions consist of a linear extrapolation on each boundary. The results are presented in Figure 1. The first two plots correspond to the prediction $\mathscr{V}^{-}$and correction $\mathscr{V}^{+}$functions of our method, whereas the last one is given by the Godunov time scheme.

In a second step, we study the convergence of our time scheme by computing error convergences for several time discretizations. In fact from $\mathscr{V}_{\Delta t, \Delta x}^{-}$with $(\Delta t, \Delta x)=\left(10^{-2}, 10^{-4}\right)$, we compute the error for solutions with $\Delta x=10^{-2}$ and $\Delta t=10^{-1}, 10^{-2}$, and $10^{-3}$. The results are presented in Figure 2 where we plot the solution and the corresponding error. Note that the spatial discretization $\Delta x=10^{-2}$ was chosen to balance spatial interpolation accuracy and computational complexity. We justify our spatial discretization choice in Figure 3 with two different spatial steps: $\Delta x=10^{-2}$ and $10^{-3}, \Delta t=10^{-3}$. We point out that our time-scheme does not have a CFL condition and can then be computed for any time and space discretization which is not the case for more classical approaches as a Godunov time discretization. Typically in our configuration the CFL condition for the Godunov time scheme imposes at least $\Delta t<10^{-2}$.
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Figure 1. Comparison for $(\Delta x, \Delta t)=\left(10^{-2}, 10^{-4}\right)$ of the proposed splitting time scheme (prediction (left) and correction (center)) with respect to a Godunov time-scheme (right)


Figure 2. Time convergence of the HJB solution for $\Delta x=10^{-2}$ and $\Delta t=$ $10^{-1}, 10^{-2}$, and $10^{-3}$ with respect to the solution computed with $(\Delta t, \Delta x)=\left(10^{-2}, 10^{-4}\right)$.
$\square$
Figure 3. Two spatial discretizations $\Delta x=10^{-2}$ and $\Delta x=10^{-3}$ for $\Delta t=10^{-3}$ and the corresponding error.

The pendulum. In a linear configuration we have shown that the optimal filter reduces to the classical Kalman filter and we expect to verify this property numerically. We consider a simple pendulum problem

$$
\ddot{y}+\mu y \underset{25}{=} f+b \omega,
$$

that we rewrite in a first order form $\dot{x}=F x+R$ with $v=\dot{y}$,

$$
x=\binom{y}{v}, \quad F=\left(\begin{array}{ll}
0 & 1 \\
\mu & 0
\end{array}\right), \quad R=\binom{0}{f}, B=\binom{0}{b} .
$$

We choose a mid-point rule stable time-discretization

$$
\left\{\begin{array}{l}
\frac{y_{n+1}-y_{n}}{\Delta t}=\frac{v_{n+1}+v_{n}}{2} \\
\frac{v_{n+1}-v_{n}}{\Delta t}+\mu \frac{y_{n+1}+y_{n}}{2}=f
\end{array}\right.
$$

such that $F_{n+1 \mid n}=A_{1}^{-1} A_{0}$ and $R_{n}=A_{1}^{-1} R$ with

$$
A_{1}=\left(\begin{array}{cc}
\frac{1}{\Delta t} & -\frac{1}{2} \\
-\frac{\mu}{2} & \frac{1}{\Delta t}
\end{array}\right), \quad A_{0}=\left(\begin{array}{cc}
\frac{1}{\Delta t} & \frac{1}{2} \\
-\frac{\mu}{2} & \frac{1}{\Delta t}
\end{array}\right)
$$

In Figure 4, we present a direct simulation generated with $\mu=0.2$ and an initial condition of $(y(0), v(0))=$ $(1,0)$. The model noise coefficient is $b=0.5$ but the reference solution will be generated without model noise i.e. $\omega=0$. The time discretization step is $\Delta t=0.1$. From this solution, we generate observations of the displacement only, and we add an observation noise of covariance $1 e^{-3}$. We then consider a second solution starting from $(y(0), v(0))=(0.5,0)$ and an initial covariance $P_{\diamond}=\mathbb{1}$. Starting from the a priori, the estimator retrieves the target trajectory and the convergence of the observer is illustrated in Figure 4 for a spatial grid of 20 by 20 points on $[-1,1] \times[-1,1]$ - namely $\Delta x_{1}=\Delta x_{2}=0.1$.

Figures/plotPendulum.pdf

Figure 4. Trajectory (left) and Phase portrait (right) of the target trajectory (blue, dashed), the estimator (red), and the uncorrected trajectory (black dashed)

In order to evaluate the accuracy of our discretization, we plot in Figure 5 the numerical values computed for $\left\|\nabla \mathscr{V}^{-}\left(\hat{x}_{n}^{-}\right)\right\|$with two HJB discretization grids: 10 by 10 points and 20 by 20 points. We found that the corresponding error with respect to 0 of the equality (19) is of the order of magnitude of our spatial discretization as presented in the first plot of Figure 5. Finally, we know that in this particular case we should retrieve exactly the values of the discrete covariance computed by the discrete-time Kalman filter. This is the case as shown in the second plot of Figure 5 that displays the difference $\left\|\nabla^{2} \mathscr{V}_{n}^{+}\left(\hat{x}_{n}^{+}\right)-P_{n}^{+}\right\|_{2}$ for the two grid discretizations.
The Van Der Pol oscillator. Our last illustration deals with the classical non-linear Van Der Pol oscillator defined by

$$
\left\{\begin{array}{l}
\dot{x}_{1}=x_{2} \\
\dot{x}_{2}=-\mu\left(1-x_{1}^{2}\right) x_{2}+x_{1}+b \omega
\end{array}\right.
$$



Figure 5. Optimality verification from the time plot of $\left\|\nabla \mathscr{V}^{-}\left(\hat{x}_{n}^{-}\right)\right\|$(left) and Covariance computation verification with discrete-time Riccati solution (right). 10x10 discretization (blue) and 20x20 discretization (red)
discretized using a mid-point scheme and solved with a Newton algorithm. Note that this example is compatible with the algorithm formulation given in Theorem 2.6, but goes beyond the proof that we have presented in Section 4.

We choose in this example $\mu=0.2, b=0.1$ and $x_{\diamond}=\binom{0.1}{0}$. The target trajectory is generated with $\zeta=\binom{0.9}{0}$ and $\omega$ is defined as a $10 \%$ white noise. The observations are generated from the first variable and perturbed with a $10 \%$ white noise also.

In Figure 6, we present the target trajectory and the estimator computed with an HJB grid of 30 by 30 points in $[-3,3]^{2}$. We point out that each Newton iteration of the estimator requires to compute the costs-to-come by Newton iterations which themselves necessitate solving the model at each point of the grid also by Newton iterations. We verify the accuracy of our algorithm by computing again $\left\|\nabla \mathscr{V}^{-}\left(\hat{x}_{n}^{-}\right)\right\|$.

Figures/plotVanDerPolandVerif.pdf

Figure 6. Trajectory (left) and Phase portrait (middle) of the target trajectory (blue, dashed), the estimator (red), and the uncorrected trajectory (black dashed). Optimality verification from the time plot of $\left\|\nabla \mathscr{V}^{-}\left(\hat{x}_{n}^{-}\right)\right\|$(right)

## 7. Conclusion

In this work, we have presented and fully justified an exact optimal deterministic observer in a discretetime non-linear framework. We completed the proof for an affine dynamics and a non-linear observation
operator. However our estimator formulation is compatible with more general non-linear formulations and our numerical examples illustrate that the optimality of our estimator can be preserved in such cases. This observer is based on a prediction-correction evolution and the correction step is solved using a Newton algorithm. This observer reduces to the classical Kalman observer for linear systems. In non-linear configurations, it allows to understand in a deterministic framework the level of approximation made by approximate optimal filters such as the Extended Kalman Filter (EKF) [43] or the Unscented Kalman Filter (UKF) [26]. Moreover, our discrete-time formulation can be considered as a time discretization of the original Mortensen observer - and associated HJB equation - defined in continuous time. Our time discretization reveals to be consistent and unconditionally stable under some assumptions associated with the well-posedness of the minimization problem. This new discrete-time counterpart of the Mortensen filter allows to fill the gap between continuous-time and discrete-time for deterministic filters. A unified version of the two filters can now be envisioned using the time scales formalism as it is for control problems [41]. For practical use, we have presented a complete algorithm based on a simple spatial interpolation rule. The curse of dimensionality remains when using this observer in practice. However, it can be considered on a reduced model, even in order to validate the use of an EKF or UKF on a more complex model. Moreover, as in [35] where an HJB based feedback control is computed for PDEs based on reduced basis - Proper Orthogonal Decomposition in this case - this type of model reduction can also be applied for observers [15]. Besides, reduced-order observers with adequate discrete-time formulation can now be formulated similarly to the already existing RoEKF or RoUKF filters [14,38,42]. Finally, some improvements of the spatial discretization can be directly considered to reasonably increase the HJB dimension in the numerical simulations, for example sparse grids interpolation methods $[11,12]$ should allow to consider a state dimension of up to 10 . We can also mention max-plus based strategies for handling high-dimensional problems [22].
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